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An extended analysis is given and a new approach developed on the possibilities to describe in terms of classical
kinetic models, developed for isothermal conditions, the kinetics of chemical reactions or processes of phase transition,
of structural relaxation and of vitrification in terms of non-isothermal kinetics. The main question investigated is to
determine to which extent both the kinetic models involved and the activation energies, determining and limiting the
process investigated, can be established by a single cooling or heating run, performed e.g. in a DTA or in a DSC
calorimetric device. As a first possibility existing isoconversional methods of non-isothermal analysis are considered
and in particular the usually disregarded method of cooling run experimentation, which, it is shown is a necessity and
can give excellent results in analyzing processes of melt crystallization and of topochemical reaction kinetics, e.g. when
relative activities of nucleants or catalyzers are involved. However, in the framework of isoconversional methods it is
impossible to determine both absolute values of activation energies and unambiguously to decide upon possible
mechanisms of reactions.

A general method is thus developed, based on Ozawa’s concepts, in which the Avrami equation is introduced as a
general intermediate algorithm of change, describing both homogeneous reaction kinetics (with power coefficients
n < 1) and topochemical reactions and phase transitions (at n = 1, 2, 3, 4). It is shown how analytical and geometrical
considerations can be exploited to determine in terms of the employed Avrami algorithm both kinetic models and
activation energies in a new and more appropriate generalized Ozawa-type analysis.

The theoretical results obtained are illustrated with examples from nucleation and growth kinetics in polymer melt
crystallization, in supersaturated aqueous solutions, in devitrification of glasses and in glass transition and in
electrolytical metal deposition at galvanostatic conditions.

Key words: Non-isothermal kinetics, isoconversional analysis, topochemical reactions, Avrami equation, Ozawa

method, phase transitions.

1. INTRODUCTION

With the very beginning of thermal analysis,
both by DTA and DSC methods, efforts were made
to derive approaches, permitting the analysis and
determination of both kinetic reaction models and
the respective activation energies.

Here first the Kissinger procedure [1], developed
end of the 1950-ties, has to be mentioned. In
plotting peak reaction temperatures 7, vs. linear
heating rates ¢, this author calculated activation
energies; moreover from the form of the obtained
transition rate/temperature curves Kissinger tried to
determine the reaction order, i.e. the anticipated
reaction model. Kissinger’s procedure, described in
present-day terms, is analyzed in details in [2] in
both its merits and shortcomings. It is essential, that
with Kissinger’s paper the analysis of non-isother-
mal reaction kinetics was opened in terms of isocon-
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versional approaches: at the peak, i.e. at the
maximum reaction rate temperature, 7,,,, a constant
degree of conversion, a, was anticipated or proven
to exist.

The isoconversional methods are in principle less
informative than methods of analysis, in which the
whole course of the non-isothermal transition kin-
etics is used in order to determine both anticipated
models of reaction, of phase transition or change
and the corresponding activation energies. The first
and very widely used method in this way was
indicated by Ozawa beginning of the 1970-ties [3,
4]. It was performed in the framework of the
Kolmogorov-Avrami overall crystallization model
(see [5, 6 and 7]).

In the present paper an attempt is made to
employ and further specify Ozawa’s method so as to
develop a general approach, applicable to chemical
reaction kinetics of any order, to topochemical reac-
tions, to phase transitions and relaxation processes
in undercooled melts, in crystalline and amorphous
solids, in glasses.
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In developing our approach, we first show, that
Avrami equation, derived originally and modified
(see [7]) to follow the overall kinetics of
crystallization at various phase transitions (in melt
crystallization of compact volumes [6], in solid state
reactions [8, 9], in the crystallization of finely
dispersed materials like glassy semolina or powders
[10] brought to micro-dimensions, two-dimensional
nucleation, in thin layers [7] etc.) can also be used to
describe with sufficient accuracy the kinetics of
homogeneous reactions. It is especially shown here,
that Avrami dependence can be applied to
processes, which according to van’t Hoff’s classical
schemes [11] of homogeneous reactions kinetics are
classified as first, second and third order reactions.
It is also demonstrated how reaction models, sum-
marized in Garner’s book (see [12]), and proposed
by authors like Roginskii [13] and Erofeev (see [8])
for solid state decompositions and reaction kinetics
can be described with this same dependence. Non-
1sothermal relaxation kinetics in viscoelastic bodies,
i.e. vitrification and devitrification is also analyzed
in the present contribution employing Avrami
equation. In Section 3 it is shown, that the broad
applicability of Avrami equation is determined by
the circumstance, that this dependence is the
particular case of a very general kinetic relation,
following directly from the so called phenome-
nological equation of the thermodynamics of irre-
versible processes (see [7]). In this way Avrami
form of this general dependence is used here only as
a convenient algorithm in describing isothermal
reaction kinetics and in transforming it from
isothermal to non-isothermal applications

In our treatment, we consider all cases in terms
of a non-isothermal variant of the integral form of
Avrami equation. A simple procedure to deter-mine
the reaction model based essentially on the value of
Avrami power index n and an unambi-guous
procedure to calculate also the corresponding
activation energies is derived. It is shown here, that
the Avrami power index 7 (originally expected to be
n =1, 2,3, 4, see [6]) can have also non-integer,
fractional values, corresponding to physically unex-
pected and interesting applications.

Thus we continue efforts, initiated by Kissinger
[1] and by other authors, like Coats and Redfern
[14, 15] in non-isothermal chemical reaction
kinetics, and by Henderson [16], Gutzow [17] and
Gutzow and Dobreva [18, 19] and Colmenero et al.
[20] in analyzing processes of overall crystallization
and nucleation at increasing or decreasing tempera-
tures (i.e. at increasing supersaturation) in electro-
lytic phase deposition [17, 18], in polymer crystal-
lization [19, 20] or in glass transitions. This lastly
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mentioned type of processes, as they are described
in [7, 21-23]) can be considered as a non-isothermal
kinetic process of structural freezing. Thus we
anticipate here in fact not only chemical reaction
kinetics, but we are even more interested in struc-
tural changes, their relaxation and in phase tran-
sition processes, taking place in condensed matter
(see also [7, 22, 24, 25]).

The present contribution is organized in the
following way:

In Section 2 we summarize basic relations,
necessary for our analysis. Then in Section 3 the
properties of the Avrami kinetic equation are
analyzed in the new general, thermodynamically
based form necessary here. It is shown, how this
general approach can be used to describe practically
any known case of isothermal or non-isothermal
change in a new way. This description is done in
such a form as to define by the value of Avrami
power index n the reaction type and by a gene-
ralization of Ozawa’s procedure — the temperature
dependence of the activation energy U(7) in non-
isothermal processes. To the possible non-isother-
mal approaches with Avrami equation are destined
Sections 4, 5 and 6. There we employ two isocon-
versional methods and derive an analytical and
geometrical approach to enlarge in Section 7 the
classical non-isothermal method of analysis pro-
posed by Ozawa in [3, 4]. In Section 5, the analysis
of several examples of reaction kinetics and phase
transitions is given in terms of U(7T) dependences
and considered in order to demonstrate both the
possibilities and the limitations of existing and of
the newly developed methods. Here we analyze
crystallization process in general, chemical reactions
and overall crystallization in polymer and simple
melts, in glass-forming systems, in aqueous
solutions and in electrolytic phase deposition. In
Section 6 we describe isoconversional approxi-
mations and in Section 7 enlarge Ozawa’s method
of analysis. In Section 8 we apply the previously
formalism developed to the kinetics of non-
isothermal glass relaxation, i.e. to glass transitions,
vitrification and to glass stabilization. In doing so
we use the results and approaches of the kinetic
theory of vitrification, initially formulated by
Vol’kenstein and Ptizyn [21, 22] and then developed
in a generic way by one of the present authors [23—
25] on the basis of the thermodynamics of irre-
versible processes (see [7], [23], [25] and literature
cited here in Section 10). In Section 9 a comparison
with experimental results is given and lastly, in
Section 10 several necessary conclusions are drawn.
In Appendixes 1, 2, 3 several mathematical details
are discussed.
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2. SEVERAL BASIC KINETIC RELATIONS

Since van’t Hoff’s times the order of a reaction
in chemical kinetics is determined by the way rate of
change (at isothermal conditions) of the concen-
tration dc4/dt of one of the components (4, B, C) in
the reaction system depends on the sum of the
stochiometric coefficients (@ + b + ¢ + ...) in the
expression

= K(OlaF [T [c W

Here [A], [B], [C] ... indicate the concentrations
of the components A, B, C, ... in the reaction
mixture and K(7) is the temperature dependent reac-
tion constant [11]. In homogeneous reactions (taking
place in gaseous or liquid phases) the coefficients a,
b, c,.... are as a rule integer numbers. More
generally reactions of first, second or third order in
chemical kinetics are called chemical or physical
changes, following a time dependence of the type

E=1<(T)C'", withm=1,2,3,....(2)
dt

Here C indicates the concentration of any
structurally significant unit of the system. The
transition of Eqn. (2) to more general formulations
is usually done in defining C via

5 0 é e (T )

as the change of a physically significant internal
parameter [7, 24, 25] from its momentary value, &,
to its equilibrium value, &(7). The initial value of ¢
(at time ¢ = 0) is indicated in Eqn. (3) with &. In
considering phase transitions or topochemical reac-
tion kinetics the rate of overall conversion (or phase
transition), a, is defined via the provision

_V-v(T)
A

=C, 4

when the notations of Eqns. (2), (3) are considered.
Here V, indicates the momentary value of the
volume transformed (e.g. crystallized) at time ¢ at
the temperature 7, Vj is the initial and Vi(7) its end
value of V in the isothermal crystallization process
investigated. This definition of a is particularly used
in deriving and employing the Kolmogorov-Avrami
equation [6, 7], to be discussed in the following
Section 3 in details.

In terms of the still non-reacted, non-changed
molar part (1-a) of the reaction participants van’t
Hoff’s equation (2) can be written as

doldt = K(T)(1-0)F(a) 5)

For first, second and third order homogeneous
reaction kinetics the reaction model function F(a) in
Eqn. (5) has the values

Fla)=(1-ay, withp=0,1,2 (6)

In considering solid state reactions as a case of
heterogeneous, topochemical reaction Kkinetics,
Roginskii and Shultz [13] (see also further similar
proposals summarized in [8, 9, 12]) indicated as a
realistic general possibility of reaction rate equa-
tions these to which F(a) in Eqn. (5) is defined in
the form

F(a)=d*? (7)

This indicates, that in topochemical reactions not
the volume 7, but the surface area S =~ V*°of the
products formed is reaction determining.

To similar F(a)-values in Eqn. (5) leads also
Erofeev’s topochemical reaction kinetics [8, 9, 26],
which he formulated also in terms of the already
mentioned Avrami equation. In its integral form,
this equation gives the time dependence of a at
constant temperature, 7, as

a = 1-exp[-Ka(T)!"] ®)

Here, according to Erofeev [8, 9, 26] the value of
the integer power index n = 1, 2, 3, 4 depends (in
analogy with Avrami’s initial formulations, see [6,
7]) on the way in which the new interface, S, is
formed via nucleation and growth processes in the
reacting volume. This same Eqn. (8), as one of us
has earlier shown [10, 27], describes also fairly well
with values of n = 1 to 3 the overall crystallization
process in an ensemble of equal spheres of radius R,
each one of them crystallizing from the surface to its
own volume. This model of crystallization of more
or less finely dispersed materials was initially
formulated by Mampel [28] in a way, leading to
complicated, non-soluble integral dependences.
They are, however, as also the results in [10, 27], of
particular significance in DTA and DSC thermo-
analysis, where usually fine-grained samples have to
be investigated. This is one of the possibilities
which the Avrami equation gives as a convenient
algorithm in reaction kinetics. Further possibilities
in this respect are indicated in Section 3.

According to Eqn. (8) the rate of change and
conversion is given by

%‘;‘ =K (1) expl- K, (T)"]=

=nK ,(T)1-a) t"" (9a)

81



L Gutzow et al.: Kinetics of chemical reactions and phase transitions at changing temperature

Thus we arrive at a simple relation, which is of
general significance in the following analysis in
Section 4: we can write Eqn. (9a) also as

n—1

- et a)f s [K4(T)]s -

o

=(1-a)F(a)K"(T) (9b)

Observing that with Eqn. (8) we have

n—1
"' =[-In(l-a)]« K2*(T') we can write Eqn.
(9) also in the general form of Eqn. (5) with

K*(T)=n[K ,(T)]"" and with a reaction model

function, which for any power index » in Eqn. (8) is
to be written as

n-1

F(a)z F, (a)= [— ln(l—a)]T (10)

As far as in our notations always the coefficient

of conversion has values 0 < a < 1, it is evident that

for n = 3, Eqn. (10) gives by a simple expansion of

the logarithm in a good approximation the F(a) value

indicated with Eqn. (7) for the Roginskii-Schultz

topochemical kinetics. More general and more

precise, it can be shown (see [8, 26] and the mathe-

matical procedure described there) that the Avrami
Eqn. (8) leads to rate dependences of the type

62—? =K' (TNl-a)a'

They can be also represented in the form of our
Eqn. (5), however, with

Fla@)=Ff(a)=(1-a) " a*

n

(11)

(12)

and with » and s values, corresponding to concrete
n-values [8, 26] in Avrami equation, as this is given
on Table 1, taken from [8].

Table 1. Avrami and Erofeev power indeces in Eqns. (8),
(11) and (12).

Avrami power index,
n in Eqn. (8)

Erofeev power index

Eqn. (11) Eqn. (12)

r K (r-1) s
1 1 0 0 0
2 0.774 1/2 -0.226 1/2
3 0.700 2/3 —-0.300 2/3
4 0.665 3/4 -0.335 3/4

The essential point, to be mentioned here is, that
the kinetic Eqn. (5) is in fact one of the possible
forms of a general growth and development
dependences (see [29, 30]), determining the rate of
change by the present status (here indicated by the
value of (1-a)) of the system and by an additional
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correction function, F(a), determined by the con-
crete model or mechanism of the expected change.
This model approach considered initially for iso-
thermal regimes and conditions is to be transformed
here to non-isothermal kinetics of reaction and
change.

For the particular forms of the F(a)-function
different integral forms of Eqn. (5) follow. Thus for
first, second and third order homogeneous reactions
after integration of Eqn. (5) with the indicated
values of p in Eqn. (6) and the additional condition
o =0att=0 it follows

o = l—exp[—Ka(1)t] (13)
a=1-[1+K(D)]" (14)
a=1-[112K(T)t "] (15)

Thus for first order reaction kinetics follows
directly Avrami Eqn. (8) with n = 1.

The integration of the kinetic rate equations of
the type (5) with fractional values of the power
index, as given by Eqn. (7), leads to mathema-
tically implicit dependences. Thus for a'* we obtain
the complicated expression (see [31] p. 32)

a= {1 —(1+\/Z)exp[— K(T)”zt]}2 (16)

which, as it is obvious from Fig. 1, can be con-
veniently and with sufficient accuracy approximated
by an Avrami-type dependence with n = 2. The
integration of Eqn. (9) leads directly to the corres-
ponding Avrami Eqn. (8). In Section 3 it is shown,
that Eqns. (14), (15) can be also written in the form
of the Avrami equation, however, with fractional
values of the power index n.

Thus it is turns out, that quite differing kinetic
dependences, corresponding to the general kinetic
relation Eqn. (5) having various F(a)-values, can be
represented in their integral form by Avrami
equation simply by varying the value of the power
index n. In this way seemingly different depend-
ences can be, as discussed in the following Section
3, represented in a relatively uniform way and
characterized by a distinct number: the value of the
power index n. These properties of Avrami equation
give, according to the main idea of the present
contribution, also a more easy way to analyze
kinetic changes at different mechanisms (i.e. at
differing F(a)-values in Eqns. (5) and (6)) at non-
isothermal conditions, and especially at increasing
or decreasing cooling (heating) rates ¢

dT = qdt (17)

taking place with a constant value of g. As far as
Eqn. (17) is fulfilled, it is easy to change the argu-
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ment from time, ¢, to temperature, 7, in both the
differential and the integral kinetic dependences, so
far introduced above.

0 27
0,

15

0 025 05 0.75 1
alr)
Fig. 1. Approxination of the implicit a(?)-dependence,
Eqn. (16) with an Avrami-type dependence (Eqn. (8))

t
with n = 2. On the ordinate is plotted §; = ——— vs.

JK(D)

a() on the ordinate for Eqn. (16) as (1) and

_r
In(2)
K (Z)%

(22) and (16) in Section 3, 8, and 6, are reduced times in
respect to the corresponding half transition times, 7 s, for
both dependences.

6, = for Eqn. (8) as (2). According to Eqns.

From a more general point of view Eqn. (5) with
the additional specifications, provided by F(a)
(Eqns. (6), (7), (12)) is a general form of one of
possible equations of steady growth and develop-
ment [29, 30].

When additional structural specifications are
connected with the process investigated, F(a)
indicates the way this specifications are trans-
formed, either steadily decreasing the rate of general
change (Eqn. (6) or determining a maximum (Eqn.
(7)) as seen on Fig. 2. At F(a) =1 as this is for first
order kinetics of change we consider unrestricted
growth proper, dependent only on the depletion of
the concentration of the initial components, (1-a).
In Eqgns. (7) and (9) the build-up of a new interphase
surface determines a maximum value in the do/dz-
course. In nucleation and growth processes the
nature of both the F(a) and the K(7)-functions are
determined by the interplay of the activation
energies of these two processes (see Section 4).

In describing relaxation processes in glasses
(Section 8) we have to discuss cases, when the
change of K(7) is dependent on the depletion of the
active constituents of the system. Thus there K(7)
has in fact the significance of a time dependent
resistance, changing with the advancement of the

process of structural relaxation [30] and with the
alteration of activation energies it causes.

da
dlt

da
dlt

o l0 25 ‘IO S ‘0 75 1
10)]
Fig. 2. Rate of transition dependences for various kinetic
mechanisms.
a. Homogenous reaction kinetics (Eqns. (5) and (6)).
1 - first order; 2 - second order; 3 - third order reaction;
b. Topochemical reaction mechanisms: 1 - first order;
4, 5 - Roginskii type dependences: according to Eqn. (7)

with o?” and & 4; c. Avrami-type rate dependences,

Eqn. (9): 1 - with F(a) =1; 6 - withn =3 and
da/dt, according to Eqn. (9).

3. PROPERTIES OF THE AVRAMI EQUATION
AS A GENERAL KINETIC DEPENDENCE

The general reaction and crystallization depend-
ence given here as Eqn. (8), usually attributed to
Avrami is initially derived by Kolmogorov [5] (for
the special case n = 3) and than by Avrami [6] more
generally in the framework of a crystallization
model and as the result of a long history of
development of ideas, summarized in [7]. Also on
crystallization models are based the already men-
tioned derivations of Mampel [28] and Gutzow et al.
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[10] and even Erofeev’s applications of this equa-
tion to solid state reactions [32], summarized in [8].
There are, however, also other ways of deriving
and analyzing Eqn. (8), which we are still denoting
here as Avrami dependence, which are based on
broader premises. Here first has to be mentioned an
attempt by Kazeev [33] to postulate dependences
equivalent to Eqn. (8) as following from the theory
of physicochemical similarity for reaction kinetics
and change, taking place under distinct constraints.
In a more recent series of papers by Gutzow et al.
[30, 34, 35] it was shown, that rate dependences of
the type, given here with Eqn.(5) with time
dependent F(a)-values follow in cases, when the
rate of change (da/dt, or d&/dt, see Eqn. (3)) of the
process is determined by a time-changing activation
energy U(7,f). In this sense as a result of the
analysis in [34, 35] Eqns. (5), (6) having values of
the Avrami power index 7 < 1, can be also written as

-&) (18)

dr (1)
i.e. as changes, determined by a time dependent
relaxation time t*=1¢(T)/¢”. To Eqn. (18) cor-
respond integral forms of the type

1-b
(&“20)2(‘20 _E.;in)exp _[ Z*] (19)

To

usually referred to as fractional or stretched-expo-
nent relaxation dependences (see the historic back-
ground given in [34] and the original publications of
R. Kohlrausch [36], F. Kohlrausch, [37] and Boltz-
mann [38] for this formula). According to these
general considerations a value n > 1 in Eqn. (8)
corresponds to kinetic barriers, U(7, ) decreasing
with time, while n < 1 suits models with time
increasing values of the barrier. In terms of Eqn.

(18) the relaxation time t = rotb givesatn =1, a
constant value of the activation energy
U(T,t)=U(T)=U, =const. At b = 0 Eqn. (19)
thus gives dependences, corresponding to first order

reactions and to Maxwell’s classical solution of the
kinetics of relaxation (see [7, 39])

e, )= (0 -2, )exp[— T#Z(T)J (20)

According to the initial derivations of Avrami,
the power index 7 in Eqns. (8), (9) has to have only
integer values n > 1 (1 to 4 in three dimensional
value growth and » = 2-3 for surface growth in thin
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layers [7], [40], see Table 2). In considering growth
of more or less finely dispersed samples according
to the already mentioned model considerations and
experimental results in [10, 27] also fractional
values of n in the range 1 to 1/3 have to be expected
in both Eqns. (8) and (9). It becomes thus evident,
that with fractional values n < 1 of the power index
in Avrami Eqn. (8) not only first, second and third
order reaction dependences, but also Kohlrausch-
type stretched exponent relaxation relations can be
described. In fact, the Kohlrausch formula (Eqn.
(18)) is a typical case of a second order reaction
kinetics dependence. Its integral form (Eqn. (19))
corresponds to the mentioned particular cases of the
Avrami dependence with n < 1 (usually in glass-
forming melts (1-b) = (0.30-0.35), i.e. b = (0.70—
0.65) ~ 2/3, see [7, 22].

Table 2. Avrami power indeces, n in Eqn. (8), see [6, 7]
in dependence of mechanism and morphology.

Mechanism Growth

: Formula fork, n  Author
of nucleation morphology

w .

sporadic spherical Zn g3 J 4 AVT63m1
n (6]

@ . .

athermal spherical VN 3 Avrami
n (6]

0 .

sporadic disk-like et BVEY A 4 3 Avrami
n (6]

athermal disk-like D 2ENT , Avrami
n (6]

@ .

sporadic needle-like Znyh?J 5 Avrami
n (6]

athermal needle-like Ou 2Nt 1 Avrami
n (6]

surface Surface , Y 3 Vetter
sporadic growth 1 2 [40]

surface surface radial a, VN ) Vetter
athermal growth n 2 [40]

In considering the discussion of Avrami Eqn. (8),
let us further on observe, that in reduced coordinates

0= (t/r#), where

ot =1/[K,(T)]"" 1)
the value (t/ r#)zl determines an iso-conversion
constant ¢, = (l - lj = 0.63 for any n-value (Fig.

e

3). Moreover, because of —In(1-a) = 1 for the same
value of a, the product (1-a)[-In(1-a)]" ™" = F,(a)
is also a constant as also evident from Fig. 3. Both
properties of the Avrami dependence (Eqn. (8)
apply for n > 1 as well as for n» < 1 and are essential
in analyzing non-isothermal reaction kinetics and
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change. They define in a natural way the iso-con-
versional methods of non-isothermal determination
of the parameters of Avrami type dependences,
discussed here in details in Section 5.

B\

3
a(t) 1
1T 2

0.75

6
057
5
4
0.25 7
a.
o + + + $ {
0 0.5 1 1.5 2 2.5 3 35
o=t/t*
17
b.
F(e)
075 7T
05T
0257
0 t t t
0.25 0.5 0.75 a’(f)

Fig. 3. Properties of the Avrami equation.
a. Avrami curves according to Eqn. (8) in coordinates a(?)
vs. 0=t/ 7', where the time 7" is given with Eqn. (21).
Note that at =1 all curves (for both » > 1 and for n < 1)

have the same ordinate, o = (1 —%) =0.63.With2,3,4

are denoted the Avrami power index values of » > 1 and
with 4,5, 6,n =1, n=2/3 and n = 2/5, respectively;
b. The course of the function [1 — a(¢)]F () with F(a)
given according to Eqn. (10). With numbers are again
indicated the n-values in Eqn. (8) as given above. Note
that all F(a)-curves have at a = 0.63 approximately the
same value, a = 1/e.

An essential parameter to be also used in this
connection is the time Ty s of half transition (or half
conversion) in any process of change investigated: it
is the time for a (or any other change coordinate
defined with Egs. (3) or (4)) to become equal to 0.5.
Using either Eqn. (8) or Eqn. (13), (14), (15) this
time is given by

Tos = In2/K(T)"™ (22)

according to Eqn. (8) (i.e. also with 1o 5 = [In2/K(T)]
for first order reaction kinetics according to Eqn.
(13) and with

Tos = 1/K(T) (23)

and
Tos = 3/2.K(T) (24)

for second and third order reaction kinetics (see
Eqns. (14), (15) respectively).

Further on it is of essence to be mentioned, that
the maximal value of the rate of conversion

dt
are given with

da) -1y k(7)) exP(_ ;lj 25)
n

dt
The time, at which this maximum is reached, is

given with
1/n
|-l
Gl

It is evident, that at » > 1 both values correspond
at to the inflexion point of the respective a(f)-curve,
determined by Eqn. (21).

From the a(?) vs. 1o s-representation given on Fig.
4 it is evident that first, second and third order
reaction kinetics, originally described by Eqns. (13),
(14) and (15) with three seemingly quite differing
dependences can be represented with sufficient
accuracy by the Avrami Eqn. (8) respectively with
n =1, 2/3, 2/5. As seen the coincidence of the
corresponding curves goes from #/1p5 = 0 (i.e. at
a(t) = 0) through #1905 = 1 to t — oc. On Fig. 5 the
(da/dt)-curves, following with both Eqns. (9) and
(25) are also illustrated for both n > 1 and forn < 1.

From Fig. 1 it was also seen that the Roginskii-
type dependences Eqns. (6), (7) (for both F(a) = a**
and F(a) = o) are sufficiently well represented
with a(f)-curves according to Eqn. (8) with n = 3
and 2, respectively (c.f. also Fig. 3).

Equations (18) and (19) show moreover, that the
mentioned formal resemblance in the «(f)-depend-
ence is illustrated by the relative closeness of the
respective differential relations — by the course of
the da/dt-function in both cases.

(d_a} determined by the Avrami-type equations

(26)
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aft)

1 n=3
1% order
n=23

0 T - _—— 2" order
— 3" order

n=2/5

n=1/5

1 I‘1.5 .2 I25
= u‘l:o_s

Fig. 4. The specification of first, second and third order
reaction kinetics in terms of the Avrami equation, Eqn.
(8), as an intermediate algorithm. With bold lines and text
are indicated, beginning from below third, second and
first order homogeneous reaction kinetics, respectively
(c.f. Eqns. (13), (14) and (15)). With thinner lines are
indicated the respective Avrami-curves, Eqn. (8) with
n=1,2/3,2/5,1/5; on top is drawn the Avrami-curve
with n = 3. In this way n = 1, 2/3 and 2/5 are chosen to
represent the above indicated reaction kinetic curves.

21
da | 4
dt
15T
3
1 \
05T
0 : : S~ -
0 0.5 1 15 2 25

0

Fig. 5. Transition rate curves da/dt vs. 6, Eqn. (21),
according to first, second and third reaction kinetics,
Eqns. (13), (14), (15) expressed as reaction rates,
following from the Avrami equation, Eqn. (8), with n =1,
2, 3 and n = 2/3. Note first that n = 1 is equal with first
order kinetics and that for any » > 1 a maximum is
displayed by the Avrami rate curves. Here are indicated
the following rate dependences 1 — do/dt = exp(—6);

2 - da/dt = 20exp(—6); 3 - da/dt = 3x*exp(—0°);

4 - da/dt = 2/3 x Pexp(—x*?).

The classical derivation of the Avrami equation
in its isothermal formulation treated up to now can
be simply made either in terms of the probabilistic
models, stemming from Kolmogorov [5, 7], or more
appropriate for our further developments via the
remarkable notion of the extended volume Y,(¢) and
the so called Avrami theorem [6, 7]. According to
this theorem, because of the interaction of growing
crystallites, we have to write

da(1) = (1-0)d[Y,(1)] 27
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where Y,(?) is given in general as

Y,(¢) jl (¢, T)dt'ﬁ v, T)dt' } "

0 r
Thus Y,(¢) is the virtual volume, formed by
nucleation and growth, if no interaction should take
place between growing crystallites.
Assuming time-constant values of both nuclea-
tion rate /(¢,T) = I(T) and of growth rate v(¢,T) = v(T)
the extend volume becomes

t

Y,(t)= o, 1(T " J' (t—1)dr'

0

(28)

Here and in Eqns. (25), (29) w, is a steric coeffi-
cient (w = 4n/3 at spherical drowth). Thus, in a
known way of integration ([6, 7, 8], see Eqn. (28)
follows directly the Avrami Eqn. (8) and K,(7) is
thus defined via nucleation rate /(7) and growth rate

w(T) as
K ,(T)= ol (T)(T)]""

This approach is used here in order to derive in
the next Section 4 more easily the Avrami kinetics
also in the non-isothermal case of the nucleation and
growth models. We have also to mention, that the
usual way to analyze isothermal results in terms of
Eqn. (8) by putting the experimental isotherm in
log[-log(1-a)] vs. logt coordinates and thus to
determine both n and K(7) will be also applied in a
generalized Ozawa modification to analyze the non-
isothermal case in the next Sections.

(29)

4. AVRAMI EQUATION AT NON-
ISOTHERMAL CONDITIONS

To this point we summarized only results of the
isothermal formulation of reaction phenomenology.
Now we have to apply these results to the non-
isothermal case. In doing so, we have first to specify
additionally both the conversion function @, which
is now dependent on both time, ¢, and temperature,
T, as o(T,t) and to introduce temperature as a new
argument into the formalism derived.

Anticipating in the following with Eqn. (17) only
constant rates of temperature change, we have to
write in heating run experimentation

T=qt+T,=qt (30a)

and to employ the right hand side approximation,
when the initial temperature, T}, is sufficiently low,
when compared with the temperature, 7, where the
reaction can be actually observed.
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In cooling run experimentation, e.g. in melt
crystallization at constantly increasing undercooling
with Eqn. (17)

AT:(Tm_T):qt (31)

Thus, we have to write for the time-dependent
increase of the thermodynamic driving force (the
supersaturation Au(7)) of crystallization that

Au(T) = ASnqt (30b)

because of

Au(T) = AS,, AT (32)

The supersaturation is estimated here via the
respective melting temperature, 7, and the entropy
of melting, AS,,, (see [7] for this approximation and
for more precise solutions). In deriving the a(7.f) vs.
o(f)r connection (where a(f) = o, employed up to
now) we have to consider, that in fact the a(7,7)
function, because of Eqn. (30), is in fact a composite
function of ¢, i.e. we have to write a(7,f) = ¢[f(?)].
With the f{¥) function given by the right hand side of
Eqn. (30) and employing the chain rule of dif-
ferentiation of composite functions (see [31], p. 32)
we obtain with Eqn. (17)

do(T.t) _dolf()]df(r) _ 1 da(r)
dT df(t) dt q adt

Thus we have specified beside the dT vs. dt
dependence also the a(7,¢) vs. a(t) and the da(T,t)
vs. da(t) connections. These connections should
make no problem for ¢ = const. in Eqn. (17): in
every differential equation such as Eqns. (9), (11),
the argument can be directly replaced by another
one, linearly connected with the initial argument.
Nevertheless, as mentioned in [41] and elsewhere,
this simple procedure still gives rise to questions in
thermoanalytical literature, and made necessary the
derivation indicated with Eqn. (33).

In order to analyze the kinetics of non-isothermal
processes of phase transitions and chemical change
we have, accounting for the properties of the
Avrami equation, two ways open.

First we can use the circumstance, that (Figs. 3
and 4) both isoconversion points (o = 0.63 or o = 0.5)

are reached at the reduced time @ =1¢/%K(T)=1

or 6 = t/1y5 = 1 for any value of the Avrami index n.
For n > 1 (i.e. for phase change and solid state
reaction) this isoconversion value corresponds to the
inflexion point of the respective a(f) or a(T,f)
dependences and thus also to the respective
maximum in the (do/dt) or d[o(T,{)/dT)]-rate rela-
tions.

It is obvious, recollecting Eqns. (17), (30), (33),

PRER)

that because of the constant value of the cooling/
heating rate, ¢, we can write for the maximal value
of the rate of change or conversion

i[w}_il(wj_o (34)
dT| dt | dT g\ dT )

For n > 1, this maximum in the (do/df) or
[da(T,t)/dT]-dependence corresponds to the in-
flexion point, seen on Figs. 3 and 4. For n < 1 the
same conversion value a(f) or a(7,?) is also observed
when for n > 1 the inflection point is reached.

Returning to Eqns.(5) or (9) it thus turns out,
than when always the same a-value is reached, the
maximum in the (do(7,t)/dT)-dependences is deter-
mined for any ¢ value by the maximum of the K(7)
vs. T dependence via

ng- k()] " }=0

In changing the argument from ¢ to 7 and inte-
grating the left-hand side of Eqn. (9a) in limits from
0 to aay or from O to a5 according to

(35)

[22

1

j da __n (362)

om q"

it turns out, that by using for a(f) an Avrami
dependence for any # value the left hand integral in
Eqn. (36) has the same constant value for both
Olinflexion O Qo 5.

In this way the maximal value of any theoreti-
cally constructed or experimentally obtained
do(T,t)/dT vs. T-rate curve is determined by the
subintegral function in the right hand integral of
Eqn. (36a), i.e. by the course of the K(7) subintegral
functions corresponding to the Eqns. (8), (13), (14),
(15), (16).

Even more conveniently, using the Avrami-
equation (8) is to employ Eqn. (9) in the form (9b);
than we have to write

Tmax
[k(r)rar
0

) (1-a)F(a)

where F(a) is given by Eqn. (10). As far as
according to Fig. 3 both a;, and F(a);, are constants
for any n-value we have at this representation not
only a constant value at the right hand side of Eqn.
(36b), but the left hand integral is now considerably
simplified and determined only by the temperature
function of K(7).

In this way the analysis of non-isothermal reac-
tion and transition kinetics according to above so
called isoconversional method of analysis is trans-
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I

aA‘ Tmax
| da 1 [K(r)'""dr  (36b)
q 9
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formed into a problem of the integration of the right
hand integrals in Eqn. (36b). At the possible K(7)
dependences discussed in the next Section this
problem is reduced to a transformation of the res-
pective integrals to two higher transcendent func-
tion: to the Integral Exponent function Fi(Z) or to
the Gauss Error Function erf(Z) with. The details of
this transformation depend on the nature of K(7),
i.e. on the temperature function, of the expected
kinetic coefficients, as given in Section 5 and in
Appendixes 1 and 2.

5. TEMPERATURE DEPENDENCE OF THE
KINETIC COEFFICIENTS

Thus we know, that the whole course of the
(da/dT)-function at differing cooling or heating runs
e.g. in DTA or DSC-arrangements is determined by
the temperature function of K(7) or of K(T)T"" in
Eqns. (5, 9) i.e. of the value K4(7) in the Avrami
equation, using the present approach.

In the differing relations, underling above men-
tioned dependences, the K'(T) function (K (7) =
nKx(4)"", etc.) can be written in general as

K'(T)=K, exp[—%}

where the particular form of the activation energy
function U(7) has to be determined in every case. In
homogeneous reaction kinetics an Arrhenian type
dependence with U(T) = U, = const is usually
assumed [11]. A similar approximation is also made
sometimes in most cases of solid state reactions [8,
12]. However in general for topochemical reaction
kinetics using appropriate models, based most
conveniently on the Avrami theorem (see below
Eqns. (41-43) leading to more complicated
temperature relations are expected. Thus, K,(7)
depends in such cases on the kinetic and thermo-
dynamic barriers of crystal nucleation Io(7) and
growth rates v(7). In processes of relaxation and
vitrification kinetics U(T) in Eqn. (37) is dependent
on the concrete mechanism of structural flow and on
the change of the &-function in Eqn. (3) (see [7, 23,
24, 25] and literature cited there ).

In cases of relaxation in glass-forming liquids the
U(T)-function in Eqn. (37) is determined e.g. by the
Vogel-Fulcher-Tammann equation [7] in terms of
free volume concepts of liquids flow as

U(T) = RT(T-Tp) (38)

Here T, = 0.5T,, is a constant, connected with the
respective melting or liquidus temperature, 7, or
Tiig. In the framework of configurational entropy
considerations [7, 42, 43] similar or even more
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37

appropriate U(T) — dependences can be derived and
used in considering relaxation phenomena in glass-
forming melts (see Section 8).

In processes of phase transition the particular
structure of Eqn. (29) determines the temperature
dependence of K4(T) according to existing models
on nucleation rate and crystal growth kinetics as
being defined by both a kinetic barrier of the type
given with Eqns. (37), (38) and by second, thermo-
dynamic barrier, determined by the work, W.(T),
necessary to form a crystalline nucleus. According
to the classical nucleation theory (see [7, 44, 45]),
w(r) w'®  B®

c

- 39
RT ~ RT  RTAu*(T) 9

Here By, W.” are determined, according to Gibbs’
capillary approximation (see [7, 45]) for a spherical
nucleus as

4 5
B, ~—nc’V; (40)
3
by the interphase energy, o, at the nucleus/ambient
phase interface by the molar volume V,, of the

crystal and by the thermodynamic driving force,
Au(T), of the crystallization process. The value of

Wc0 refers to non-catalyzed (homogeneous) nuclea-

tion and the factor @ (0 < @ < 1) accounts in
heterogeneously induced nucleation for the nuclea-
ting activity of foreign nucleation cores [7, 45]. In a
good approximation (see [7]) for melt crystallization
the value of Au is determined by Eqn. (32) via
undercooling, AT, and the respective melting
entropy, AS,,, of the crystallizing substance.

Thus, the temperature dependence of the
dominant factor in Eqn. (29), the rate of nucleation,
Iy(T), can be written as

#
1, (T) = const, exp[— M} exp{— ﬂ} (41)

RT RTAT?

where at temperatures 7'~ 7, the value of B, is to
be replaced by B] = (BO /AS’RT, )

In considering the Avrami-equation (8) as a
particular dependence in describing models of
crystal growth (by two-dimensional nucleation, via
screw dislocations or by the continuous incorpo-
ration of ambient phase molecules on the roughened
surface of the crystal (see [7], [44]), the rate of
crystal growth in Eqn. (29) has to be written as

V(T ) = const, exp[— %}Q(T ) (42)
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where Q(T) depends on the concrete mechanism of
growth. It is essential to note , that two-dimensional
nucleation growth is of significance only in polymer
melt crystallization (see [7,19, 44, 45]) and even
there the work of two-dimensional nucleation rate,
WxT), is considerably lower than W.(7),

[W,(T)/ RT]|=[B, / RTAu]<<W'(T)/ RT
Here Wc0 indicates, as given with Eqn. (39) the

value of the respective work for homogeneous
formation of tri-dimensional nuclei (i.e. at @ = 1)
and Wy(T) ~ ’V,, is the respective thermodynamic
work to form a two-dimensional nuclei at the
growing crystal face .

In both growth wvia screw dislocations

(Q(T )~ const, A,u2 (T )) and at continuous growth
(Q(T )~ const, A,u(T )) the temperature depend-

ence of Q(T )) in Eqn. (42) can be neglected when

compared with the exponents in Eqns. (41), (42).
Thus, it follows that even in polymer melt
nucleation (see [7], [44]) with

P Ra2 (1)) Rrau()) T

0
~ exp| — W 1+ WzA,u(T) (43)
RTAL*(T) nw,!

c

it can be taken, that at small undercoolings the
temperature dependence of K,(7) in Eqn. (29) is
determined (at medium @ values) as

K, (T)~w const, exp(— U(T)) exp(_

WD

RTAL®

j (44)
RT

i.e. by the thermodynamics and kinetics of the three
dimentional nucleation process only.

On the other side, at preexisting populations of
very active crystallization cores with @ = 0 (ather-
mal nucleation in Avrami terminology [6]) also the
possibility Io(T) = const has to be considered. This
leads to dominant growth determined overall
crystallization kinetics (see [7], [27]).

Taking moreover into account that in the vicinity
of T,, the value of W,(T) dramatically increases (at

T— Tm, Wc0 — oo, U(T) — U, = const so that there

WAT) >> U(T)) (see experimental evidence sum-
marized in this respect in [46, 47] for the crys-
tallization of (NaPOj3)s-glasses and of pure H,O). On
the other side at temperatures, approaching on the
contrary the glass transition temperature 7, (where
usually 7, = 2/3T,, see [7]) we have to expect there

W, (T')<< U(T). Thus, two possible approxima-

tions are to be considered in general as determining
the temperature dependence of K4(7) in melt crystal-
lization:

1.) in the vicinity of melting temperature, 7,

B,®
K, (T) ~ const exp{— "o } (45)

with By = B} / RT, given with Eqn. (41) and

ii.) at great undercoolings (especially at tempera-
tures in the vicinity of 7)

U
K (T)= constexp| ——= 46
ney p[ RT} (46)

as this is discussed in more details in [46, 47]. It is
to be also noted, that in writing Eqn. (46) in fact it is
assumed, that the two barriers [U(T) + W(T)] in
above equations are replaced by a mean constant
value, U . The subintegral function in Eqn. (36b)

determined by Eqn. (44) or by growth only in
athermal nucleation are illustrated on Fig. 6.

1T

K(T) 2
1
075 T
05t 3
025 T
D T T
0 025 05 075 1

7
x=—
Iy

Fig. 6. The form of the subintegral functions in the right-
hand integral of Eqn. (36b) at phase transition reactions
for different mechanisms of nucleation and growth: 1 —

3D nucleation, according to Eqn. (44); 2 — crystal growth

at continuous mechanism of incorporation; 3 — crystal
growth at screw dislocations (both with Eqn. (42) and
with Q(T) = (1—x) and with Q(T) = (1-x)*. The three
K(T) curves are drawn with the same kinetic activation
energies U(T) =(2/x) and with A = 10, 50 and 80,
respectively. With x is indicated the reduced temperature,
x=T/Tp.

These two approximations are used in the most
often applied method of analysis of non-isothermal
crystallization processes given in the next Section,
and Eqn. (46) — also for the analysis of all cases of
non-isothermal chemical reaction kinetics and
especially in polymer crystallization (see [7, 19] and
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in the crystallization of undercooled aqueous solu-
tions [47]). An interesting case of nucleation, as
pointed out in [17, 18], is the electrolytic crystal-
lization of melts on the cathode under galvanostatic
conditions. There a steadily increasing overvoltage
Ae = got, determines the supersaturation Au(f) and
thus a formalism similar to Eqn. (45) has to be
applied.

6. ISOCONVERSIONAL APPROXIMATIONS

According to these approximations the integra-
tion of the right-hand side of Eqn. (36b) is per-
formed introducing for the subintegral function
either Eqn. (45) (as first done in [17, 19, 20] for
cooling run crystallization at relatively small under
coolings, i.e. when in Eqn. (44) 7'=T7 ) or — in

most cases (beginning with [1, 14—16]) — by using
Eqn. (46).

With the substitutions ﬂ =z and B, =z
RT \ RT?

in both cases (Eqns. (45), (46)) the right hand
integrals in Eqn. (36b) are brought (see Appendix 1)
to two well known higher transcend-ental functions:
the Exponential Integral Function Ei(Z) and the
Gauss Error Function erf(Z) [48]. Introducing
further on [49] the well known asymp-totic
expansions of both transcendental functions two
simple solutions

U
log g = const — —— 47
gq R 47)

and

log g = const — B (48)
nA

T2
are casily obtained (see [1, 14-16, 19, 49] and
Appendix 1). Thus, in coordinates logg vs. 1/7, the
value of (Uy/n) can be determined, as first shown by
Henderson [16]. In a similar way, as initially
demonstrated in [17, 19, 20] for cooling run
experiments in nucleation controlled processes with
K(T) according to Eqn. (29) leads to the Gaussian
Error Function erf{x) and solutions (see [49]) of the
type of Eqn. (48). This plot as demonstrated by
Dobreva et al. in a series of publication is especially
helpful in determining the nucleating activity @ of
substrates (crystallization cores) or other additives
(eventually surfactants [50, 51, 52, 53]) in
nucleation kinetics experiments (see Section 9),
comparing plain (where @ = 1) and doped (@ < 1)
melts [44, 53]. Thus especially significant
technological problems can be solved [51-53] con-
nected with synthesis of glass ceramics [51, 52] and

90

of polymer materials [16, 53].

Strictly speaking, the right hand integral in Eqn.
(36a) can be also brought to simple expressions,
containing either the Gauss Error Function (with
Eqn. (45), or to the Ei(Z)-function (at n > 1), and
with Eqn. (37) (at n < 1) to the Incomplete Gamma
Functions /(n—1, Z), as also indicated in Appendix 1.

In Appendix 2 it is also shown, that even
integrals, containing K,(7)-subintegral functions of
the type determined with Eqn. (44) can be also
geometrically estimated with sufficient accuracy.

The main problems as they are discussed also by
other well known authors [2, 41, 54] with the iso-
conversional methods is, however, not integration,
but the unknown n-value. Only a full analysis of the
a(T)-curves, as first performed by Ozawa [3, 4] can
determine both n and U, and thus also the type of
the kinetic model equation in Eqn. (36) and in F(a)
of Eqn. (9).

7. GENERALIZED OZAWA APPROACH

In 1971 Ozawa [3, 4] indicated a remarkable way
out of the restrictions of the isoconversional
approximations, which we employ here and enlarge
to a more general procedure. This enlargement gives
both an analytical and a graphical method to
determine in one experiment both »n (i.e. in our
Avrami-function approach: the nature of the kinetic
reaction model function F(a)) and the respective
U(T) — function as real, experimentally accessible
temperature dependences. To do this we begin our
derivations again with Eqn. (9), using the form,
indicated with Eqn. (9a). We have first, to redefine
the extended volume Y,(¢,7) employed in Eqn. (28)
for constant temperatures in order to satisfy the
requirements of Avrami theorem also in the non-
isothermal case. For time independent nucleation
and growth rates /(7) and v(7) we have now to write

n—1

T
1= o, [0 [orkir| <o, 7,(7)49)
0

where w,, I, v have the same significance as in Eqns.
(27-29).

The continuation possible, following Ozawa’s
idea, is to replace at constant heating/cooling rates
in above integrals via Eqns. (17) and (30) df and ¢ by
dT and T, and thus we obtain directly

nw,l

Y, ()=

2~ [K(T)rdT (50)
q q9 5%

After integration according to Avrami theorem
(c.f. Eqn. (27)) we have now in analogy to Eqn. (36)



L Gutzow et al.: Kinetics of chemical reactions and phase transitions at changing temperature

and to Ozawa’s procedure (see [3]) to write

n

qn

—log[l - a(T)]= jK(T)T"‘dT (51)

Here we have to integrate from a = 0 to any a(7)-
value of the a(7,f)-dependence, corresponding to the
temperature 7. In employing again Eqn. (17) we
obtain in similarity to the isothermal Avrami
process that

lg{-lg[1-a(T)]} =
T
=—nlgq+Ig OfK(T)T” T +Iglge  (52)

In this way (c.f. Eqn. (50)) only the value of

T T n—1

Yale)= [ 1(r)ar| [v( )t

0 0

(33)

can be determined in coordinates 1g{-lg[1-a(T)]}
vs. lgg as IgY, (7). The slope of the respective
straight line gives only the value of n and after
integration of the sublogarithmic function could
reveal also the value of K(7).

The direct result of DTA or DSC-measurements
is usually obtained in terms of do(7,¢)/dT vs. T plots.
After a numerical integration we obtain the
respective a(7) vs. T curves from which we can
determine the values of a(7) corresponding to the
respective ¢ value, as prescribed by Ozawa in his
lg{-lg[l-a(T)]} vs. lgg coordinates. This is an
approach similar to the isothermal Avrami plot.
According to the original derivation of Ozawa, it is
assumed that a process of overall crystallization
kinetics is investigated in terms of Avrami model.
Here it becomes evident, that this procedure is
applicable to any process, e.g. a chemical reaction,
when we can assume that it is described by Avrami
Eqgn. (8), considered as a general dependence of
change.

Now, following Ozawa, we have determined 7;
however, we have obtained following his method
K(T) and U(T) only in the form of a logarithm of a
relatively complicated integral, which can be
brought approximately to well known transcend-
ental functions (see Appendix 1, 2) in a similar way
as done in the isoconversional case (Section 6).

In order to illustrate this task on Fig. 7 is shown
the probable course of the subintegral functions and
their change in dependence of cooling/heating rates
q for various K(7) dependences. On Fig. 8 the
graphical way of integration of these dependences
mentioned here and in Section 5 is illustrated.

wh—

K(T)

0757

05

025 7

K(T)1 |

0757
057

025 7

0 5 -1D ‘15 IQD I25 30
t

Fig. 7. Influence of cooling/heating rate, g, on the course
of the subintegral functions in Eqn. (36b), when the tem-
perature is expressed as T’ = gt, according to Eqn. (30a).

a. At an Arrhenian kinetic barrier given with Eqn. (37);
b. At a thermodynamic nucleation barrier approximately
expressed via Eqn. (45); c. At a nucleation rate depend-
ence, according to Eqn. (44). At picture a. the value of ¢
is changed in relative units as q;25=1,2,5; b.gss6=1,
3,5;and ate. g;53 =1, 2, 5. In calculating all three cases

in the respective dependences, UyR =5, B/RT,, = 16,

T,,,=3O,A0= 1.

A more general approach is, however, possible to
determine directly both U(T) and 7 in the framework
of Ozawa’s approach.

Suppose we have analyzed, using the already
described Ozawa plot, the value of » in Avrami
equation: thus we know the kinetic model, under-
lining the considered non-isothermal a(7)-course.
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Now we have to determine also the functional
dependence and the value of U(T), corresponding to
the analyzed model.

A

K(T)

K{Tll'l\'l\)

0 qty qr T=qt
Fig. 8. Geometric interpretation of the determination of
the integral, given with the right — hand side of Eqn.
(36b). The curve 1, representing the subintegral function
K(T) at Eqn. (45) with T = gt is approximated by the
shaded triangular area of the rectangle. The double
shaded area left of the tangent straight line 1 is the part
neglected by the approximation of the Gauss Error
Function used (see Appendix 2).

Fig. 9. Effect of mean radius, R, on the kinetics of
crystallization of samples, constituted of an array of equal
spheres (schematically): a. At a population of smallest
spheres the nucleation event determines to a great extent
the crystallization process: Thus, n = 3 in the Avrami
equation is expected and found experimentally; b. An
intermediate case: relatively great spheres allow both
nucleation and growth and the formation of a
crystallizing front at the end of the process; c. The
change of the way of crystallization, induced by surface
nucleation at relatively great spheres: a crystallization
front is formed at the very beginning, proceeding (at a
value n =1 in the Avrami index in Eqn. (8)) into the
volume of the sphere. For details and subsequent
theoretical derivations, see [10].

From the Ozawa plots, we obtain in
lg[-[1-a(T)]] vs. 1gg coordinates beside n also the
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value (for the temperatures and cooling rates g
studied) of a function, which we call the Ozawa
function, defined according to Eqns. (50-53) as

T

0-(1)= - Ig bj('f')"-1 K(ryr-

T 4
= lgnﬁé‘(T')"'1 exp[ %} dT’ (54)

2.3

Here U(T) stands for any of the already discussed
models of activation energies of K(7), given with
Eqgns. (37-39). Taking the logarithmic derivative
from above expression and accounting for the rules of
differentiation of definite integrals we have to write

dlo(r))  T"'K(T)  1K(T)

dr ‘T[T"K (Tt - exp[Oz(T )]

(35)

Thus, we obtain the subintegral function of Oz(T)
and K(7) as

K(r)=—Lrexlo-(r)] [”’Z—ﬂ 56)

Thus, with Eqn. (37) it follows, that K(7) can be
obtained from the Ozawa plot as the product of the
antilogarithm of the Ozawa function (Eqn. (54)) and
the value of its temperature differential at tempe-
rature 7 (see Appendix 3 and Fig. 14 given there).
After taking the logarithm from above expression
we determine U(T)/(RT) as

_u(r) doz(T) nK
ART —OZ(T)+lg{ - }+lg[ T”O} (57)

Thus, we can analyze the nature of the K(7)-
function according to anticipated temperature
dependences, compatible with the kinetic model
function F(a) expected. It is evident, that a standard
computer programme connected with the DSC
Ozawa plot results can thus directly reveal both the
K(T) and the U(T) function. In doing so in a good
approximation 7" in Eqns. (54), (55), (57) can be

taken as a constant (e.g. 7" =T""), when com-

pared with the value of the corresponding expo-
nential functions.

In analyzing cases of phase transition kinetics,
e.g. in cooling run experimentation the U(7)
dependence as depicted with Eqn. (40) has to be
anticipated, while in heating run experimentation
Eqn. (37) should prevail as a rule. The above given
derivation is graphically illustrated in Appendix 3.
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Fig. 10. Experimental verification of the influence of mean radius, R, of crystallizing glass semolina samples on the
Avrami kinetics. a. Kinetics of overall growth of NaPOj;-glass: typical a(#)-curves at constant temperature in the
temperature range 7= 575 to 605 K. Curve 1 - Ry <0.04 mm, 7= 575 K; curve 2 - Ry = 0.05-0.08 mm, 7= 579 K;
curve 3 - Ry =0.2-0.25 mm, 7= 598 K; curve 4 - Ry = 0.25-0.375 mm, 7= 605 K. b. Kinetics of overall
crystallization of diopside glass at 1333 K, Ry = 1.25 mm with Ry = 1.0 mm. c., d. The same results in Avrami
coordinates lg[—1g(1-a)] vs. 1g(¢) coordinates, giving in dependence of R, a change of the Avrami coefficient n from 1
to 3. e. Proof of a reciprocal dependence n ~ 1/R, for NaPO; samples, crystallized at 575 K as a function of grain
radius, Ro; f. — the same data in coordinates a vs. 1/Ry. Experimental results from [10] where additionally experimental
details are given.

8. KINETICS OF GLASS TRANSITIONS

Long years of investigations have revealed two
essential points in the kinetics of glass transition
(see [7, 21, 22,23, 24]):

i) Both isothermal and non isothermal relaxation
in glass-forming systems can not be described in
terms of Maxwell’s linear kinetics (Eqn. (20)),
which corresponds to a first order dependence of
structural change. This becomes evident in com-
paring Eqns. (20) and (13) in assuming, that K(7)
from Eqn. (13) is the reciprocal of a time inde-
pendent Maxwellian time of relaxation (i.e. that
[1/K(T)] = T'(T)). On the contrary, it is well known
(see [7, 39]) that only relaxational behaviour of the
Kohlrausch-type (Eqns. (18), (19)) with a stretched
exponent (—&)-course satisfy experiment. As far as
from such experiments as mentioned the stretched
exponent index turns ut to be in the vicinity of (1-b)
= 0.33 [7, 22] this gives in terms of Section 3 an
indication that the relaxation in glass as a kinetic

process is to be considered as of second order (i.e
within Eqn. (6) (with p = 2) and by Eqn. (14) or
with Eqn. (8) with n = 2/3). In fact, there were well
founded proposals (see [39]) to treat relaxation in
glasses according to the so called Adams-
Williamson equation:

LN S
é:(T) $o _T*(T)

which is only another form of Eqn. (14) obtained
from Eqn. (6) with the additional condition, that
&atr=0.

ii) In both empirical approximations and kinetic
models (see [7, 21, 22]) as well as in the framework
of a generic thermodynamic approach (see [7, 23,
24, 25]) it has been shown that the general kinetic
condition for glass transition to take place is that

o*(T)q

(58)

(39)

r=r, ® const
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Here 7*(7T) in the case of Maxwell’s relaxation
kinetics is given as 7*(7) = [1/K(T)] and in more
correct contemporary treatments this is according to
Eqns. (18), (19) the value of the time dependent
time of relaxation

(60)

With Eqns. (18), (19) the Frenkel-Kobeko-Rainer
formula Eqn. (59) indicates, that at every cooling
rate a distinct g-dependent part (7,) of active
structural entities ¢ is frozen-in to form a glass.

In considering the expected temperature depend-
ence of 7o(7) as the reciprocal of the K(7)-function
(e.g. Eqn. (37)) dependences, similar to the
Bartenev-Ritland formula (see [7]) are obtained e.g.

1
T = const, — const, log q
4

(61)

where the const;; both are proportional to the
respective activation energy.

A more detailed treatment of the consequences
from the Bartenev’s formula we have given else-
where [7] (see also [54-57]. Here we would like only
to show the analogy of Eqn. (61) with Eqn. (47),
which could be directly written in the way as Eqn.
(61). This analogy stems from the fact, that in vitri-
fication it also turns out, that an isotransitional
approach can be applied in order to derive Eqn. (61)
and to treat vitrification as a non-isothermal relaxa-
tion process, in which second order type reactions
bring about the freeze — i.e. the fixation of a distinct
part of the systems building units into a vitreous
state.

9. ILLUSTRATIVE COMPARISON WITH
EXPERIMENTAL EVIDENCE

In current literature there is abundant experi-
mental evidence confirming the main ideas and
results, developed in the present contribution. Ther-
mal analysis in its various possible forms is of great
importance, and according to [58] only in a two
years period 2002—2003 there have been well over
6000 citations of this method in articles covered by
Web of Science.

Here we would like only to mention several
results out of our own laboratory, which according
to our feeling may illustrate in a significant way the
significance of some of the approaches, developed
here.

In a series of experiments, represented here by
only two of our publications [10, 27] we investi-
gated the applicability of Avrami-type equations
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(c.f. Eqn. (8)) to describe the isothermal kinetics of
crystallization of simple inorganic glass-forming
systems. We developed a model, similar to Mampel’s
one [28] to analyze in terms of Avrami theorem the
dependence of the extended volume Y,(f) on the
dispersity of the samples analyzed. Surface nuclea-
tion of every grain of the granulated glass consti-
tuting the DTA-samples was assumed and in fact
microscopically confirmed. The theoretical analysis
per-formed showed, that Avrami power coefficient n
has in this case is a function of the mean radius d, of
the glass semolina employed in every experiment.
Thus in variance with the original Avrami model [6,
7], in which an infinitively large volume of the
crystallizing sample is assumed, here a distinct
dependence n = f{(1/Ry) was derived and confirmed
experimentally (Fig. 10 and further results in [10]).
Witness in this respect are crystallization
experiments with both NaPOj-glass semolina and
with other inorganic glasses, as this is discussed in
details in [10]. In this way, the Avrami power
coefficient looses in most cases of DTA and DSC
experiments its original significance, when semolina
or powder-like samples are analyzed and discussed
in terms of Eqn. (8). These experimental evidence
summarized in [10, 27] gave one of the starting
points of the present analysis.

On the other hand in polymer crystallization [44]
in DTA or DSC arrangements, when to a great
extent sufficiently large samples are employed so
that Avrami model premises are fulfilled, the value
of n has to depend in both isothermal and non-
isothermal experiments on the interplay of /(7) and
V(T) in accordance with Eqn. (29). Moreover, the

values of n and U(T ) determined isothermally and

in cooling/heating run experimentation for the same
case have to coincide.

Polyethilene terephtalate (PET) is a very con-
venient crystallization model [44, 50]. We deter-
mined in a series of preliminary experiments both
the thermodynamic and the kinetic properties of our
PET-melts (mainly temperature dependence of
specific heats Cp(T) and of viscosity #(7T) measure-
ments were performed in this respect, see [44] and
Fig. 11). In isothermal experiments we determined

both »n and E(T ) of our PET-samples (see [19, 50])

and compared them with the U(T) and W.(7T) values,
following for these melts from our Cp(7) and #(T)
measurements. A good coincidence was found in
this respect for both PET and several other polymers
[19, 53]. Moreover, employing Eqns. (39), (41) we
determined the nucleating activity, @, of various
substrates in both PET [53] and in the already
mentioned NaPOs-glass (see [51, 52] and here Fig. 12
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Fig. 11. Crystallization significant properties of polyethylene terephtalate (PET): necessary thermodynamic and kinetic
data: specific heats, C,(T) and viscosity, 7(T). a. Results of Cp(T) vs. T measurements; from there 4S,, and Au(T) were
determined. Open squares: Cp(T) of undecooled PET melts; open circles: Cp(7) of crystallized PET samples; open
triangles: Cp(T) of crystalline PET samples. b. #(7) course of molten PET (open circles: experimental data) according
to free volume model Vogel-Fulcher-Tammann formula, Eqn. (38). c. The same data in Vogel-Fulcher-Tammann
coordinates, according to Eqn. (38). d. The influence of temperature on U(7) of PET, demonstrating the steep decrease
of U(T) at approaching T = T,, = 542 K, where the thermodynamic barrier is more significant [46, 47]. From the #(T)
data U(T) was determined. Experimental data from [50].
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Fig. 12. Experimental evidence on the crystallization of polymer melts.

a. Non-isothermal cooling run curves with a typical crystallization peak of PET at different cooling rates: 1 - 1 K-min';
2-2Kmin";3-10K'min; 4 - 30 K'min"; 5 - 40 K-min' (from [19]). b. Non-isothermal crystallization of
several polymers in lgg vs. 1/AT* coordinates in accordance with Eqn. (48). From above: polyamide; polydeca-

methylene tereftalate; polyethylene tereftalate; isotactic polypropylene (from[19]). c. Results from the non-isothermal

crystallization kinetics of PET thin films (Ozawa [3]) in coordinates — Ozawa function Oz(T) vs. 1/AT*. Ozawa function
expanded in terms of the Error Function series (see Appendix 1.). Comparison of the results on the crystallization of
PET obtained by Dobreva and Gutzow [19], open squares — with the results of Ozawa [3] for the same polymer.

d. The results from non-isothermal crystallization of PET by Dobreva et al. [53] and by Ozawa [3], according to the
isoconversional approximation formula Eqn. (45). e. The results for the 1g(Oz(T)) — function in coordinates 1g(K) vs.
1/AT * for plain PET. Results for PET doped with active insoluble substrates in coordinates, corresponding to Eqn. (48):
top most line — plain PET; second from above — PET nucleated with Al,O; particles; third line — PET nucleated with
TiO, paricles; fourth line — PET nucleated with ZnO particles. Note the change of @ from 1 to 0.6.
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for the organic polymers). The results thus obtained
we used in developing by induced crystallization
both glass ceramics (see [7]) and organic polymer—
inorganic composite materials [53]. Of more signi-
ficance for the present analysis was, that in com-
paring our isothermal results with PET with those
obtained by Ozawa [3] with the same object, similar
values of both the Avrami coefficient #» and of U(T)
were found (see Fig. 12).

The isothermal results with one of the crys-
tallization models the NaPOs-glass we employed in
performing in 1999 on the “MIR” orbital station
experiments on the effect of microgravity conditions
on the induced crystallization of the same NaPO:s-
model glass [46]. In doing so, we used at both
cosmic conditions and in the reference experiments
in the MUSC Laboratory in Cologne (Germany)
non-isothermal simultaneous DTA-analysis of the
induced crystallization experiments of the (NaPOs),-
glass. In both cases a good correspondence between
isothermal and non-isothermal conditions was con-
firmed in the framework of the classical nucleation
theory, summarized here in Section 4.

Lastly, we would like also to mention, that in
[47] we developed an isoconversion experimental
method to follow the non-isothermal crystallization
of pure water and of various aqueous solutions in a
LINKAM heating (cooling) stage microscope. The
obtained results gave, using Eqns. (47), (48) quite
similar results in both isothermal and in cooling run
experiments. An electrochemical variant of Eqn.
(48), in which Au was represented by overvoltage
Ae(f) we used in [17, 18] in order to investigate the
galvanostatic electrodeposition of Cd on Pt elec-
trodes in CdSQO, electrolytes.

10. CONCLUSIONS

It turns out, that it is possible using as a general
algorithm Eqn. (8), corresponding to the Avrami
model of overall crystallization kinetics, to describe
quantitatively both phase transitions and topoche-
mical reactions and structural changes corres-
ponding to first, second or even third order non-
isothermal reaction kinetics. Moreover, even glass
transition and the Kohlrausch kinetics of isothermal
and non-isothermal relaxation (i.e. kinetics of vitri-
fication and glass stabilization) can be described,
using the simple mathematics of the Avrami equa-
tion, as an intermediate mathematical algorithm.

It is shown, that the Avrami power index n
indicates the nature of the F(a) function in Eqns.
(5), (6), which indicates at n > 1 the kinetics of build
up of interfaces in both topochemical reactions and
Avrami-like phase transitions. With n < 1 structural
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changes, vitrification and homogeneous reactions
can be described. This broad applicability of Avrami
Eqn. (8) is by no means accidental or purely
mathematical. On the contrary, in Section 3 it is
shown, that Avrami-like dependences are in fact the
particular case of very general relations, describing
in a relatively simple way continuous change, taking
place either at time — constant (at n = 1) values of
the activation energy in Avrami-like coefficients

U(T,1)
K(T) K, exp[ RT }
or (at » > 1, or m < 1) at time dependent, e.g.
increasing U(7, t)-values.

The broad possibilities of Avrami equation have
been already exploited in various applications, e.g.
in the already cited ancient monography of Kazeev
[33] in describing various metallurgical processes.
In recent cosmological literature [59] efforts are
summarized to use Avrami equation even as an
algorithm, representing the history of the
development of the Universe as a whole [59, 60]. In
fact, such an analysis, if possible should require a
non-isothermal formulation, may be in the form as it
is discussed here, or as indicated in [60], accounting
for the change of volume V' of the Universe as a
whole. Various models have been proposed in lite-
rature to use Avrami equation for different appli-
cations: both in its classical Kolmogorov-Avrami
variant in melt crystallization, in Mampel’s model
for the crystallization of grained more or less finely
dispersed solid samples [28], in chemical reaction
models [7, 8, 32, 33] with special applications to
DTA and DSC analysis [10, 27]. It is a really con-
venient model and this we hope is demonstrated also
in the foregoing analysis. It is pointed out in Sec-
tions 3 and 8 that this broad applicability of Avrami-
like dependences stems from the circumstance that it
is based in fact on non-linear formulations of the
phenomenological law of ireversible thermodyna-
mics. Those who are interested in this problem are
advised both to classical literature on this subject
[61-63] and to the already cited publications [23,
24, 30].

In the present contribution on one side the clas-
sical isoconversional models, developed and em-
ployed many years ago for both heating [1, 16] and
cooling runs [17, 19, 20] experimentation are
described and unified and the possibilities and limi-
tations of existing solutions are summarized. Parti-
cular attention, however, is given to Ozawa’s method
[3] of non-isothermal kinetic analysis. An attempt is
made these methods to be enlarged and brought to
more general applications in both chemical non
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isothermal kinetics and in non isothermal phase
transitions and new analytical and geometrical solu-
tions are proposed in this respect.

Many attempts have been made, beginning with
the already cited classical authors, like Kisinger [1]
and Coats and Redfern [14] to develop methods of
analysis of non-isothermally obtained kinetic results
to determine both the nature of the process (in
present terms we used here in this respect the F(a)-
function in the summaric (1-a)F(a)-dependence)
and the value of the process significant activation
energy U(T). In doing so, most researchers prefer to
use various variants of trial and error methods as
optimization programs, in which out of 30 to 40
different kinetic possibilities to determine the F(a)
in a more or less systematic manner as a best fit
value [54, 64]. Out of number of recent analyses in
this respect we would like to cite the efforts of
Vlaev et al. [64, 65] and also [66]. In these investi-
gations the most appropriate selection of optimum is
attempted, based on possible maximal values of

0257

. lﬂ(%) 075 7

n=1

n=2/3

generalized R* factors. However, the critical recon-
siderations of such efforts, made in [65] shows, that
in reality it is very difficult, or even impossible to
discern in between such a great variety of kinetic
possibilities even in such standard cases as the
thermal decomposition of CaC,0,.2H,0.

Kissinger tried to resolve the same problem by
introducing an analysis of the form (do/df) depend-
ence. This form, as seen also by one of our mathe-
matical models (Fig. 13), really changes, when the
Avrami model with different n-values is used.
However, in our opinion too much hope has been
invested in such efforts of geometric form analysis
of rate dependences. Moreover, beginning with
Kissinger [1] and by most further authors, only
Arrhenian type kinetic barriers have been consi-
dered at changing F(a)-function. However, the ana-
lysis in Section 5 shows how differing the kinetic
barrier can be even for the same F(a)-function and
that in phase transitions a complicated, non-Arrhe-
nian thermodynamic barrier has to be expected.

T=qt

Fig. 13. Influence of the Avrami power index, #, on the form of the da/dt vs. T-curves (in logarithmic scale on the

1
ordinate). In all six cases ln[i’—a} =InnK(T)" exp[— K(T )t”] is plotted against 7' = gt for the same value of ¢, but
t

for n, changing from n = 4 through n =1 to n = 2/5. Curve 1 is constructed with n = 4; curve2 — with n = 3; curve 3 —
with n =2; curve 4 — with n = 1; curve 5 — with n = 2/3; curve 6 — with n = 2/5. In constructing the figures it was taken

that in the expression K(7T )= A, exp( —% ) Ay =1 ( % ) =15, in all figures the temperature is defined as 7 = gt.

Note the change in the appearance of the ln(ﬁ) vs. (Z
q

dt

J -curves. It is seen that an unambiguous distinction of the

curve form from n (as anticipated by Kissinger) is very difficult; nevertheless a change from symmetric curves (at n >1)
to asymmetric curves for n < 1 is clearly observable.

97



L Gutzow et al.: Kinetics of chemical reactions and phase transitions at changing temperature

This is why, in terms of present analysis it is
assumed, that first a generalization, a standardiza-
tion of all possible kinetics is necessary in the form
of an intermediate Avrami-type equation. Than
Ozawa’s analysis determines the factor » and thus
(out of not more than 10 possibilities » = 2/5, 2/3, 1,
2, 3, 4, or fractional values between 1 and 3) the
general type of the kinetic process can be deter-
mined, independent of the value and nature of the
activation energy U(7). The method, described in
Section 7 gives after that a method to determine at
an already known n the real nature of U(T) out of
the analysis of the term we called here the Ozawa
number Oz.

In doing this way, both new possibilities and also
the necessary limitations are clearer visible.

In this way we hope, that with the present
investigation we have indicated an alternative way
of thermal analysis, which in its development an
application could lead to more distinct results,
which can be more straight word obtained.
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APPENDIX 1

. . r B
With the mentioned substitutions z = /—02 for
RT

the subintegral functions in Eqn. (36b) we arrive
with Eqn. (45) at

\/B—oj-exp(—z
q 3 z

(ap)

After successive integration in parts it follows

fe"p(_zzz)dz [eszz Jrerfe(z )} (b)

0 z

where erfc(Z)=1-erf(Z) and

erf(Z

exp z

f j (c1)
is the Gauss Integral form of the Probability
function [48].

In a similar way and with the substitution z =
(Uy/RT) in the subintegral function (46), Eqn. (36)
leads to an expressions of the type
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J exp(z— Z)dZ _ [exgzz _ Ei(Z)} (d)

0 z

where
jeety )
5 z

is the Exponential Integral Function [48].

In employing the already mentioned well known
asymptotic expansions of both the Exponential
Integral Function

} (f1)

E(—Z):M[l 1,2 3

i 7 AR

and of Gauss’ Error Function erf (Z )
erfe(Z)=1-erf(Z)=

L epl-23)], 131 1331
_\/; > [1 YT +(222)2 } (g1)

and using only the first members of both expansions
Eqns. (47) and (48) are readily obtained. In deriving
them via Eqn. (36a) (1/7) or (1/AT,) are neglected
when compared with the same arguments in the
exponent.

In a similar way also the integrals can be treated,
in which (c.f. Eqn. (36a)) expressions of the type

K (T )T " appear. With the same substitution made

to obtain Eqn. (d,) and integration by parts we arrive
e.g. for n =2/3 to the integral

3 2 (1
J.—zz—mexp(— z)dZ:gr(g,Z) (hy)

where F(n,Z ) is the so called Incomplete Gamma

function [48]. With the asymptotic expansion

n—1+(n—1)(n—2)+”}

[(n,2)=Z"" exp(~ Z)[l + 2
similar to those indicated with Eqns. (f}), (g1) for the
already mentioned transcendent functions results,

similar to Eqns. (47), (48) can be obtained.

APPENDIX 2

In considering Figs. 7 it is evident, that for all the
considered subintegral functions (cf. Eqns. (38), (41),
(44-46) the value of the right hand integrals in Eqn.
(36) can be approximated with the shade area deter-
mined by the rectangular triangle seen on Fig. 8.
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:j.K(z = ]. T)dT— —tO)K(T)(az)

Here with 2 is indicated the subintegral function
K(f), and with 1 — the tangent at gt = gr. It is
obvious, that in approximating the unknown integral
via Eq.(a2) we have neglected from a geometrical
point of view the double shaded area on Fig. 8. For
subintegral functions of the discussed exponential
type this approximation is quite acceptable.
Accounting for the linear 7 vs. ¢ heating/cooling
course (cf. Eqn. (17)) the slope of the mentioned
tangent straight line is

dK(r) K(z)

tan go = = (b2)

d  (t—-1,)

Thus, it follows that our integral is given simply

Je)= (o) 0 q ©

2q dt

1
q

Discussing a cooling run in terms of Eqn. (41)
we can write that

J()=-2 constk (r)[dW—(T)}l (d2)

2¢q dt

According to Eqns. (39, 41) W(T) has the

structure

W)= "%t * Riar )

In all above expressions 7'= gt and in the vicinity

of melting point RT = RT,, in the right hand member

of Eqn. (e;). In this way via Eqns.(c;), (e;) the

integral J(z), necessary for any isoconversional

solution and also in the generalized Ozawa solution,

discussed in Section 7 can be safely approximated

geometrically in the indicated way, e.g. via Eqn. (2).

With above approximations we have for the
discussed case

aw _ |Uy 1 B® 1
dr R g,t° Rq t'

(f2)
In this way we may also write

U, 1 B D 1
J(r)= K -0~ 40 -
(Z‘) (T)qo{ R g’ Rql 14} (22)

const
2q,

Thus the approximations, obtained analytically in
Appendix 1 via the Gauss Error Function, follows
directly from Eqn. (g) at U(T)/RT = const. Here,

however, approximations are geometrically indicated,
which may be used both at heating and cooling run
experimentation from both “sides” of the K(7)-
function, as this shown with both shaded areas of
the small insert on Fig. 8.

APPENDIX 3

From the Ozawa plot, constructed out of several
cooling rates (when a cooling run experiment is
considered) we obtain directly the already discussed
Ozawa function (Eq. (54)) in which desired U(T)-
function is part of the subintegral function and the
integral itself is under the logarithmus sign.

We have two way open to determine U(T): first
we can follow the analytical procedure given in
Appendix 1, i.e. being the subintegral to the Gauss
Error Function, expand this transcendent function as
discussed there and thus obtain expressions, in
which

0z(T) = M + Ig[corrections| (as)
RT
where the expression in square brackets depends on
the desired accuracy (i.e. on the members used of
the asymptotic expansion). The second, geometric
approach is more easily performed.

On the construction of Fig. 14 with 1 is indicated
the possible temperature course of the Ozawa
function Oz(7), given with Eqn. (54). This course is
the result of experimental finding, obtained as
described from the respective (da/d7) vs. T
experimental curves after integration.

As far as

L lnTK(T)dT =TKi (bs)
dT{ ! } [k(T)ar

we obtain the subintegral function as

= H K(T)dTHc;iT hﬁ K(T)dT}}

as already indicated. Accounting for the experi-
mental course of the possible subintegral functions,
we have another already discussed dependence

EK (T)dT = eXp{ln i K (T)dT}

From Fig. 14 it is evident, that thus the slope
doz(T) T,-T
dr  0z(T)

tan gor =
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KMHETUKA HA XUMWYHU PEAKIIMU N ®A30BU ITPEXOAU ITPU USMEHAIIA CE
TEMIIEPATYPA: OCHOBHO ITPEPA3IJIEXKIAHE U HOB ITOAXO/]

Us. I'ynos'*, C. Togoposa®, H. Mopnaros'

! Hnemumym no usuxoxumus, Boneapeka akademus na naykume, yi. ,, Axao. I Bonues* 61. 11, 1113 Cogus
2 Unemumym no eeopusuxa, Bvieapcka akademus na naykume, yi. ,, Axao. I. Bonues* 6. 3, 1113 Cogpus

Iocrprnuna va 1 okromBpu 2009 T.
(Pesrome)

JaneH e 3aabI004YCH aHANM3 W € Pa3BUT €IWH HOB IMOJXOJ HAa BH3MOKHOCTUTE 32 ONMCBAHC HA KUHETHKATa Ha
XUMHYHHATE PEaKIU W Ha MporecuTe Ha (03000pa3yBaHe MPH H30TCPMHUYHH YCIOBHS, CHIIO Taka Ha IPOIECH Ha
CTPYKTYpHa peJaKkcalus M Ha CTHKII0OOOpa3dyBaHE, OT TJelHa TOYKA HAa HEM30TepMUYHATa KHHETHKA. OCHOBHHUSAT
mpo0JieM Ha M3CIICABAHE € YCTAaHOBSIBAHETO M Ha KHHETWYHHWTE MOAETH W Ha aKTUBUPAIIUTE CHEPTUH, OTPEISIAIIN U
OTpaHMYABaIIN MPOIECUTE, KOUTO CE M3CIEABAT YpPe3 eIHO SAMHCTBEHO M3MEpBaHE MPH HArpsBaHE WIN OXJaXKIaHE C
ATA nmm JIC xanopumerpusi. EqHa BB3MOXKHOCT € J1a C€ M3IION3BAT CHIECTBYBAIIUTE N30KOHBEPCHOHHH METOIH Ha
HEU30TEPMUYCH aHAJN3 ¥ [TO-CIEIMAITHO METOIBT Ha aHAIN3 IIPY OXJIAXKIaHe, KOMTO MOJKe /1a 1afie OTIMYHH pe3yaTaTh
Ipyu MpoueCUTE Ha KpUCTAJIM3alyd Ha CTOINMWIKK W MPU TONOXHMMHYHATA PEAKIIMOHHA KHHETHKA. anpeku TOBa, B
PaMKUTE Ha H30KOHBEPCHOHHUTE METOJM HE € BB3MOXKHO Jla CE ONPEACIAT, KaKTO aOCONIOTHHUTE CTOMHOCTH Ha
AKTUBUPAIIUTE CHEPIrur, Taka 1 MEXaHU3MHUTE HA PCAKITUUTE.

OCHOBHMSAT METOJ| ce OCHOBaBa Ha mojxoja Ha O3aBa, KbJETO KAaTo aJIropuTbM Ha MpOMsIHATa CE€ BBBEXIA
ypaBHCHHETO HAa ABpaMH, OIHCBAIIO, KAKTO XOMOTE€HHA PEaKIIMOHHA KHHETHKA ChC CTEIICHHU Koe(uIeHT n < 1, Taka
Y TONMOXVMHYHH peakuuu u (Ha3oBu npexomu mpu n = 1, 2, 3, 4. JIeMOHCTpUPAHO € KaK aHATUTUIHH U TCOMETPUIHU
MTOIXOM MOTAT Jia C€ M3IOJI3BAT MIPH ONIPEIEITHETO Ha KHHETHYHHI MOJIENH ¥ aKTUBAIIMOHHY €HEPTHH, Ype3 CIUH HOB U
no-rroaxo a1 006001en merox Ha O3aBa.

[MomryuennTe TEOPETUIHN PE3yNTATH Ca OHATIICACHU C IIPUMEPH OT KMHETHKATa Ha 3apOIUIIO00pa3yBaHe H PaCTekK
NP KPUCTAIN3AIMATA Ha TIOJIMMEPHHU CTOIMIKH, IIPH IPECUTEHN BOIHU PAa3TBOPH, IIPH IAEBUTPUHUKAIIITA HAa CTHKIIA
U TIPU CTBKIO00PA3yBAaHETO U EIEKTPOIUTHOTO OTIaraHe Ha METAIM IPH TaIBaHOCTATHYHH YCIOBHS.
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Antimicrobial activity of novel 3-substituted- 5-(pyridine-4-yl)-3H-1,3,4-oxadiazole-
2-thione derivatives
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5-(Pyridine-4-yl)-3H-1,3,4-oxadiazole-2-thione was prepared from isonicotinic acid hydrazide (isoniazid). The
Mannich reaction of 5-(pyridine-4-yl)-3H-1,3,4-oxadiazole-2-thione was carried out with formaldehyde and various 1-
substituted piperazine derivatives. All the synthesized compounds were characterized by IRS and 'H NMR spectral
feature. Their thiol-thione tautomeric equilibrium is described. All the compounds were also screened for their

antimicrobial activity.

Key words: Isonicotinic acid hydrazide, 1,3,4-oxadiazole-2-thione, Mannich base reaction, spectral studies, anti-

microbial activity.

INTRODUCTION

Many drugs like antibiotics, antimycotics, circu-
latory system and antiparasitic ones contain pipe-
razine ring [1-7]. Thus piperazine derivatives play
the pivotal role in therapeutical application. 1,3,4,-
oxadiazole-2-thione has been reported to exhibit
antifungal, antibacterial, antileishmanial and insecti-
cidal activities [8—13]. One of the anti-TB drugs i.e.
isoniazide affords heterocyclic compounds, which
have good biological properties [14]. Its Mannich
bases were also reported recently for important
biological properties [15]. In view of the important
biological properties it was planned to synthesize
Mannich bases with 5-(pyridin-4-yl)-3H-1,3,4-
oxadiazole-2-thione with piperazine moiety. The
route is given in Scheme 1.

EXPERIMENTAL

Melting points were determined by the open
capillary method and were uncorrected. The IR
spectra were recorded in KBr pellets on a Nicolet
760D spectrometer and 'H NMR spectra were
recorded in DMSO with TMS as internal standard
on a Brucker spectrometer at 400 MHz.

Preparation of 5-(pyridine-4-yl)-3H-1,3,4-oxa-
diazole-2-thione (2). Compound (2) was prepared
according to a reported method [16]. A mixture of 1
(0.01 mol), potassium hydroxide (0.015 mol),
Carbon disulphide (0.015 mol) and ethanol (50 ml,
95%), was refluxed for 6 h. Excess of solvent was
distilled off and the remaining residue was poured in
ice cold water and acidified with acetic acid. The

* To whom all correspondence should be sent:
E-mail: drhspatel786@yahoo.com

yellow coloured compound, thus obtained, was
filtered and dried.

Preparation of 3-substituted-5-(pyridine-4-yl)-
3H-1,3,4-oxadiazole-2-thione (3a—i). Compounds
(3a—i) were prepared by a known method [15].
Amount of 5.6 mmol of substituted piperazine
derivatives were added to mixture of 5.6 mmol of 2
in 30 ml of absolute ethanol. Portion of 5.6 mmol
37% formaldehyde were added dropwise to the
above stirred suspension and the reaction mixture
was heated under reflux for 24 h. After concen-
tration under reduced pressure, the residue was
recrystallized from absolute ethanol.

Preparation of S-methyl-5-(pyridine-4-yl)-3H-
1,3,4-oxadiazole-2-thione (4). Compound (4) was
prepared according to known method [17]. A
mixture of 2 (0.005 mol), sodium hydroxide (0.005
mol) and methyl iodide (0.006 mol) was stirred in
water for 14 h. The resulting solution was removed
by vacuum evaporation, the products were collected
by filtration and washed with water.

BIOLOGICAL SCREENING
Antibacterial activities

Antibacterial activities of all the compounds
were studied against Gram-positive (Staphylococcus
aureus, Bacillus subtilis) and Gram-negative (E. coli,
Salmonelly typhi,) at a concentaration of 50 pg/ML
by agar cup plate method. A DMSO system was
used as a control in this method. Under similar con-
ditions, using tetracycline as a standard for compa-
rison, we carried out a control experiment. The area
of inhibition of zone was measured in mm. Com-
pounds 3d and 3e were found to be more active
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against the above microbes. Other compounds were
found to be less or moderately active than tetra-
cycline. (Table 2).

Antifungal activities

The antifungal activities of all the compounds
were studied at 1000 ppm concentration in vitro.
Plant pathogenic organisms used were Nigrospora
Sp., Aspergillus niger, Rhizopus nigricum, Botry-
depladia thiorbomine and Penicillium expansum.
The antifungal activity of all compounds was
measured on each of these plant pathogenic strains
on a potato dextrose agar (PDA) medium. Such a
PDA medium contained potato 200 g, dextrose 20 g,
and agar 20 g and 1 L of water. Five day old cul-
tures were employed. The compounds to be tested
were suspended (1000 ppm) in a PDA medium and
autoclaved at 120°C for 15 min at 15 atm pressure.
These media were poured into sterile Petri plates
and the organisms were inoculated after cooling
down the Petri plates. The percentage inhibition for
fungi was calculated after five days using the
formula given below:

Percentage of inhibition = 100(X-Y)/X
where X = area of colony in control plate; and Y =

a HH
[
/

H

1)
Efharol <52
9% [KOH

N y \ F—NH -
Lo~

CH,O 5%
Cache anme

a

(53a]

MaH L CH3I HO

N—N—f/, M—="N
o~ O
o — Gy

area of colony in test plate.
The fungicidal activity displayed by various
compounds is shown in Table 3.

RESULTS AND DISCUSSION

The Mannich base reaction of 5-(pyridine-4-yl)-
3H-1,3,4-oxadiazole-2-thione has been performed
successfully with 1-substituted piperazine deriva-
tives. Both moieties have important applications in
medicine. The structure of 3-substiuted- 5-(pyridine-
4-y1)-3H-1,3,4-oxadiazol-2-thione was confirmed
by elemental analysis and IR spectra showing
absorption bands at 1625-1645 cm™' (C=N), 1240—
1260 cm ' (C=S), 10401080 cm ' (C-0), 3035—
3085 cm ' (C-H of Ar), 14801525 cm™' (C=C of
Ar), 1040-1080 cm’! (N-N of 1,3,4-oxadiazole-2-
thione). Additional bands appear due to substitution
in the piperazine moiety, as follows: 1520 cm'
(-NO,), 2830 cm' (-CH of —OCH3), 3550 cm
(-OH).

The examination of the data reveals that the
elemental contents (Table 1) are consistent with the
predicted structure shown in Scheme 1. The IRS and
NMR data (Table 1) also allow a direct assignment
of the predicted structure.

Where R=
-0
@ O

i Qﬁ\_

OCH,

T Y
R X

M% T

e O

4 N
h /_\_/

Scheme 1
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Table 1. Analytical spectral data of compounds 2, (3a—i) and 4.

Comp. Molecular Yield M.P., Elemental analysis, % 1H NMR 3,
formula % °C Found (Calcd) ppm
(mol. mass) C H N S
2 CHN;OS 69 262 4690 277 2340 17.82 8.02 (d, 2H, Pyr.), 8.77 (d, 2H, pyr.),
(179.20) (46.92) (2.81) (23.45) (17.89) 14.14 (s, 1H, -NH), 1.9 (s, 1H, SH)
3a  Cj;H;sNgOS 58 102-103  54.00 428 23.60 12.00 8.02, 8.77 (four d, 8H, Ar-H.), 5.03 (s, 2H CH,
(354.44) (54.02) (4.34) (23.62) (12.02) exocyclic ), 2.50, 3.19 (two t, 8H, pip.).
3b CyHpNsOS 60 103-105  62.90 6.00 18.30 8.35 8.00, 8.65 (two d, 4H, Ar-H.), 7.03-7.50 (m, 3H,
(381.49) (62.97) (6.08) (18.36) (8.41) Ar-H.), 4.95 (s, 2H CH, exocyclic ),
2.48,3.15 (two t, 8H, pip.).
3¢ CisHisNgO3;S 60 174-176  54.21 4.50 20.89 7.90 8.12, 8.87 (two d, 4H, Ar-H.), 7.03-7.50 (m, 4H,
(398.44) (54.26) (4.55) (21.09) (8.05) Ar-H.), 5.02 (s, 2H CH, exocyclic ),
2.52,3.17 (two t, 8H, pip.).
3d CoHyN;O0,S 63 116-118 59.50 5.4 18.21 8.30 8.02, 8.77 (two d, 4H, Ar-H.), 7.02-8.00 (m, 4H,
(383.47) (59.51) (5.52)9 (18.26) (8.36) Ar-H), 5.11 (s, 2H CH, exocyclic ), 2.52, 3.17 (two t,
8H, pip.), 3.10 ('s, 3H —-OCH3).
3e C;gHgNsO,S 55 111-115 58.50 5.10 18.90 8.60 8.05, 8.75 (two d, 4H, Ar-H.), 7.02-8.77 (m, 4H,
(369.44) (58.52) (5.18) (18.96) (8.68) Ar—H), 4.99 (s, 2H CH, exocyclic ),
2.44,3.11 (two t, 8H, pip.), 6.90 (s, H —OH)
3f  Cy;sHyNsOS 70 182-184 56.38 6.59 21.89 9.92 8.02, 8.77 (two d, 4H, Ar-H.), 5.11 (s, 2H CH,
(319.43) (56.40) (6.63) (21.92) (10.04) exocyclic ), 2.52, 3.17 (two t, 8H, pip.),
2.69 (m, 1H—-CH), 1.3 (m, 6H, —CH3)
3g C,cHi7N,OS 65 139-141 53.99 4.79 27.59 9.00 8.02, 8.77 (two d, 4H, Ar-H.), 7.00-7.80 (m, 3H,
(355.42) (54.07) (4.82) (27.50) (9.02) Ar-H.), 5.10 (s, 2H CH, exocyclic ),
2.59, 3.24 (two t, 8H, pip.),
3h C HoNsOS 65 134-136 55.00 4.95 22.93 10.50 8.01, 8.71 (two d, 4H, Ar—H.), 5.05 (s, 2H CH,
(305.40) (55.06) (4.88) (22.90) (10.48) exocyclic ), 2.52, 3.17 (two t, 8H, pip.),
2.38 (m, 2H -CH,), 1.1 (t, 3H, ~CH)
3i  C;sHyNsOS 63 93-98  56.35 6.59 21.90 10.04 8.02, 8.77 (two d, 4H, Ar-H.), 5.05 (s, 2H CH,
(319.43) (56.40) (6.63) (21.92) (10.00) exocyclic ), 2.52, 3.17 (two t, 8H, pip.),
1.2 (t, 3H, CH3), 1.5 (m, 2H, CH,), 3.3 (t, 2H, CH,)
4 CgH/N;OS 50 130-132  49.70 3.59 21.70 16.50 8.00, 8.70 (two d, 4H, Ar-H.), 2.8 (s, 3H, CH3)
(193.23) (49.73) (3.65) (21.75) (16.59)

Table 2. Antibacterial activity of compounds (3a—i) and 4.

Table 3. Antifungal activity of compounds (3a—i) and 4.

Comp. Gram-positive Gram-negative Zone of Inhibition at 1000 ppm, %
Staphylococcus Bacillus E. coli Salmonelly ~ Comp.Nigrospora Aspergillus Botrydepladia Rhizopus Penicillium
aureus subtilis typhi Sp. niger thiobromine nigricum expansum
3a 25 21 20 23 3a 15 19 20 21 22
3b 22 23 22 19 3b 21 23 15 14 20
3c 31 22 28 27 3c 34 33 29 30 30
3d 45 46 44 41 3d 46 46 41 40 40
3e 41 40 40 43 3e 40 42 42 40 40
3f 29 27 26 28 3f 22 26 22 29 30
3g 19 17 22 23 3g 19 18 21 20 18
3h 21 22 25 30 3h 18 17 20 23 25
3i 20 19 23 26 3i 28 23 25 21 24
4 22 23 19 21 4 26 21 22 28 24
Tetracycline 40 41 42 39

There are some studies on electronic structures
and thiol-thione tautomeric equilibria of hetero-
cyclic thione derivatives [18-20]. We observed that
extensive thiol-thione tautomerism exists in com-
pound 2. In the 1H NMR signals of the SH protons
were recorded although they were very weak and
also the ready synthesis of the Mannich bases 3a—i
and compound 4 confirmed the tautomerism. It has
been reported that the crystal structure of com-

pounds like 2 corresponds to the thiol form too [21—
23]. Finally, the crystal structure of 2 corresponded
to the thione form, but there is thiol-thione tauto-
merism in solution.

The antibacterial activity of compounds was
tested against some strains of bacteria. The results
show that the prepared compounds are toxic or
moderately toxic against the bacteria. The compa-
rison of the antibacterial activity of some com-
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pounds with tetracycline shows that these com-
pounds have almost similar activity.

1.

2.

3.

10.

11.

12
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AHTUMUKPOBHA AKTUBHOCT HA HOBU 3-3AMECTEHU
5-(IIMPUANH-4-UJT)-3H-1,3,4-OKCA IMA30JI-2-TUOHOBU ITPOU3BO/IHU

K. K. O3a, X. C. ITatern*

Xumuuecxu oenapmamenm, Yuusepcumem ,, Capoap Ilamen*, Bara6 Buosnaeap, I'yoxcapam, Hnous

[ocrenuna va 7 mait 2009 r.; IIpepabotena Ha 3 okromspu 2009 T.

(Pestome)

Cuntesupan e S-(mupunuH-4-wn)-3H-1,3,4-okcanmua3on-2-THOH OT XWJIpPa3uji HAa HM30HUKOTHHOBA KHCEIUHA

(m3onmazun). I[lpoBenena e peakuuss Ha MaHMX Ha CHHTE3MPAHOTO ChEJMHEHHE C (opMaiiexua W pa3iIndyHu
1-3aMecTeHH MUIEePA3HHOBH IPOM3BOIHM. BCHUKH CHHTE3MPAHH CheHMHEHNs ca oxapakTepusupanu ¢ UUC u 'H SIMP.
OmuncaHo € TAXHOTO TaBTOMEPHO PABHOBECHE THOJ-THOH. BCHUKM CheAMHEHUs ca W3CIEIBAaHM 3a aHTUMHKPOOHA
aKTHBHOCT.
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Liquid-liquid extraction of bismuth(III) with n-octylaniline in chloroform from hydrochloric and hydrobromic acid
media was studied. Bismuth(III) was extracted quantitatively with 10 ml, 3.0% reagent in chloroform from 0.3 to 0.5 M
hydrochloric acid and 0.04 to 0.1 M hydrobromic acid medium. It was stripped from organic phase with 0.01 M acetate
buffer and estimated complexometrically. The optimum extraction conditions were evaluated by critical study of
acidity, n-octylaniline concentration, equilibration time and effect of diluents. The method is free of interferences from
large number of cations and anions. The method permits sequential separation of mercury(Il), bismuth(IIl) and zinc(I)
or cadmium(II). It was successfully applied for the separation of bismuth(IIl) from alloy samples. The log-log plot of
distribution ratio versus n-octylaniline concentration at 0.1 and 0.2 M hydrochloric acid concentration gave a slope
value 2.2 and 1.9 respectively. The probable extracted species is (RNH;"),BiCls”.

Key words: Liquid-liquid extraction, separation, bismuth(III).

INTRODUCTION

The natural abundance of bismuth is about
2x107%. Most of the bismuth produced in the U.S
is a byproduct of refining lead, copper, tin, silver
and gold ores. The world production of bismuth is
about 5000 tones per year [1]. Bi(Ill) compounds
are used in semiconductors, cosmetic preparation,
alloys and metallurgical additives [2]. Due to wide
range of applications, separation of bismuth(Ill) is
of analytical importance.

Liquid-liquid extraction is one of the most po-
pular techniques employed for recovery of bis-
muth(IIl). High molecular weight anilines (HMWA),
popularly known as liquid anion exchangers,
uniquely combine some of the advantages of liquid-
liquid extraction and ion exchange [3]. A novel
reagent n-octylaniline has been used as an extractant
for the extraction of some metal ions [4-7]. Lite-
rature survey revealed that N-n-hexylaniline was
used for solvent extraction of bismuth(IIl) [8], but
the method requires masking agent in study of
diverse ions and lead is not separated though it is
commonly associated with bismuth. Bis-(2,4,4-tri-
methylpentyl) monothiophosphinic acid (Cyanex
302) [9] is prominent organophosphorus extractant
used for the extraction of bismuth(III). Bismuth(III)
was extracted quantitatively with 0.05 M 18-crown-
6 in methylene chloride from 1.0 M sulphuric acid

* To whom all correspondence should be sent:
E-mail: shashil7@gmail.com

in the presence of 0.75 M potassium iodide as a
counter ion [10]. Cyanex-925 in xylene was used for
extraction separation of bismuth(Ill) from aqueous
solution [11], it was stripped with 2.0 M nitric acid.
Spectrophtometric and atomic absorption spectro-
photometric methods have been developed for the
determination of flouroquinolone antibacterial agent
by ion-pair complex formation with bismuth(III)
tetraiodide [12]. The method is based on the forma-
tion of ion-pairs associated between drugs and the
inorganic complex bismuth(III) tetraiodide.
Liquid-anion exchangers are based on primary,
secondary and tertiary aliphatic amines owing to
their generally greater solubility. Primary amines are
used less frequently than secondary amines. The
presence of an octyl group in the para- position in
aniline renders this amine more basic and less
soluble in water. The n-octylaniline, proposed as an
extractant, combines both these characteristics
because of substitution of long chain alkyl group in
para position in aniline. In the present commu-
nication a selective, sensitive, less expensive and
more precise method has been developed for liquid
liquid extraction of bismuth(III). The proposed
method is simple, fast and offers clearcut separation
of bismuth(Ill) from mercury(Il), zinc(Il) or cad-
mium(II). The method is applied for separation of
alloys and synthetic mixtures. The adventage of the
method is that the reagent can be recovered for
secondary use without loss of extraction efficiency.
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EXPERIMENTAL

Standard solution of bismuth(III) was prepared
by dissolving 1.170 g of bismuth nitrate (BDH) in
4.0 ml concentrated nitric acid diluted to 100 ml
with distilled water and standardized complexo-
metrically [13, 14]. A 0.01 M solution of ethylene-
diamine tetraacetic acid was prepared by dissolving
3.722 g disodium salt of EDTA (Qualigen) in
distilled water and diluting to 1000 ml and stan-
dardized complexometrically [13, 14]. A 0.01 M
thorium nitrate solution was prepared by dissolving
5.88 g of thorium nitrate tetrahydrate (BDH) in
water and diluting to 1000 ml with distilled water.
Acetate buffer solution was prepared by dissolving
27.2 g of sodium acetate trihydrate in 400 ml water,
adding 17.0 ml of glacial acetic acid (Qualigens)
and diluting to 1000 ml.

n-Octylaniline solution 10% (v/v) was prepared
by the method reported by Polhandt [15] diluting
10.0 ml of n-octylaniline with respective diluents to
100 ml. Working solutions were prepared by accu-
rate dilution. Analytical grade of purity chemicals
(BDH) were used wherever necessary.

Extraction procedure of the individual element
(in absence of other element). To an aliquot of
solution containing 2.0 mg of bismuth(IIl) in a 125
ml separatory funnel, enough hydrochloric and water
were added to give final concentration of 0.4 M with
respect to hydrochloric acid in a total volume of 25
ml. The aqueous phase was equilibrated once with
10 ml, 3% n-octylaniline solution in chloroform for
30 s. The phases were allowed to separate and the
metal ion from the organic phases was back stripped
with 25 ml portion of 0.01 M acetate buffer.

Determination  procedure for  bismuth(Ill).
Transfer of the aqueous layer into 250 ml of conical
flask. It was mixed with an excess of EDTA
solution (10 ml 0.01 M) and titrated against 0.01 M
thorium nitrate solution using 5 drops of 0.1%
xylenol orange as an indicator. The end point was
yellow to red violet transition [16].

Dissolution procedure for lead-bismuth alloy,
sealing alloy and bismuth solder alloy [17]. A
known weight (0.5 g) of each alloy was dissolved in
concentrated nitric acid. The precipitated metastanic
and antimonic acids were filtered off and weighed
as their oxides. The filtrate was evaporated up to
moist dryness to remove excess of acids. The
residue was leached with diluted hydrobromic acid
and made 100 ml with distilled water.

Dissolution procedure for tin-bismuth alloy [17].
A known weight (0.5 g) of the alloys sample was
transferred into a 250 ml conical flask, a stem cut
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funnel was placed on it and heated gently with 20
ml of aqua regia to dissolve the alloys. The solution
was treated with 10 ml successive addition of
concentrated hydrochloric acid. The solution was
evaporated almost to dryness on the stem bath after
each addition. The residue was dissolved in diluted
hydrochloric acid. The solution was filtered to
remove silica or metastannic acid. The filtrate was
diluted to 50.0 ml with distilled water. An aliquot of
solution was analyzed for bismuth according to
extraction procedure.

Mutual separation of bismuth(Ill), mercury(Il)
and zinc(ll) or cadmium(Il). The separation of bis-
muth(Ill) from mercury(Il) and zinc(II) or cad-
mium(Il) was achieved (separation Scheme 1). An
aqueous solution was prepared containing a mixture
of 0.5 to 2.0 mg bismuth(Ill), 0.5 to 1.0 mg
mercury(Il) and 0.66 to 1.32 mg zinc(Il) or 0.5 mg
cadmium(II) in 25.0 ml 0.5 M hydrochloric acid and
transferred in separatory funnel. It was extracted
with 8% (v/v) [7], 10.0 ml n-octylaniline in chloro-
form. It was found that aqueous phase containing
zinc(Il) or cadmium(Il) determined complexo-
metrically [18]. The organic phase contained
bismuth(IIl) and mercury(Il). The mercury(Il) was
stripped with 1.5 M ammonia and determined com-
plexometrically [18]. Bismuth(IIl) was stripped with
acetate buffer and determined complexometrically
[16].

Bi{III) 0.5-2.0 mg, Hg(II) 0.5-1.0 meg, Zn(II) 0.5-1.0 mg or Cd{II) 0.5 mg

0.5 hydrochlonic acidin atotal volume of
25 trl (Extract for one minute with 10 ml of
8.0% n-octylaniline in chloroform

Organic Phase, Bir Il and Hg(II)

l

Bi(IID) stripped with 25.0 md pottion
of 0.01 I acetate buffer and
detertnined complexometrically.

Acqueous phase, ZofID/CAIT
Dretermined commplexotnetically

Ha(ID stripped with 25.0 ml portion of
1.5 M ammotda solution and determined
complexometically

Scheme 1. Mutual separation of bismuth(III) mercury(I)
and zinc(II) or cadmium(II).

RESULT AND DISCUSSION

Extraction as function of acidity. The extraction
of 2.0 mg of bismuth(IIl) was studied from hydro-
chloric and hydrobromic acid media in the range
0.01 to 7.0 M with 3.0% n-octylaniline in chloro-
form keeping the aqueous to organic volume ratio
2.5:1. The extraction of bismuth(III) was found to
be zero with 0.01 M hydrobromic acid and 3.8% at
0.01 M hydrochloric acid. The extraction of bis-
muth(Ill) increases with increase in acid concen-
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tration and becomes quantitative in 0.3 to 0.5 M
hydrochloric acid and 0.04 to 0.2 M hydrobromic
acid. Upon further increase in hydrochloric and
hydrobromic acid concentration the extraction of
bismuth(III) decreases Fig. 1 and 2.

100 q

80 4

Percent Extraction, %E

20 A

0

005 01 02 03 04 05 06 07 1 15 2 3 4 5 6 7 8

Hydrochloric Acid Molarity, M

Fig. 1. Extraction behaviour of bismuth(III) as a function
of hydrochloric acid concentration.
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T
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Fig. 2. Extraction behaviour of bismuth(III) as a function
of hydrobromic acid concentration.

Extraction as a function of n-octylaniline con-
centration. Increase in n-octylaniline concentration
was found to increase the extraction of bis-
muth(IIl). The excess of reagent concentration had
no adverse effect on magnitude of extraction. It was
found that, 10 ml of 3% n-octylaniline was suffi-
cient for the quantitative extraction of 1 mg of bis-
muth(Ill) from 0.4 M hydrochloric acid. Therefore
in the recommended procedure 3.0% n-octylaniline
in chloroform has to be used to ensure complete
extraction of bismuth(III).

Nature of the extracted species. The probable
composition of the extracted species was ascertained
by plotting a graph of logDsiumy against logCy,.
octylaniline] at fixed hydrochloric acid concentration at
0.1 and 0.2 M (Fig. 3). The plots were linear with
slope values 2.2 and 1.9, respectively, indicating the
metal to amine ratio in the extracted species 1:2.
The probable composition of the extracted species is
(RNH;"),BiCls*> [19-20]. The BiCls* ion in the
aqueous solution replaces Cl™ ions from amine
chloride in the organic phase. The mechanism of

extracted species can be explained as follows:
(RNHy)org + HCl,q <> (RNH; Cl)rg [1]
(2RNH;"Cl )grg + BiCls? >
> (RNH;),BiCls” g + 2C1 [2]

@ Slope =2.2at 0.1 M HCI 1.6 q
® Slope =1.9at 0.2 M HCI
1.1 9

-0.8 -0.4
-0.4

Log of distribution rati¢

-0.9 A

Log of n-octylaniline concentration

Fig. 3. Log-log plot of distribution ratio versus
n-octylaniline concentration at 0.1 M and 0.2 M
hydrochloric acid.

Extraction with various diluents. iso-Butylme-
thylketone, chloroform, toluene, xylene, benzene
and carbon tetrachloride were examined for use as
diluents in the extraction of bismuth(Ill) with n-
octylaniline Table 1. The most efficient diluents
were found to be chloroform and benzene. The chlo-
roform was selected as diluent as it gives clear cut
separation of the phases. However, a definite corre-
lation between diluent and its dielectric constant
could not be established.

Table 1. Effect of diluents on the extraction of bismuth(III)
Bi(II) 2.0 mg, aqueous phase 0.4 M hydrochloric acid.

Diluents Dielectric Extraction Distribution
constant  (E), % ratio (D)

Carbon tetrachloride 2.24 91.66 27.47
Benzene 2.28 100.0 0
Xylene 2.30 Emulsion -

Toluene 2.38 91.7 27.47
Chloroform 4.40 100.0 0

iso-Butyl methyl ketone ~ 13.10 97.9 117.69

Effect of diverse ions. The effect of various
diverse ions was tested when bismuth(Ill) was
extracted with 3.0% n-octylaniline in chloroform.
The tolerance limit of individual diverse ions was
determined with an error less than + 2%. It was
observed that the method is free of interference from
a large number of cations and anions Table 2. Only
the cations thallium(Ill) and lead(Il) are co-
extracted. The co-extraction was removed by sepa-
rating bismuth (III) in hydrobromic acid medium.
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Effect of time of equilibration. When two immis-
cible phases were equilibrated for a period 1 s to 15
min the extraction was quantitative over a period of
30 s to 15 min. Therefore for the proposed method 5
s equilibration time was recommended in order to
insure the complete extraction of bismuth(III).
However, the prolonged shaking period (> 15 min)
was found to have an adverse effect on the extrac-
tion and should be avoided.

APPLICATIONS

Analysis of synthetic mixtures. The proposed
method was applied for extraction and separation of
bismuth(IIl) from various synthetic mixtures. The
results are reported in Table 3.

Table 2. Effect of diverse ions. Bi(IIl) 2.0 mg, aqueous
phase 0.4 M hydrochloric acid, extractant 3.0% n-octyl-
aniline in chloroform, strippant 0.01 M acetate buffer.

Foreign ion Added as Tolerance limit, mg
Ga(IIT) GaCl, 15
In(IIT) InCl; 15

TI(D) TINO; 20
AI(TID) AICl3.6H,O 5
Fe(1I) FeSO, 5
Fe(I1I) FeCls 5
Sn(I) SnCl, 20
Sb(I1I) SbCl; 20
Mn(1I) MnCl,.6H,0 20
Mg(1D) MgCl, 20
Zn(1T) ZnS0,4.7H,0 5
Cd(n Cd(NOs),.2H,0 5
Hg(II) HgCl, 5
U(VI) UO,(NO3),.6H,0 20

MO(VI) (NH4)6MO7024. 1 2H20 5
Co(II) CoCl,.6H,O 5
Cu(II) CuS0,4.5H,0 10
Ni(II) NiCl,.6H,0 20

V(V) NH,4VO;H,0 5
Cr(VI) K,Cr,04 5
Pd(II) PdCl, 2
Pt(IV) H,PtCls.H,O 2

Os(VII) 050y 2
Ru(IIT) RuCl; 2
Rh(IIT) RhCl; 2
Au(III) HAuCl,.xH,0 5
Ag(D) AgNO; 5
Re(VID) KReO, 20
As(1ID) AsCls 20
W(VD Na,W0,.2H,0 5
H202 H202, 30% 1.0 ml
Fluoride Sodium fluoride 25
Phosphate Na,HPO, 100
Oxalate Oxalic acid 100
Malonate Malonic acid 80
Citrate Citric acid 40
Acetate Sodium acetate 100
Salicylate Sodium salicylate 100
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Analysis of bismuth(lll) from alloys. The bis-
muth(Ill) containing alloys viz lead-bismuth alloy,
sealing alloy, bismuth solder alloy and tin-bismuth
alloy were analyzed by proposed method and results
of analysis were reported in Table 4.

Mutual separation of bismuth(Ill), mercury(ll)
and zinc(ll) or cadmium(ll). The proposed method
gives separation of bismuth(Ill) from the mer-
cury(Il) and zinc(Il) or cadmium(lIl), the results of
analysis were reported in Table 5.

Statistical treatment of the analytical data. The
evaluation and interpretation of an analytical data is
verified statistically. It is measure of performance
for analytical procedure. Various criteria were used
to evaluate the analytical data. The obtained im-
portant values are reported in Table 6.

Table 3. Analysis of synthetic mixtures.

Reco- Reco- RSD
Composition, very of very, (n=3),
Bi(III),
mg mg % %

Bi(IIT) 2.0; Fe(IIT) 5.0
Bi(IIT) 2.0; Sn(II) 5.0; Fe(IIT) 2.0
Bi(II1) 2.0; V(V) 2.0; Sn(IT) 2.0
Bi(IIT) 2.0; U(VI) 5.0; Cr(VI) 2.0
Bi(IIT) 2.0; Cd(IT) 2.0; Zn(IT) 2.0
Bi(IIT) 2.0; Hg(IT) 2.0; In(IIT) 5.0
Bi(III) 2.0; Fe(II) 5.0; Cr(VI) 2.0
Bi(IIT) 2.0; Cd(IT) 2.0; Zn(IT) 2.0;
Hg(IT) 2.0

1.998 999 0.1
1.988 994 0.6
1.994 997 03
1.994 997 03
1988 994 0.6
1.998 999 0.1
1984 992 038
1984 992 038

Table 4. Analysis of alloys.

Sample alloy  Bi(Ill) Bi(Ill) Mean, Average Relative
composition,  present, found, mg recovery, error,
% mg mg % %
Lead-bismuth 2.0 2.00 199 99.5 0.5
alloy 1.99
(Bi 15.4, Pb 84. 6) 1.98
Sealing alloy 1.5 1.50 1.49 99.3 0.7
(Bi 58, Pb 36, 1.50
Sb 6) 1.47
Bismuth solder 0.5 049 049 99.6 0.4
alloy 0.50
(Bi27.5,Pb27.5, 0.48
Sn 45)
Tin-bismuth alloy 2.0 1.99 199 99.5 0.5
(Bi 25, Sn 75) 1.98

1.99

Table 6. Statistical treatment of the analytical data*.

Mean (M) 1.99

Median (m) 1.98
Average deviation (d) 0.0043
Mean of average deviation (D) 0.0016
Standard deviation (s) 0.011
Mean of standard deviation (S) 0.004
Coefficient variation (C.V.) 0.57%

* Average of six determinations (n = 6).
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Table S. Mutual separation of mercury(II), bismuth(III) and zinc(I) or cadmium(II)

Mercury(II) Bismuth(III) Zinc(ID) Cadmium(II)
Taken, Found, R, Taken, Found, R, Taken, Found, R, Taken, Found, R,
mg mg % mg mg % mg mg % mg mg %
1.0 0.99 99.35 2.17 2.15 99.1 - - 0.5 0.499 99.9
0.5 0.49 98.5 1.08 1.07 99.8 - - 0.5 0.499 99.9
1.0 0.99 99.9 1.62 1.60 99.3 - - 0.5 0.493 98.6
0.5 0.49 98.5 0.54 0.52 98.0 - - 0.5 0.495 99.1
0.5 050 100.0 2.17 2.15 99.1 - - - 0.5 0.499 99.9
1.0 0.98 98.0 2.17 2.17 100.0 0.66 0.646 98.0 - - -
0.5 0.49 98.0 1.08 1.07 98.8 1.32 1.307 99.0 - - -
1.0 0.99 99.1 0.54 0.53 99.4 0.66 0.659 99.8 - - -
0.5 0.49 98.9 2.17 2.14 98.9 1.32 1.300 98.5 - - -
0.5 0.50 100.0 0.54 0.53 99.4 0.66 0.659 99.9 - - -
CONCLUSION 6. H. R. Aher, P. S. Gunjal, S. R. Kuchekar, M. B.

The proposed method is very simple, selective,
reproducible and rapid. It permits selective separa-
tion of bismuth(IIl) from other associated and toxic
metal ions such as Fe(Ill), Sn(Il), V(V), Cr(VI),
U(VI), Cdl), Zn(1l), Hg(Il) and In(III). It requires
low reagent concentration. It is free of a large
number of foreign ions, which are commonly asso-
ciated with bismuth(IIl) in its natural occurrence. It
is applicable for the separation of bismuth(IIl) in
synthetic mixtures and alloys.
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TEYHO-TEUHA EKCTPAKIUA U U3BJIMYAHE HA BUCMYT(II) OT COJIHOKUCEJIA CPEJIA C
U3IIOJI3BAHE HA #-OKTHUJIAHWJIVH B XJIOPO®OPM

C. IIx. Kokare, 4. C. Illemap, X. P. Axep, C. P. Kyuekap*

Henapmamenm ,, Ananumuuna xumus “, Buos [lamuwman Konexc, Ilpasapanacap, Jlonu, Paxama, oxkp. Axmednazap,
Maxapawpa 413713, Unous

[ocremuna na 28 aBryct 2009 r.; IIpepabotena Ha 5 HoemBpu 2009 T.
(Pesrome)

WzcnenBana e teuyHo-teuHara excrpakuus Ha oucmyT(Ill) ¢ x-okTHmaHmIMH B XJI0pOo()OPM OT XJIOPOBOAOPOJIHA U
6pomoBosioposHa kucenuHHa cpena. bucmyt(Ill) e ekcrpaxupan konmmuectseno ¢ 10 ml 3% pearent B xnopodopm ot
0.3 mo 0.5 M xmopoBogoponsa u ot 0.04 1o 0.1 M 6pomMoBoOpOTHA KUCETTMHHA Cpea, OTAEICH OT OpraHnJHaTa ¢asza
¢ 0.01 M aneraten Oydep u ompeneneH KOMIDIEKCOHOMETpUIHO. ONTUMATTHATE yCIOBHS HA EKCTPAKIHUATA ca OIICHEHU
Ype3 U3CIEBAaHE Ha BIMSIHUETO HA KUCEIMHHOCTTA, KOHIEHTPALUSTA Ha H-OKTWIAHWINH, BPEMETO 32 YCTAHOBSBAaHE Ha
paBHOBecHe H eeKTa Ha paspeauTeauTe. MeToabT HE Ce BIMSAC OT MPHCHCTBHE HA TOJISIM OpO¥ KAaTHOHW W AHHOHH.
MetompT mo3BoisBa mocnensamio pasgensHe Ha skuBak(ll), omemyt(Ill) m muak(Il) wm xaamuit(Il) u e ycmemrHO
npwioxkeH 3a paszuensiHe Ha OucmyT(II) ot oOpasum oT crnaBu. 3aBUCHMOCTTa B JIOTAPUTMHYHU KOOPJIMHATH Ha
CTETEeHTa Ha paslpeelieHHe OT KOHIEHTpauusaTa Ha H-okTwiaHmiumHa npu 0.1 m 0.2 M KOHUIEHTpanuu Ha CoJiHa
KHCEJTHHA NMa CTOHHOCTH 32 HAK/IOHa choTBeTHO 2.2 1 1.9. BeposiTHara excrpaxupana dopma e (RNH;),BiCls>.
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Electrocatalytic oxidation-reduction reactions of metal-hydride alloys
with teflon-carbon additives
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Model metal hydride (MH) electrodes for fast screening of MH alloys electrochemical performance have been
developed in a former work of ours. The effect of additives (teflonized blacks or carbons) on the electrodes character-
istics has been demonstrated. An attempt to explain this effect and to create a physical model of the reactions taking
place in the MH electrodes has been done in the present study. Our working hypothesis is that simultaneous reactions of
carbon oxidation and reduction of MH oxides are taking place thus creating spread out micro-galvanic elements.

The additivity principle has been applied in order to explain and to prove the electrochemical mechanism of the
process. Partial polarization curves have been measured in order to demonstrate the possibility of working hypothesis.
An original approach for quantitative estimation of the rate of the general reaction has been developed and applied by
measuring: (i) X-ray diffraction and Impedance Spectroscopy for explanation of additives effect; and (ii) Real galvanic
element between carbon free MH electrode and electrode with teflonized carbon blacks only is constructed and tested to
prove the working hypothesis.

Key words: Metal hydride electrode, fast screening method.

INTRODUCTION

The fast electrochemical screening of different
MH alloys is an effective tool in the development of
Ni-MH batteries. Straightforward model electrodes
for preparation and testing have been developed in a
former work of ours [1]. The electrodes consist of
MH alloys particles and teflonized blacks or carbons
used as additives (binding agents) [2]. The effect of
additives on the electrochemical perform-ance of the
electrodes has been mentioned. The electrodes with
teflonized Vulcan XC-72 have demonstrated a much
better performance compared to the electrodes with
teflonized blacks (Acethylene black) or teflonized
carbons (Norit NK). The MH electrodes with
teflonized Vulcan XC-72 are reaching their theo-
retical capacity after two cycles and remain stable
with time. One possible explanation of such an
effect is the reaction between the MH alloy and the
carbon blacks leading to reduction of the alloy
surface oxides. It is known that the LaNis particles
are partially oxidized during electrode preparation.
The purpose of the first several cycles is the reduc-
tion of these oxides. Then the reaction of hydriding-
dehydriding progresses rapidly, i.e. following a
number of cycles the electrode capacity reaches a
plateau [3, 4].

Our hypothesis is

that oxidation-reduction

* To whom all correspondence should be sent:
E-mail: kpetrov@bas.bg

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

reactions on spread micro galvanic elements are
taking place. Such reactions are well known in the
literature [5—9]. Due to the thermodynamical redox
potentials differences of LaNis oxides (mainly
NiOx), £y = 1.59 V, and carbon, £, = 0.50 V,
galvanic elements are created within the electrode
pores. The nickel oxides on the MH particles
surface are reduced and the carbon in the teflonized
carbon blacks is oxidized. The partial reactions are
possibly the following:

anodic reaction : RC, — xe” + yO — RC, Oy (1

cathodic reaction: LaNisOy + ye  — LaNisOy , + yO
(2)

Most probably these are mainly nickel oxides
reduction reactions, for example: NiO, <> Ni(OH),.

Possible physical model of such scattered micro-
galvanic elements is schematically illustrated in
Figure 1. It shows the structure of an electrode com-
prising the teflonized blacks fibres and bonded to
them particles of metal-hydride alloy. Metal alloy
particles and carbon in teflonized blacks have direct
electronic contact. Within the electrode pores the
metal and carbon particles realize an ionic (elec-
trolytic) bond through the electrolyte, thus providing
the necessary conditions for creation of galvanic
element (LaNisO4-C). The mixed electrode potential
is established. The surface oxides reduction reaction
(left side) proceeds on metal alloy particles, while
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the oxidation reaction proceeds on carbon particles
(right side).

Teflon

Fig. 1. Physical model of carbon-teflon electrode with
spread micro-galvanic elements for electrocatalytic
reactions of mMe:Ni:Co reduction and carbon oxidation
in KOH electrolyte.

In the classical case of application of additivity
principle [5, 6] there is an independent method to
measure the rate of the overall reaction. In our case
we cannot measure analytically the rate of carbon
oxidation or metal oxides reduction. Following
methods have been applied for independent estima-
tion of the rate of the overall reaction: (i) X-ray
analysis; (ii) Electrochemical Impedance Spectro-
scopy; and (iii) measurement of the current of real
galvanic element between carbon free MH electrode
and electrode with teflonized carbon blacks only.

EXPERIMENTAL

Standard metal hydride alloy produced by
“Traibacher” with composition La:mMe:Ni:Co =
33:57:10% has been used for the MH electrodes
preparation. The grain sizes of the supplied alloy are
near 2 mm, grownd down to 0.063 mm. Three teflo-
nized carbons (blacks) are tested: Vulcan XC-72,
Acetylene black and Norit NK.

The Vulcan XC-72 carbon blacks are manu-
factured by “Cabot Corp.”, USA. They have an
active surface area of near 200 m*/g. Their structure
and composition are not disclosed by the company,
however it has been confirmed that they have high
electrochemical activity and are utilized for batteries
and fuel cells electrode preparation worldwide. The
Acetylene black are virtually pure carbon. They are
produced by acetylene burning in oxygen free
environment and virtually have no functional groups.
Their surface area is close to 60~70 m*/g. The Norit
NK is an active carbon manufactured by “Norit Co.”
and utilized primarily for medical purposes. Its

114

surface area is approximately 600 m*/g, while its
structure and composition are proprietary for the
company.

The electrodes are prepared from a mixture of
metal alloy and teflonized carbons (TC) in weight
proportion of 60:40. The mixture is pressed onto a
current collector formed from a nickel mesh at room
temperature and pressure of 200 atm. The optimiza-
tion of the ratio between the MH alloy and the
teflonized carbons in parallel with the preparation
procedure is described in our former work [3]. The
geometrical area of the electrodes is either 1 cm” or
5 cm’.

The electrochemical measurements are conducted
in a three-electrode cell at room temperature. The
counter electrode is a nickel plate, the reference
electrode being Hg/HgO. The electrolyte is § M
KOH. The Impedance Spectroscopy is carried out
on an Autolab PGSTAT30/2 with an auxiliary FRA
2 (Frequency Response Analyzer). The measure-
ments are performed under potentiostatic control
with sine signal amplitude of 10 mV at an operating
temperature of 20°C. The measured frequency span
is from 0.1 kHz to 1 MHz. The X-ray measurements
are carried out on a Philips APD-15 apparatus with
copper luminous Cu Ka, L = 1.54178 A and graphite
monochromator. A “Tacussel Electronique” BI-
PAD Galvanostat/Potentiostat type is used for the
electrochemical tests. All presented results reflect
the average value of a minimum of three measured
electrodes.

EXPERIMENTAL RESULTS
Oxidation-reduction reactions partial curves

The partial curves are plotted under galvanostatic
control conditions. For the carbon oxidation anodic
partial curves 1 cm’ electrodes have been used
prepared only with teflonized Vulcan XC-72,
Acetylene black or Norik NK. MH alloy plus teflon
powder electrodes have been utilized for the surface
oxides reduction cathodic partial curves.

The partial curves are presented in Fig. 2. It is
evident that the two partial curves intersect and the
cross point’s co-ordinates give the mixed current
(im) and the mixed potential (£,,) values. It is
apparent that the partial curves for the three addi-
tives bear similarity. All intersects with the reduc-
tion partial curve lay within its negative domain
(Ep)x < (Ep)me, hence there are grounds for a
LaNi;O4-C micro-galvanic element emergence.

Figure 3 presents the details on large scale. The
partial curves for oxidation of Vulcan XC-72 and
reduction of MH alloy plus teflon powder are not
shown. The cross point corresponds to a mixed
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current i, = 0.12 mA-cm > and a mixed potential of
E.= 205 mV. The Figure 3 illustrates the potential
deviation as well, which is close to £10 mV. Such
potential deviation is quite normal for porous elec-
trodes with highly developed surface. Consequently
the calculated value for the current is approximate
and close to iy, ~ 0.1 mA-cm 2. Additionally, Figure
3 presents the open circuit potential for an electrode
containing LaNis and teflonized Vulcan XC-72.
This potential varies within the range of 160-220
mV and we have concluded that there is a good
agreement for the calculated from the partial curves
and the measured on the real electrode open circuit
potentials. This has supported our belief that the
proposed mechanism for oxidation-reduction reac-
tions on micro-galvanic elements is really taking
place.
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Fig. 2. Partial curves for reduction of mMe:Ni:Co - ¥ and
oxidation of teflonized Vulcan XC-72, acetylene black
and Norit NK.
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Fig. 3. Partial curves for reduction of mMe:Ni:Co +PTFE
(@) and oxidation of teflonized Vulcan XC-72 (m).

X-ray analysis

Two types of electrodes have been analyzed —
the first one prepared from teflonized Vulcan XC-72
and LaNis, and the second one produced from teflo-
nized Acetylene black and LaNis. The analysis has
been conducted on dry prepared electrodes and after
they have been submerged in 8§ M KOH for 15
hours. Our concept for this kind of experiment is
that during the time of electrodes soaking wet in the
electrolyte, a micro-galvanic element of the
LaNisO4-C type will be created. This will, probably,
result in LaNis surface oxides reduction.

Figure 4 depicts the X-ray analysis of dry and
soaked in 8M KOH for 15 hours electrodes prepared
with a Vulcan XC-72 additive: the curve 1 - dry
electrode corresponds to the non-soaked electrode,
while curve 2 is for the soaked electrode. The peaks
belonging to the NiO4 are denoted by “(2)”, indi-
cating that on the surface there are predominantly
NiO,. The peaks at 20 = 44° correspond to the
LaNisOy (Figure 4, 5). The intensity of the dry
electrode is higher. This change however is not
substantial to support our belief for visible reduction
of the surface oxides that would back up our
working hypothesis. The same is true for the peaks
at 20 = 52° and 77° belonging to the NiO;.
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©
s
Al
% 1500 -
<
g
= 1000 - 2
500 W
MM
0 L L L L L L L L L L L L L L L L L

20 40 60 80

20, degrees

Fig. 4. X-ray diffraction pattern measured for dry and
soaked mMe:Ni:Co electrodes; 7= 25°C; 8 M KOH;
additive: teflonized Vulcan XC-72; 1 - dry electrode;
2- soaked electrode; time of wetting 15 hours.

X-ray diffraction pattern (pictures the X-ray
analysis) of electrodes prepared with teflonized
Acetylene black and LaNis (Figure 5) bearing
similarity to X-ray diffraction pattern in Figure 4,
though the difference between the soaked and non-
soaked electrode is practically absent.
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Fig. 5. X-ray diffraction pattern measured for dry and
soaked mMe:Ni:Co electrodes; T =25°C; 8 M KOH;
additive: teflonized Acetylene black; 1- dry electrode;
2 - soaked electrode; time of wetting -15 hours.

Electrochemical impedance measurements

According to our working hypothesis, the micro-
galvanic elements (LaNisO,-C) are created as soon
as the electrodes are wetted and the oxidation-
reduction reactions proceed until the reagents deple-
tion, i.e. up to their chemical potential equalization.
For these reasons the impedance measurements have
been initiated immediately after the electrodes
submergence. Figures 6, 7 and 8 depict the impe-
dance spectra for 1 cm® electrodes prepared corres-
pondingly with additives of Vulcan XC-72, Ace-
tylene black and Norit NK. The electrolyte resist-
ance of the three diagrams is uniform and close to
R1—0.5 Q, which serves to demonstrate the good
reproducibility of the results [10]. The electro-
chemical impedance spectra of the electrodes
containing teflonized blacks, Figures 6 and 7 cor-
respondingly for Vulcan XC-72 and Acetylene
black follow an analogous pattern, which validates
the fundamental similarity of the reactions [11].
Two processes are distinguished which occur at
high and low frequency zones. The steep slope
indicates the reactions capacitive nature with em-
phasized transport hindrances. The CPE (Constant
Phase Element) existence suggests the presence of
reduction products and particles that are not prone to
dissolution. The low frequency zone represents a
well-shaped semicircle, which is indicative of a
reaction. Quantitatively, the reaction resistance for
the Vulcan XC-72, Figure 6, is much lower
compared to that for the Acetylene black electrodes,
Figure 7. The ideal circle distortion makes us
believe that more than a single process occurs,
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possibly a number of mixed (corrosion) reactions
with closely spaced time constants. The curves
traces, supported by basic corrosion considerations,
lead us to the conclusion that the carbon oxidation is
the hindered reaction.
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Fig. 6. Electrochemical impedance spectroscopy of
mMe:Ni:Co electrode with additive teflonized Vulcan

XC-72.
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Fig. 7. Electrochemical impedance spectroscopy of
mMe:Ni:Co electrode with additive teflonized Acetylene

black.
®0.7m
100
[e]
G [e]
= 50l ©
N o
0.1
N
0 50 100 150 200 250
Z'lQ

Fig. 8. Electrochemical impedance spectroscopy of
mMe:Ni:Co electrode with additive teflonized Norit NK.

The electrodes prepared with the Norit NK have
electrochemical impedance diagram again displayed
within two zones, low- and high-frequency ones. It
is worth mentioning that the low frequency zone is
characterized by a very high resistance and it is rate
determining for the process. This is most probably
due to the carbon (Norit NK) presence whose crystal
structure oxidation is considerably hindered.

The electrochemical impedance measurements
lead us to the following conclusions: the reaction
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resistance is lower than that for the electrodes with
teflonized blacks (being lowest for Vulcan XC-72),
where in all probability more than a single mixed
(corrosion) reaction occurs and the rate determining
step is the carbon oxidation reaction.

Practical LaNisO,-C galvanic element preparation
and corresponding measurements

Aiming to prove our working hypothesis we have
prepared a real LaNisO4-C galvanic element. The
electrodes have geometrical surface area of S = 5
cm’. The anode consists of teflonized Vulcan (50
mg-cm °) only. The cathode is made of 100 mg-cm >
MH alloy + 12 mg-cm ” teflon powder. The cathode
teflon powder content has been optimized in
advance within the range of 10 to 15 mg-cm . The
electrodes were mounted in a cell filled with 8 M
KOH electrolyte. The current of the real galvanic
element was measured by short-circuiting it via an
ampermeter, while the cell voltage was measured
with a voltmeter. The galvanic element block dia-
gram is shown in Figure 9. The current and voltage
measurements have been started immediately after
the electrodes were submersion into the electrolyte.

&
9

Fig. 9. Scheme of galvanic element; A- anode;
B- cathode; ampermeter; voltmeter.

Figure 10 illustrates the relationships of short-
circuit current vs time for galvanic elements com-
prising a MH alloy cathode and anodes made of
teflonized Vulcan XC-72 (m) and teflonized Ace-
tylene black (e). The galvanic element voltage is not
shown in the figure, but it varied within the range
from U =24 mV to U = 0 mV for the time of the
experiments. The plots reveal that the galvanic ele-
ment comprising the Vulcan XC-72 anode supplies
much higher currents compared to the Acetylene
black anode. It seems that Vulcan XC-72 holds
functional groups that are easier to oxidize [12]. For

clarity the current-time relationship for the Aceti-
lene black galvanic element is shown in the inset. It
is apparent that the teflonized Vulcan XC-72
element demonstrates higher initial current densities
approximating i = 0.03 mA-cm>. This value of the
current density is in a good agreement (within the
same order of magnitude) with that calculated from
the partial curves i, value of i = 0.1 mA-cm ™ (see
Figure 3). The calculated and measured potential
and current values agreement, finding its proof in
Figures 2, 3 and 10, serve to verify the progress of
oxidation-reduction reactions on micro-galvanic
elements, which makes us believe that our working
hypothesis has been substantiated.

0124 0.005 ]
0.004 ]

0.104
‘é 0.003]
0.08 = 0.002

0.00h
0
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Fig.10. Dependence of galvanic element’s short
circueted-current from time; cathode mMe:Ni:Co +
PTFE; anodes: teflonized Vulcan XC-72 (m)
and teflonized Acetylene black (e).

CONCLUSIONS

An explanation of teflonized Vulcan XC-72
additive effect on the electrochemical behaviour of
MH electrodes has been given. The working hypo-
thesis for creation of scattered micro-galvanic ele-
ments, where reduction of LaNis surface oxides and
oxidation of carbon takes place, has been proven. It
has been illustrated that the oxidation of Vulcan
XC-72 is much faster than oxidation of Norit NK
and acetylene blacks. The anodic reaction facilita-
tion is most probably due to the fact that the Vulcan
XC-72 possesses more RC, functional groups.

The use of teflonized carbons/blacks in MH elec-
trodes results in enhancement of the hydriding-
dehydriding reaction rate and maintains the
mMe(Co, Ni, Al) alloys in reduced state. One poss-
ible effect that may find its commercial application
would be to lower the operation temperature and the
pressure of the hydriding-dehydriding reactions on
high capacity hydrogen containing MH alloys.
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BJIMAHUME HA BBIJIEH-TE®JIOHOBATA CTPYKTYPA BbPXY EJIEKTPOKATAJIMTUYHHN
OKUCIIMTEJIHO-PEAYKIIMOHHU PEAKIITMN HA METAJI-XWUJIPUJIHU CIVIABU

. ¥Y3yn, I1. Unues, /1. Bnagukora, [1. Aunpees, C. banosa, B. Hukonosa, C. Bacuies, K. [Terpos*

Hremumym no enexmpoxumus u eHepeutinu cucmemu, bBvreapcka akademus Ha HayKkume,
yi. ,,Akao. I'. Bonues*, 6aoxk 10, 1113 Cogus

Iocrpnuna ua 27 mait 2009 r.; IIpepabGorena Ha 11 HoemBpu 2009 r.
(Pesrome)

B npenumina Hama padota ca pazpaboreHu MoxenHN MeTal-xunpugan (MX) enekrpoan 3a Obp30 eIeKTPOXUMUIHO
oxapakrepusupane Ha MX crimau. M3cnenBas e ehekTsT Ha no0aBKUTE (TeIOHM3UPAHH CaXKAH WIIH BBIJIEHH) BBPXY
XapaKTepPUCTUKHUTE Ha EIEKTPOAUTEe. B HACTOSIIOTO M3CieqBaHe € HANPaBeH OIHT Ja ce OOSCHU TO3W e(eKT U 1a ce
ce3aane ¢usnyueH mMonen Ha cucremara. HamaTa paboTHa Xumnotesa e, 4e B MoJenHuTe MX enekrpoau ¢ 100aBKU OT
Te(IOHN3MPAHH CaXkKIY WIN BHIJIEHH eIHOBPEMEHHO IPOTHYAT PEAKLMUTE HA OKUCICHUE HA BBIJICHUTE U PeIyKIHs Ha
MX crmiaBu BbpXY pa3snpbCHATH MUKPOTAJIBAaHUYHM €JIeMEHTH. [IpuiiokeH e aquTHBHMS NMPUHLMI, 32 Ja ce O0SICHH U
JIOKa)Ke EeJISKTPOXMMHUYHHMS MEXaHW3bM Ha mporeca. V3MepeHH ca maplyajiHuUTe NOJISIPU3ALMOHHM KPHBHU 3a Jia ce
NOKa)ke BB3MOXKHOCTTA 3a NMPOTHYAaHE Ha yKa3aHUTE peakuuu. Pa3paboTeH € OpHriHaleH MOJXO[ 332 KOJMYEeCTBEHA
OLlEHKa Ha CKOpOCTTa Ha oOuiara peakuus upe3 u3MepBaHe Ha: (i) peHTreHoBa Nudpakuus U eNeKTPOXUMUYHA
HMIIEZIaHCHA CcHeKTpockomnust; M (11) cb3maneH, KOHCTPYHMpAaH M TECTBaH € peajieH TajBaHWYEH EJIEMEHT MEXIY
EJIEKTPOJM CaMo OT Te()IOHU3MPaHH BBIVICHH (Ca’KAn) M eNeKTpoan camo ¢ MX criaB ¢ KoeTo e JokazaHa paboTHara
HU XHUITOTE3a.
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The inhibition efficiency of ethylphosphonic acid (EPA) in controlling corrosion of carbon steel, immersed in an
aqueous solution containing 120 ppm of Cl” and sulphate ion, has been evaluated by weight loss method in the absence
and presence of Zn>". Weight loss study reveals that the formulation consisting of 250 ppm of EPA, 50 ppm of Zn*" and
73.58 ppm of sulphate ion has 84% inhibition efficiency in controlling corrosion of carbon steel, immersed in an
aqueous solution containing 120 ppm of CI. Synergism parameters suggest that a synergistic effect exists between EPA
and Zn*". Polarization study reveals that this system functions as an anodic inhibitor. AC impedance spectra reveal that
a protective film is formed on the metal surface. FTIR spectra reveal that the protection film consists of Fe*'~EPA

complex. This is confirmed by UV-visible reflectance spectra.

Key words: Carbon steel, corrosion inhibition, phosphonic acid, UV spectra, synergistic effect, F-test

INTRODUCTION

Inhibition of corrosion and scaling can be done
by the application of inhibitors. It is noted that the
effect of corrosion inhibitors is always caused by
change in the state of surface, being protected due to
adsorption or formation of hardly soluble compounds
with metal cations. Several phosphonic acids have
been used as corrosion inhibitors along with metal
cation such as Zn®" [1-5]. Phosphonic acids are the
inhibitors which have been widely used due to their
stability, ability to form complexes with metal
cations and scale inhibiting properties [6—8]. Elec-
trochemical techniques have been used in corrosion
inhibition studies of carbon steel by phosphonic
acids [9, 10]. The electrochemical techniques have
provided only macroscopic details of the redox reac-
tion and no mechanistic information [11-13]. To
understand the mechanism of the effect of inhibitors
on the metal surface analytical techniques for
surface must be used [14, 15]. The aim of the
present study is to investigate synergistic corrosion
inhibition for the EPA and Zn®" combination to
carbon steel immersed in aqueous solution
containing 120 ppm of CI” and 29.43 ppm of
sulphate ion. The corrosion inhibition efficiency has
been evaluated using weight loss method.
Electrochemical studies such as polarization and AC
impedance spectra have been employed. The
protective film formed on the metal surface was

* To whom all correspondence should be sent:
E-mail: srmjoany@sify.com, susairajendran@gmail.com

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

characterized with the help of surface analytical
techniques such as UV-visible reflectance spectra
and Fourier transform infrared (FTIR) spectroscopy.

METHODS AND MATERIALS

Carbon steel (0.026% S, 0.06% P, 0.4% Mn,
0.1% C and the rest Fe) specimens of dimensions
4x1x0.2 cm were used for weight loss study.
Carbon steel encapsulated in teflon was polished to
a mirror finish and degreased with trichloroethylene.
The surface area of the exposed metal surface was 1
cm’. This specimen was used in electrochemical
studies.

The experiment was carried out at room tem-
perature (37°C). Three carbon steel specimens were
immersed in 100 ml of the solution containing 120
ppm of CI” and sulphate ion and various concen-
trations of the inhibitor in the absence and presence
of Zn*" (ZnS0,.7H,0) for a period of 5 days. The
weight of the specimen before and after immersion
was determined using Shimadzu balance AY62.
Inhibition efficiency (IE) was calculated from the
relationship IE = (1 — W»/W;)x100, where W, =
corrosion rate in the absence of inhibitor, and W, =
corrosion rate in the presence of the inhibitor.

The carbon steel specimens were immersed in
various test solution for a period of 5 days. After 5
days, the specimens were taken out and dried. The
film formed on the surface of the metal specimens,
was analysed by surface analysis technique.
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IR spectra were recorded with a Perkin'Elmer-
1600 spectrophotometer. The FTIR spectrum of the
protective film was recorded by carefully removing
the film, mixing it with KBr and making the pellet.

Polarization study was carried out in an H and
CH electrochemical work station Impedance
Analyzer Model CHI 660A, provided with iR
compensation facility, using a three electrode cell
assembly. Carbon steel was used as working elec-
trode, platinum as counter electrode and saturated
calomel electrode (SCE) as reference electrode.
After having done iR compensation, polarization
study was carried out. The corrosion parameters
such as linear polarization resistance (LPR), corro-
sion potential FE.,,, corrosion current /., and
Tafel’s slopes (b, and b.) were measured.

AC impedance spectra were recorded in the same
instrument used for polarization study, using the
same type of three electrode cell assembly. The real
part (Z’) and imaginary part (Z2”) of the cell impe-
dance were measured in Ohms for various frequen-
cies. The charge transfer resistance (R;) and double
layer capacitance (Cy) values were calculated.

UV-visible absorption spectra of solutions were
recorded using a Hitachi Model U-3400 spectro-
photometer. The same instrument was used for
recording UV-visible reflectance spectra of the film
formed on the metal surface.

RESULTS AND DISCUSSION

Corrosion rates of carbon steel, immersed in an
aqueous solution containing 120 ppm of CI, in the
absence and presence of EPA and Zn*" and sulphate
ion, obtained by weight loss method are given in
Table 1. The inhibition efficiencies are also given in
this table.

Table 1. Corrosion rates (CR) of carbon steel, immersed
in an aqueous solution containing 120 ppm of Cl ion in
the absence and presence of inhibitor and the inhibition
efficiencies (IE) obtained by weight loss method (when
Zn*" = 25 ppm, sulphate ion = 36.79 ppm; when Zn ** =
50 ppm, sulphatae ion = 73.58 ppm). Inhibitor EPA + Zn*";
Immersion period 5 days.

Zn*', ppm
ClI"  EPA, 0 25 50

ppm  ppm - cp’ IE, CR, IE, CR, IE,
mdd % mdd % mdd %

120 0 18.36 - 21.66 18  19.09 4
120 50 17.44 5 1322 28 8.44 54
120 100 16.16 12 1248 32 6.43 65
120 150 15.05 18 10.10 45 5.14 72
120 200 14.69 20 9.55 48 3.67 80
120 250 1395 24 8.81 52 2.94 84

It is observed that when carbon steel is immersed

120

in 120 ppm of CI', the corrosion rate is 18.36 mdd.
Upon addition of various concentrations of EPA, the
corrosion rate slowly decreases. The inhibition
efficiency gradually increases from 5% to 24% (250
ppm of EPA has 24% IE). That is the formulation
consisting of 250 ppm of EPA in 120 ppm of CI ion
environment, has 24% IE.

The influence of a divalent metal ion, Zn*', on
the efficiency of ethyl phosphonic acid, in control-
ling corrosion of carbon steel, is given in Tables 2
and 3. It is observed that in the presence of 25 ppm
of Zn*", (and 36.79 ppm of sulphate ion), the IE of
EPA slightly improves. The divalent Zn>" ion forms
a complex with EPA, diffuses towards the carbon
steel surface, forms Fe’’~EPA complex on metal
surface and Zn”" is released. In the presence of 50
ppm of Zn*", (73.58 ppm of sulphate ion), the
inhibition efficiency of EPA further increases.

A synergistic effect exists between Zn*" and
EPA. For example 50 ppm of Zn>" (73.58 ppm of
sulphate ion) has 4% IE. (The negative IE indicates
the acceleration of corrosion rate in presence of Zn*"
alone). 250 ppm of EPA has 24% IE. However, their
combination has 84% IE. This is due to the syner-
gistic effect existing between EPA and Zn®".

Synergism parameters were calculated using the
relation:

St1=(1 = Li2)/(I-1112)

where I+, = (I} + 1) — (I1%); I} = inhibition effi-
ciency of substance 1; /; = inhibition efficiency of
substance 2; I’1., = combined inhibition efficiency
of substance 1 and 2.

Synergism parameters are indications of syner-
gistic effect existing between two inhibitors [16,
17]. The values of synergism parameters (Table 2)
are greater than one, indicating synergistic effect
existing between Zn>" and various concentrations of
EPA.

Table 2. Synergism parameters derived from inhibition
efficiencies of EPA — Zn®" system (when Zn*" = 25 ppm,
sulphate ion = 36.79 ppm; when Zn ** = 50 ppm, sulphate
ion = 73.58 ppm).

EPA, Zn*', ppm p Zn*', ppm P

ppm 0 25 : 0 50 :

0 - 18 R R 4 }
50 5 28 281 5 54 038
100 12 32 674 12 65 086
150 18 45 734 18 72 120
200 20 48 768 20 80 120
250 24 52 857 24 8 138

To investigate whether the influence of Zn** on
the inhibition efficiencies of EPA is statistically
significant, F-test was carried out [18]. The results
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are given in Tables 3 and 4. In Table 3, the influence
of 25 ppm of Zn*" on the inhibition efficiencies of
50, 100, 150, 200 and 250 ppm of EPA is investi-
gated. The obtained F-value 154.1 is statistically
significant, since it is greater than the critical F-
value of 5.32 for 1, 8 degrees of freedom at 0.05
level of significance. Therefore, it is concluded that
the influence of 25 ppm Zn*" on the inhibition effi-
ciencies of various concentrations of EPA is statis-
tically significant.

Table 3. Distribution of F-value between the inhibition
efficiencies of various concentrations of EPA (0 ppm
Zn*") and the inhibition efficiencies of EPA in the pre-
sence of 25 ppm Zn”>" (when Zn>" = 25 ppm, sulphate ion
=36.79 ppm).

Source of Sum of Degrees of Mean .Le.v cl of
. F  significance
variance squares freedom  square of F
Between 1587.6 1 1587.6
Within ~ 82.1 8 03 104 P=005

In Table 4, the influence of 50 ppm of Zn>* on
the inhibition efficiencies of 50, 100, 150, 200 and
250 ppm of EPA is represented. The obtained F-
value is 609.4 statistically significant, since it is
greater than the critical F-value of 5.32 for 1, 8
degrees of freedom at 0.05 level of significance.
Therefore, it is concluded that the influence of 50
ppm Zn®" on the inhibition efficiencies of various
concentrations of EPA is statistically significant.

Table 4. Distribution of Fvalue between the inhibition
efficiencies of various concentrations of EPA (0 ppm
Zn*") and the inhibition efficiencies of EPA in the pre-
sence of 50 ppm Zn”>" (when Zn ** = 50 ppm, sulphate ion
=73.58 ppm).

Source of Sum of Degrees of Mean .Le.v el of
. F  significance
variance squares freedom  square of F
Between 7617.6 1 7617.6
Within 9.6 8 125 0094 P=005

The potentiodynamic polarization curves of
carbon steel immersed in an aqueous solution
containing 120 ppm of CI™ are shown in Fig. 1. The
corrosion parameters such as corrosion potential
(Ecorr), corrosion current (I.,,), Tafel’s slopes (b,

b.) and linear polarization resistance (LPR) are
given in Table 5. When carbon steel is immersed in
an aqueous solution containing 120 ppm of CI ion,
the corrosion potential is —490 V vs SCE. When the
inhibitors are added (250 ppm of EPA, 50 ppm of
Zn*" and 73.58 ppm of sulphate ion), the corrosion
potential shifts to the anodic side (431 V vs SCE).
Further, the LPR value increases from 7.31x10?
Ohm-cm® to 96x10° ohm-cm® and the corrosion
current decreases from 8.21x10° A/em® to
0.494x10° A/ecm®. These results suggest that a
protective film (probably, Fe*’~EPA complex) is
formed on the metal surface. This protects the metal
from corrosion.

-2.5 ! ; ! : ; -
-3.0
-3.5
-4.0
-4.5
-5.0
-5.5
-6.0
6.5
-1.0

-1.5
-0.10

log(Current/A)

020 030 -040 -050 -0.60 -0.70 -0.80
Potential / V

Fig. 1. Polarization curves of carbon steel, immersed in
various test solutions 120 ppm Cl" 120 ppm CI" + 250
ppm EPA + 50 ppm Zn*" + 73.58 ppm of sulphate ion.

The AC impedance spectra of carbon steel,
immersed in various test solutions are shown in Fig.
2. The AC impedance parameters such as charge
transfer resistance (R,) and double layer capacitance
(Cq) are given in Table 5. The equivalent circuit
diagram in shown in Scheme 1. In the presence of
inhibitors (250 ppm of EPA, 50 ppm of Zn®" and
73.58 ppm of sulphate ion), the R, value increases
and Cj; value decreases. This indicates that a
protective film is formed on the metal surface. The
corresponding Bode’s plots are shown in Fig. 3. It is
observed that in the absence of inhibitors the real
impedance value (logZ) is 2.28 Ohm. In the
presence of inhibitors, this value increases to 2.62.

Table 5. Corrosion parameters of carbon steel, immersed in an aqueous solution containing 120 ppm of Cl ion obtained
by polarization study and AC impedance spectra. Inhibitor EPA + Zn*".

System E,.,. b, LPR Lo R, Cu Impedance
mV vs SCE mV/dec mV/dec Ohm-cm? A/em*  ohmeem® F/em®*  logZ, Ohm
120 ppm of CI” ion 490 506 189  7.31x10*  821x10° 154 588x10° 228
120 ppm of CI” + 73.58 ppm of 431 245 190 96x10%  0.494x10° 455  1.98x10°  2.62

sulphate ion + 50 ppm of
Zn*" + 250 ppm of EPA
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Fig. 2. AC impedance spectra of carbon steel,
immersed in various test solutions (Nyquist’s plots).

The FTIR spectrum of pure EPA (KBr) is shown
in Fig. 4a. The various bands are assigned as follows
[19]. The absorption bands due to the bending of
O-P-O appear at 474.1, 502.9 and 598.1 cm'. The
P-O stretching frequency occurs at 1071.7 cm .
The band at 1275.6 cm ™' represents P=O stretching.
The band at 1415.8 ¢cm™! results from P—-CH,—CH;
absorption. The P(O)OH group causes absorption at
2335, 2356.8 and 2955.6 cm . Thus, based on the
assignment of groups at various frequencies, ethyl
phosphonic acid is characterized by the FTIR
spectrum.

The FTIR spectrum of the film scratched from
the surface of the metal, immersed in the environ-
ment consisting of 120 ppm CI°, 250 ppm EPA, 50
ppm Zn®>" and 73.58 ppm of sulphate ion is given in
Fig. 4b. It is seen from the spectrum that the P-O
stretching frequency decreases from 1071.7 cm
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0 : . - . ; : ;
1.0 1.5 2.0 2.5 3.0 35 4.0 4.5 5.0
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to 990 cm'. This also suggests that the O atom of
the phosphonic acid is coordinated to Fe*. This
confirms the formation of Fe> ~EPA complex on the
metal surface. Further, the band at 1340 cm' is due
to Zn(OH), [20-22].

|
1
Rs C dl

—\N\N

R

AAY

R, = Solution resistance
R, = Charge transfer resistance
Cq = Double layer capacitance
Scheme 1. Equivalent circuit diagram.

-~

The UV-visible absorption spectra of various test
solutions are shown in Fig. 5. Fig. 5a is the absorp-
tion spectrum of a solution containing 250 ppm of
EPA. Fig. 5b is the spectrum of the solution con-
taining 100 ppm of Fe*". When 250 ppm of EPA
and 100 ppm of Fe’" are mixed the spectrum Fig. 5¢
is obtained. There is increase in intensity. A peak
appears at 230 nm. This peak corresponds to Fe*'—
EPA complex formed in the solution.

The UV-visible reflectance spectrum of the film
formed on the metal surface after immersion in the
solution containing 120 ppm of CI, 250 ppm of
EPA, 50 ppm of Zn*" and 73.58 ppm of sulphate ion
is shown in Fig. 6. A peak appears at 230 nm. This
peak corresponds to Fe*'~EPA complex formed on
the metal surface. This is in agreement with the UV-
visible absorption spectrum, obtained in the case of
aqueous solution.
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Fig. 3. AC impedance spectra of carbon steel, immersed in an aqueous solution (Bode plots); a. containing 120 ppm CI;
b. containing 120 ppm CI” + 250 ppm EPA + 73.58 ppm of sulaphate ion + 50 ppm Zn*",
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Fig. 5. UV-visible absorption spectra of solutions EPA 250 ppm, Fe** 100 ppm, EPA 250 ppm + Fe*" 100 ppm.
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Fig. 4. FTIR spectra of pure EPA (KBr) film formed on
carbon steel surface after immersion in the solution
containing 120 ppm CI” + 250 ppm EPA + 73.58 ppm
of sulphate ion + 50 ppm Zn*'.

4000

50

% Reflectance

0 1 1 1 1

200 300 400 500 600 700

Wavelength, nm
Fig. 6. UV-visible reflectance spectra of mild steel
surface immersed in the environment 120 pm Cl” + EPA
250 ppm + 73.58 ppm of sulphate ion + 50 ppm Zn*'.

Mechanism of corrosion inhibition

Results of the weight-loss method reveal that the
formulation consisting of 250 ppm ethyl phos-
phonic acid (EPA) and 50 ppm Zn®" offers an
inhibition efficiency of 84%. Results of the pola-
rization study show that this formulation acts as an
anodic inhibitor. The FTIR spectra show that Fe*'—
EPA complex and Zn(OH), are present on the inhi-
bited metal surface. The UV-visible reflectance spec-
trum shows the presence of Fe*’~EPA complex on
the metal surface.

In order to explain all the observations in a
holistic way, a suitable mechanism of corrosion
inhibition is proposed as follows:

When carbon steel specimen is immersed in the
neutral aqueous environment, the anodic reaction is:

Fe — Fe*" +2¢
and the cathodic reaction is:
2H20 + 02 +4e — 40H

When the environment, consisting of 120 ppm +
250 ppm EPA + 50 ppm Zn>" + 73.58 ppm of sul-
phate ion is prepared, there is formation of Zn*"—
EPA complex in solution.

Now, when the metal (carbon steel) is immersed
in this environment, the Zn*~EPA complex diffuses
from the bulk of the solution to the surface of the
metal.

On the surface of the metal, Zn*—EPA complex
is converted into Fe*~EPA complex in the local
anodic regions as the latter is more stable than the
former [23].

Zn*—EPA + Fe?* — Fe*—EPA + Zn>"

This reaction takes place on the surface of the metal
in the local anodic regions. Also, formation of Fe’—
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EPA complex to some extent cannot be ruled out.

Now, the released Zn”>" ions on the surface will
form Zn(OH), precipitate in the local cathodic
regions.

Zn** + 20H — Zn(OH), ¥

Thus, the protective film consists of Fe~EPA
complex and Zn(OH),.

CONCLUSION

The inhibition efficiency of EPA-Zn*" system in
controlling corrosion of carbon steel in an aqueous
solution containing 120 ppm of CI', has been eva-
luated by weight loss method. The present study
leads to the following conclusion.

* Weight loss study reveals that the formulation
consisting of 250 of ppm EPA, 50 ppm of Zn*" and
73.58 ppm of sulphate ion had 84% inhibition effi-
ciency in controlling corrosion of carbon steel
immersed in an aqueous solution containing 120
ppm of CI ion.

» Synergism parameters suggest that a synergistic
effect exists between EPA and Zn*".

* Polarization study reveals that this system func-
tions as anodic inhibitor.

* AC impedance spectra reveal that a protective
film is formed on the metal surface.

* FTIR spectra reveal that the protective film con-
sists of Fe*~EPA complex as well as of Zn(OH),,
hydroxyl chloride and hydroxyl sulphate.

* The UV-visible absorption spectra reveal the
formation of Fe” ~EPA complex, in solution.

* The UV-visible reflectance spectra reveal the
presence of Fe> ~EPA complex on the metal surface.
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CUHEPITMYEH E®EKT B CUCTEMATA ETUJI®OCPOPHA KUCEJIMHA-Zn>" 3A KOHTPOJI HA
KOPO3UATA HA BBIJIEPOJHA CTOMAHA B CPEJJA CBABPXKAILA XJIOPUIU

A. Hurs', C. Pamkennpan'” *
! Lenmwvp 3a uzcreosane Ha Kopozuama, [lenapmamenm no xumus,
Koneoic no uskycmea I''T.H., Junoueyn 624005, Tamur Haody, Hnous
2 Lenmwvp 3a uscneosane nHa koposuama, [lenapmamenm no Qu3UUHU HAYKU,
Koneoic 3a obpasosanue na sicenume ,, Cepsum *, Toeavimanau 621313, Tamun Haody, Huous

[octenuna Ha 3 1oau 2009 r.; Ilpepabotena na 8 nexemspu 2009 r.
(Pe3rome)

Upes MeToja Ha TEIVIOBHHTE 3aryOM B OTCHCTBHE M TPHCHCTBHE Ha Zn’' e onpejeleHa HHXHOMTOPHATA
epexTuBHOCT Ha eTmindochopHa kucennHa (EDK) 3a koHTpomupaHe Ha KOPO3UATA HA BHIVIEPOJHA CTOMAaHA ITOTOIICHA
BBB BOJIHU Pa3TBOPH Chabpikaiiu 120 ppm xJjopHu u cyndarhu ionu. M3cneaBaHeTo Ha TErIIOBHUTE 3aryOu 1okasa, ue
pastBOp chabpikant 250 ppm EDK, 50 ppm Zn** u 73.58 ppm cyndareH HoH nMma 84% MHXHOUTOpHA e(hEeKTUBHOCT 32
KOHTPOJIUpaHE Ha KOPO3MATA HAa BBIJIEPOAHA CTOMaHa IOTOIEHA BbB BOAEH Pa3TBOP chAbpxall 120 ppm XI0pHH HOHH.
[Tapamerpute couar 3a mpucbcTBHe Ha cuHepruueH edekt mexxay EDPK u umukoBute iHonu. IlonmspuzannoHHO
u3clie/IBaHe 10Ka3a, 4e Ta3u cucreMa paboTH KaTto aHoleH HHXuOnuTop. AC MMIIelaHCHU CIIEKTH M0Ka3axa oOpa3yBaHe
Ha 3alMTeH (UM Ha TIOBBPXHOCTTA Ha Metasa. MY criekTpu nokaszaxa, 4e 3alluTHUS (UM Ce ChCTOM OT KOMILIEKC Ha
Fe’" u EQK. Pe3ynTaTsT ¢ NOTBBPIEH U C OTPAXKATEIHH CIIEKTpH B Y B-BuiMaTa o6acr.
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Kinetics and mechanism of oxidation of curcumin by sulphate radical anion
in aqueous acetonitrile solution
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The photooxidation of curcumin in the presence of peroxydisulphate (PDS) in aqueous acetonitrile solution at pH
7.5 has been carried out in a quantum yield reactor using a high pressure mercury vapour lamp. The reactions were
followed by measuring the absorbance at 420 nm. The initial rates were calculated from absorbance versus time plots
using Microcal Origin computer program. The rates of photooxidation of curcumin by peroxydisulphate were found to
increase with increase in [PDS], [curcumin] and light intensity. The quantum yields were found to depend on
[curcumin] and independent of [PDS] and light intensity. The plots of log(rate) versus log[PDS] and log(rate) versus
log[curcumin] are linear with a slope of less than one indicating fractional order dependence of rate on [PDS] as well on
[curcumin]. On the basis of experimental results and product analysis a probable mechanism is supposed.

Key words: oxidation of curcumin, sulphate radical anion.

INTRODUCTION

Natural phenolic antioxidants from medicinal
and edible plants have received much attention as
promising reagents for reducing the risk of oxidation
induced diseases. Curcumin is a famous biologically
active phenolic compound, which is obtained from
the plant Curcuma longa (turmeric), curcumin is
used as a natural yellow pigment [1]. It has been
known that increased dietary curcumin leads to
improved chemoprevention of cancer [2—5], possibly
through inhibition of the growth of blood capillaries
in cancerous tissue. Curcumin also exhibits bacteri-
cidal action and may minimize oxidative damage
through free radical scavenging [2]. The pharmaco-
logical activities of curcumin such as anti-inflamma-
tory and anti-cancer effects have been linked to its
antioxidant properties and its ability to inhibit lipid
peroxidation [6].

H5CO NN OCH,
Ha
HO OH
Curcumin
Bis (4-hydroxy-3-methoxyphenyl)-1,6-heptadiene-
3,5-dione

Curcumin has also been found to inhibit strand
break formation in DNA [7]. Structurally, curcumin
consists of two ortho methoxylated phenols and -

* To whom all correspondence should be sent:
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diketone moiety (feruloyl moiety) and they are all in
conjugation.

The free radical scavenging activity of curcumin
involves radical trapping at the phenolic position as
in the case of other phenolic antioxidants. However,
the position that involves radical termination has not
been defined so far because of the complexity of its
highly conjugated structure.

It has been suggested by Jovanovic et al. [8] that
keto-enol-enolate equilibrium of the heptadienone
moiety of curcumin determines its physicochemical
and antioxidant properties. In neutral and acidic
aqueous solutions (from pH 3-7), the keto form
dominates and curcumin acts as an extraordinarily
potent H-atom donor. The H-atom donation occurs
from the central —CH,— group in the heptadienone
link because the C—H bonds in this group are very
weak due to delocalization of the unpaired electron
on the adjacent oxygens. The reaction mechanism of
curcumin changes drastically above pH 8, where the
enolate form of the heptadienone link predominates.
As a consequence, the phenolic part of curcumin
takes over as reaction site and electron transfer
mechanism becomes operative. The methyl radical
generated by pulse radiolysis and photochemically
generated tert-butoxyl radical were found to react
with curcumin by abstracting an H-atom from the
central -CH,— group [8].

It is in this background, that the study of kinetics
of oxidation of curcumin by sulphate radical anion,
generated by the photolysis of peroxydisulphate has
been undertaken.

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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EXPERIMENTAL

Curcumin was from Sigma Chemicals, USA. and
was used as received. The solution of curcumin was
prepared using a HPLC grade acetonitrile and that
of peroxy-disulphate with doubly distilled water.
The peroxy-disulphate solution was standardized
cerimetrically using ferroin indicator. The concen-
tration of curcumin was determined by measuring
the absorbance at 420 nm and from known molar
absorption coefficient value at this wavelength. Irra-
diations were carried out in a quantum yield reactor
model QYR-20 using high pressure mercury vapour
lamp. In general intensity measurements were carried
out using ferrioxalate actinometry. In a typical reac-
tion, curcumin and peroxydisulphate solutions were
mixed in a specially designed 1-cm path length
cuvette, which is suitable both for irradiations in the
reactor as well as for absorbance measurements. The
absorbance measurements were carried out on a
Hitachi UV-visible spectrophotometer model 3410.
The progress of the reaction was followed by
measuring the absorbance at the A, of curcumin by
interrupting irradiations at regular intervals of time
(Fig. 1). The reaction rates have been calculated
from the plots of absorbance versus time using a
computer program. The quantum yields have been
calculated from the initial rates of oxidation of
curcumin and light intensity at 254 nm. This is the
wavelength at which peroxydisulphate is activated
to radical reac-tions. The light intensity at 254 nm
was measured by peroxydisulphate actinometry.
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Fig. 1. Absorption spectra of photooxidation of curcumin
in the presence of peroxydisulphate at different
irradiation times. [curcumin] = 5.00x10° mol-dm*,
[PDS] =2.00x10* mol-dm*. Light intensity = 2.16x10"
photons's ', water-acetonitrile = 1:3 (v/v)

RESULTS AND DISCUSSION

Photooxidation of curcumin in presence of per-
oxydisulphate in aqueous-acetonitrile solution has
been carried out in a quantum yield reactor using a
high pressure mercury vapour lamp. The initial rates
of oxidation of curcumin were measured under dif-

ferent experimental conditions. The reaction rates of
photooxidation of curcumin by peroxydisulphate
were found to increase with increase in [PDS],
[curcumin] and light intensity. The reaction order in
[PDS] and [curcumin] was found to be fractional.
The quantum yields were calculated from the initial
rates of oxidation of curcumin and light intensity ab-
sorbed by peroxydisulphate at 254 nm. The quantum
yields of the reaction have been found to depend on
[curcumin] and to be independent of [PDS] and light
intensity (Table 1).

Jovanovic et al. [8] have studied by laser flash
photolysis and pulse radiolysis, the reactions of cur-
cumin with methyl radical and tert-butoxyl radical
in acidic, neutral as well as in alkaline media. Their
results clearly indicate that the H-atom donation is
the preferred reaction of curcumin at pH < 7 and in
nonprotic solvents. Curcumin undergoes proton-
transfer equilibria with pK,; = 8.55 and pK,, = 10.41.
The ionized curcumin is more water soluble and it is
expected to be a better electron donor than the un-
ionized form. On the other hand unionized curcumin
may exist in the keto form and this form predo-
minates in acidic and neutral aqueous solutions. In
the keto form of curcumin, heptadienone linkage
between the two methoxy phenol rings contains a
highly activated carbon atom. It is obvious that the
C-H bonds on this carbon should be very weak, due
to delocalization of the unpaired electron on the
adjacent oxygens, the radical formed by hydrogen
atom donation may take the following resonance
structures:

| l . /\\\/L\ a/b‘\

Q 0 / . i
A~AA A L
G 7 \ = E/L/\

It is therefore suggested that the central —CH,—
group can serve as an H-atom donor in curcumin
oxidations in acidic medium.

It is conceivable that in the present reaction
system, sulphate radical anions generated in the
initiation step, react with curcumin forming cur-
cumin radicals. These radicals are formed by an H-
atom donation by curcumin to sulphate radical
anion. Spectral measurements have shown that cur-
cumin absorbs substantially at 254 nm and the molar
absorption coefficient has been found to be 10255
dm’mol *cm™ at this wavelength. It is therefore
possible that in the present reaction system there
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exists a competition between peroxydisulphate and
curcumin for light absorption at 254 nm. As no
photochemical change occurs in curcumin in the
absence of peroxydisulphate, it is postulated that the
photoexcited curcumin molecule transfers its energy
to peroxydisulphate in a fast step and as a result
peroxydisulphate becomes activated leading to the
generation of sulphate radical anions.

Table 1. Effect of [PDS], [curcumin] and light intensity
on the rates and quantum yields of oxidation of curcumin
by sulphate radical anion SO4* in aqueous-acetonitrile
solution 1:3 (v/v). pH="7.5, T=300 K.

[PDS]*10* [curcumin]x10° intensityx10 "> Ratex10® ¢

mol-dm™ mol-dm™ photons s mol-dm s’
2.00 5.00 2.16 290 262
4.00 5.00 2.16 5.58 2.58
8.00 5.00 2.16 9.00  2.08
10.00 5.00 2.16 10.1 2.00
4.00 2.00 2.16 400  0.752
4.00 1.00 2.16 236 0.230
4.00 0.500 2.16 1.53  0.080
4.00 0.100 2.16 034  0.005
5.00 5.00 2.16 6.74 245
5.00 5.00 2.55 8.13 2.55
5.00 5.00 3.14 10.8 2.70

The increase in quantum yield with increase in
[curcumin] also supports this contention. It is likely
that the excited state of curcumin is a triplet state as
observed in the study of curcumin derived transients
by Gorman et al. [9] who observed that laser exci-
tation of curcumin led to the formation of triplet
state with a life time of 1.5 ps. The quantum yield

has been calculated using the intensity of light
absorbed by peroxydisulphate at 254 nm.

In view of the above discussion, the mechanism
of photooxidation of curcumin in the presence of
peroxydisulphate may be described by the following
scheme:

8,04

SO,

curcumin curcumin®

curcumin®* + 82032‘

curcumin  + 280,
curcumin + SO4” [complex]

[complex]

curcumin® + HSOy

2 curcumin * Dimer of curcumin

The curcumin radical is formed as a transient by
the hydrogen atom donation from the central -CH,-
group of curcumin to SO4" . The curcumin radicals
further combines leading to the formation of dimer.
The above proposed reaction scheme receives sup-
port from spectroscopic data. The formation of dimer
as the product receives support from UV-visible
spectrum of the product and also from mass spectral
data of the product. The UV-visible spectrum of the
product dimer is similar to the one reported by
Masuda et al. [10]. Formation of cur-cumin dimer is
further supported by mass spectral data evidencing
the molecular ion with m/z value of 734 (Fig. 2).
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Fig. 2. Mass spectra of curcumin dimer.
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KNHETHUKA 1 MEXAHU3BM HA OKHMCJIEHUME HA KYPKYMUH CbC CYJIOATEH
AHVOH-PAJIMKAJI BEB BOAEH PA3TBOP HA ALIETOHUTPUJI

C. C. Munynxyna', A. Myngpa™*

! enapmamenm no xumus, Yuusepcumem na Ocmanus, Xaiioepabao 500 007, Hnous
? Tenapmamenm no xumus, Konexe no nayxu 3a dokmopanmu, Caiigpabao,
Yuueepcumem na Ocmanus, Xauioepabao 500 004, Hnous

IMocthnuna Ha 23 rouu 1009 r.
(Pe3rome)

IIpoBeneHo e QoTookucieHne Ha KypKyMHH B npuchkcTBHe Ha nepokcumucyndar (IIJC) BsB BojeH pa3TBOp Ha
aneroHuTpwa 1ipu pH 7.5 B peakTop 3a n3ciieBaHe Ha KBAHTOBUSI JOOWB C M3ITOJI3BaHE HA JIaMIIa C BUCOKO HAIATAHE Ha
JKUBauHU Mapu. Peakiuurte ca m3cienBaHH upe3 mM3MepBaHe Ha abcopOmmsara mpu 420 nm. Hagamaure ckopocTtu ca
W3YMCIIEHH C TOMOIITa HAa KOMITIOTBpPHA mporpama Mukpokan OpHIKMH OT 3aBUCHMOCTHTE abcopOims-BpeMe Ha
peakuus. HamepeHo e, 4ye ckopocTHTe Ha ()OTOOKHCIEHHE Ha KYpPKyMUH C IEpOKCHUIUCYIdaT ce yBeaudaBaT C
yBennuyaBaHe Ha KoHmeHTpanuutre Ha IIJIC, Ha KypKyMHH M WHTGH3UTETa Ha CBETJIMHATA. 3aBHCHUMOCTHUTE
log(ckopoct)-log[IIZIC] u log(ckopoct)-log[kypkyMHH] ca JMHEHHH C HAaKIOH NO-MalbK OT €AMHMLA W IOKa3BaT
JIpoOeH NMOpsIbK Ha 3aBUCUMOCTTA Ha CKOpocTTa oT KoHueHTpauusra Ha [1[JC n ot KoHIeHTpauusaTa Ha KypkymuH. Ha
OCHOB2 Ha EKCIIEPUMEHTAJIHUTE pEe3yJTaTd M aHaliu3a Ha NPOJAYKTHTE € MpEAJOKEH BEpOsSTeH MeXaHH3bM Ha
peakuusTa.
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The effect of preliminary removal of silica from raw material was studied as well as that of the use of a new
activating agent (carbamide) on the properties of porous carbonaceous material, obtained by chemical activation of rice
husks. Two different approaches have been applied to prepare the porous carbonaceous material of low-ash content
below 1% and specific surface area above 1000 m*g'. The first one consists in pyrolysis of rice husks at 450°C with
consecutive removal of silica with hydrofluoric acid and chemical activation at 700°C (series of samples 1S). The
second approach consists in removal of silica from the raw material — rice husks with a consecutive intermediate step of
pyrolysis at 450°C and chemical activation at 700°C (series of samples 2S). Carbamide, NaOH and ZnCl, have been
used as activating agents.

It was established that the sequence of treatment of the rice husks influences the value of the specific surface area of
the two precursors: 495 mz-g’1 (for the series 1S) and 105 m2~g’1 (for the series 2S) and the specific surface area of the
final product depends on the kind of the applied activating agent. The samples of carbonaceous material activated using
carbamide possess specific surface areas of 1259 m*g ' and 1229 m*g ', respectively, ash contents — 0.88% and 1.5%,
iodine adsorption capacity — 1133 mgJ,'g ' and 983 mgJ,'g ™" and total pore volumes 0.81 cm®*g ' and 0.70 cm®g .

Due to their high specific surface areas and low ash contents the carbonaceous materials, prepared by us, can be
investigated as adsorbents, catalyst supports, active materials for electrochemical power sources, including in super

capacitors and etc.

Key words: porous carbon; rice husk; activation; carbamide; surface area

INTRODUCTION

Among the adsorption materials, porous carbons
can be widely used as industrial adsorbents for
separation, purification, and recovery processes due
to their large surface area and porosity [1-3]. Recent
applications using porous carbons as an electrode
material for electric double layer capacitors or super-
capacitors have inspired intensive research work
worldwide focused on their porous structures and
electrochemical behaviour [4-7]. Various carbon-
containing raw materials have been used to prepare
active carbons. Special attention is paid to the
processing of agricultural wastes to active carbon
materials [8—10].

Several series of hard carbons, used as anodes of
lithium-ion batteries, have been prepared by pyro-
lysis of natural or agricultural precursors such as
sugar [11-13], cotton [14] and coffee beans [15].
Among these, the rice husks occupy a special posi-
tion, due to their high ash content. The composition

* To whom all correspondence should be sent:
E-mail: snejanka.uzunova@gmail.com
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of the rice husks depends on the kind of agrotech-
nical activities, the soil and the climatic conditions,
in the region where the rice is grown. The chemical
analyses indicate that rice husks consist of lignin,
cellulose and hemi cellulose. The latter is a mixture
of D-xylose, L-arabinose, methylglucoronic acid
and D-galactose. What is characteristic of rice is the
fact that its metabolism is connected with extraction
from the soil and accumulation of amorphous SiO,,
mainly in the external epidermis layer of the rice
husk. Its content varies from 15 up to 22% [16, 17].

Rice husk is a by-product of the rice milling
industry and it accounts for about 20% of the whole
rice grain. The amount of rice husk was estimated to
be approximately 500 millions of tons in developing
countries [18]. In Bulgaria, the annual production of
rice exceeds 28000 tons. The processing of this
renewable waste into products valuable for the
practice will have a double sided effect — both for
the economy and for the ecology.

The initial raw material for preparing carbon-
aceous material in the present work was rice husks
from the Pazardzhik region (harvested in 2008). The

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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basic requirements to active carbon materials used
in electrochemical power sources, including lithium-
ion accumulators and super-capacitors, are the high
specific surface area, low ash content and optimum
porosity [19, 20]. It is known that the specific
surface area, the porosity and the ash content in the
active carbon material depend on the composition
and properties of the precursor materials and on the
method of activation. Two general methods are used
for the preparation of activated carbon [21, 22]. The
first one, the physical activation, consists in heating
at a high temperature in the presence of a charcoal
gasification reactant (H,O or CO,). The other
method, chemical activation, consists of heating at a
relatively lower temperature with the addition of a
dehydration agent (e.g., H;PO,4, ZnCl,). Nowadays,
there is a great interest in the alkali hydroxide
activation process for the production of activated
carbons [23]. The application of these activating
agents to the preparation of carbon materials from
rice husks leads to the obtaining of final products
having high ash content, which is connected both
with the chemistry of the process of activation and
with the high ash content of the rice husks [24, 25].
Most of the authors, who have published results of
their studies on the preparation of carbon materials
of high specific surface area from rice husks, do not
discuss the problem of the ash content in the raw
material and in the final product [26]. Some of the
authors have shown that micro quantities of silica in
the carbon material influence favourably in case of
using it into electrochemical power sources [27, 28].

With purpose to prepare a low ash content
porous carbonaceous material, we removed in
advance the main inorganic component of the rice
husk composition. The removal of silica was carried
out by treatment with hydrofluoric acid. The aim of
the present work was to obtain porous carbon
material with optimal characteristics (high specific
surface area and low ash content) using two
different approaches for processing of the rice husks
and various activating agents. The first approach
consists in the removal of silica from the rice husks
pyrolysed in advance, followed by the consecutive
step of chemical activation (series of samples 1S).
The second approach is based on removal of silica
from the raw rice husks and consecutive steps of
intermediate pyrolysis and chemical activation
(series of samples 2S). The effect of the activating
action of carbamide was studied and compared to
that of some of the most frequently applied sub-
stances for preparing porous carbon by chemical
activation — NaOH and ZnCl, [19, 23].

EXPERIMENTAL

In order to eliminate mechanical admixtures the
rice husks were washed several times with hot water
and dried at 110°C for 2 hours. The intermediate
pyrolysis of the rice husks is carried out in a reactor
at 450°C. The temperature of the furnace was
increased linearly from room temperature up to the
value needed for pyrolysis at a heating rate of 4
deg'min' and temperature retention for 3 hours. The
time interval, within which the temperature was
maintained constant, is defined as “time of pyro-
lysis”. The sample was taken out after cooling first
the oven down to room temperature (samples 1S1
and 2S2).

The removal of SiO, was accomplished by treat-
ment of the rice husks with 40% HF acid and
washing with deionized water to reach pH 6.5
(samples 1S2 and 2S1). The process of activation
was carried out by preliminary treatment of the
precursors 1S2 and 2S2 with the activating agent at
a ratio C:activator equal to 1:5 for (NH,),CO and
ZnCl, and 1:4 for NaOH. The samples, prepared in
this way, were carbonized in the absence of air at a
temperature of 700°C in the course of 1 hour.

The samples 1S3 and 2S3 were obtained using
activator urea, the samples 1S4 and 2S4 — with
activator NaOH and the samples 1S5 and 2S5 with
activator ZnCl,. After cooling the samples 1S4 and
2S4 were washed with hot deionized water to reach
pH 6.5 and then dried at 110°C. Aiming at removal
of the ash residual the samples 1S5 and 2S5 were
treated with hydrochloric acid (1:1) in hot state,
upon refluxing for 1 hour. After removal of the acid,
the samples were washed with hot deionized water
to reach pH 6.5 and dried at 110°C.

The phase composition was determined by a
Philips ADP 15 diffractometer using CuK, radia-
tion. The infrared spectra were recorded on a
Nicolet-320 FTIR spectrometer in a tablet of KBr.
The measurement of the specific surface area by the
BET method was carried out on an Area Meter,
Strolein apparatus. The porous structure of the
samples was measured by mercury intrusion poro-
simetry. The measurements were perfomed with an
apparatus AutoPore 9200, MICROMERITICS. The
thermal analysis was carried out on a SETARAM
Labsys Evo apparatus in a corundum crucible at a
heating rate of 10 deg-min "' in air medium.

Carbon and hydrogen amounts in raw rise husks
were determined by the so-called high-speed
method of analysis. The method consists in burning
of the sample into an oxygen flow. The semi-
quantitative atomic emission spectral analysis with
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excitation in direct current arch was accomplished
on a spectrograph PGS, Germany. The admixtures
of alkali elements and iron in the rice husks were
determined by flame atomic absorption spectrometer
SOLAR M5, Thermo. The ash content in the carbon
materials was determined based on the Bulgarian
standard method [29]. The iodine adsorption capa-
city was determined by titration of the residual
solution of 10 ml with 0.1 N Na,S,0; in the pre-
sence of 1 ml of 1% starch solution as an indicator.
The iodine adsorption capacity was determined based
on the adsorbed iodine per mass unit of the
adsorbent at the residual iodine concentration of
0.02 N [30].

RESULTS AND DISCUSSION

The complex thermal analysis (DTA, TG) Fig. 1
reveals the occurrence of an endothermal process up
to 120°C, connected with the liberation of moisture
from the rice husks, amounting to 5%. The
exothermal process, which takes place within the
interval 260—-493°C, is characterized by a maximum
at 348°C, which 1is associated with thermal
degradation of the organic components included in
the the rice husks and transformation of the lignin
cellulose material into carbon. There follows
combustion of the carbon residue and this process is
reflected in the curve by a maximum am 454°C.

The ash content in the carbon material depends
on the quantity of inorganic admixtures in the initial
raw material and on the way of activation of the
material. The quantity of ash in the rice husks, used
by us, amounts to 21% and as it can be seen from
the data listed below, the ash contains also some
other inorganic substances, in addition to the silica.
The organic elemental analysis carried out reveals
composition of the rice husks as shown on Table 1.
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According to these data, the organic component in
the rice husks amounts to about 79%.

The semi-quantitative composition of the initial
raw material was determined by emission spectral
analysis (Table 2a). The quantity of the admixtures
of sodium, potassium and iron in the rice husks was
evaluated by atomic absorption analysis (Table 2b).
The specific surface area of the raw rice husks,
determined by the B.E.T. method is about 4 m*g .

Figures 2a and 2b represent the data of the IR-
spectroscopy analysis of the raw rice husks and the
series of samples 1S (a) and 2S (b). The observed
absorption bands in the spectrum of the 2S1 (Fig.
2b) reflect the changes, occurring in the phase
composition of the rice husks as a consequence of
their treatment with HF acid. Although it is a weak
acid, the hydrofluoric acid causes partial hydrolysis
of the lignin-cellulose material, building up the rice
husks. In parallel to this process, the acid interacts
actively with the silica, whose amount in the rice
husks, used by us, amounts to 21%.

Table 1. Elemental organic analysis of raw rice husks.

Sample, H,0, CO,, H, C, Residue,
mg mg mg % % mg
5.980 2350  8.600  4.305  38.400 1.270

Table 2a. Amount of some metallic ingredients as oxides
in raw rice husk.

Ca, pgg' Mn, pgg' Mg pgg' Zn, pgg' Cu, pgg'

< 1x10? nx10! nx10! <1x10'  ~1x10'

Table 2b. Amount of alkali and iron in raw rice husk.

Element Quantity, pg-g
Na 370+ 10
K 580+ 10
Fe 330+ 10

G,=10,3155 mg
G,=2,2883 mg

Total deg.decomp.,a=79 m.%
Moisture ~ 5 m.%

Mass loss, mg

T T T T T T T T 1
200 400 600 800 1000

Temperature, °c

Fig. 1. Thermal analysis (DTA and TG) of raw rice husks.
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Fig. 2a, b. IR absorption spectra of raw rice husks (RH) and series of samples 1S (a) and 2S (b).

The bands in the interval 1350—-1480 cm ' can be
attributed to be specific features, connected with the
hydrocarbon structure of the rice husks. The
absorption bands at 1733 and 1635 cm ™', as well as
the one at 1512 cm ', are due to stretching vibrations
of the double bond C=0O in the structure of the
lignin-cellulose material. The absorption at 1425
and 1454 cm ' is connected with bending vibrations
of the bond C=0 in the carboxylic groups, which
depend on the presence of a metallic ion in the
compound.

The presence of hydrated SiO; in the structure of
the rice husks is proved by the bands in the low
wavelength region of the spectrum (470-790 cm ),
as well as by the intensive band at 1089 cm ™' with
shoulders at 1159 and 1208 cm™'. These are bands,
typical of the two low-temperature forms of SiO, —
tridymite and crystobalite [31].

The extraction of SiO, as a result of its inter-
action with HF acid leads to change in the IR-

spectrum of the rice husks. This fact can be
explained by partial hydrolysis of the lignin-cellu-
lose material, as well as by processes of destruction,
associated with the extraction of biogenic SiO,. Its
reaction with HF leads to disruption of its bonds
with monosaccharides included in the composition
of the rice husks. The basic bands of the two
modifications of silica are missing in the spectrum
of the acid treated material. The evidence for the
Si0O, still present in the structure of ash-purified
material are the bands at 1038 cm', attributed to
elastic vibrations of the bond Si—O-C [32, 33], the
one at 1456 cm™', due to vibrations of the bond C=0
in the carboxyl groups, depending on the presence
of Si, as well as the band at 1158 ¢cm ', connected
with the asymmetric vibrations of the siloxane bond
Si—O-Si. In the spectrum of the rice husks, treated
with hydrofluoric acid, there appears a new absorp-
tion band at 895 cm ', associated with, as well as the
wide band at 1652 cm ', with stretching mode of the
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bonds C-O-H and C=0O of the acid-hydrolysed
hydrocarbon composition of the material. The weak
band at 1271 cm ' is also connected with the C=0
bond vibrations. The wide band with a maximum at
2924 ¢cm™' and a shoulder at 2867 ¢cm ', which are
present also in the spectrum of the raw rice husks,
are connected with the methyl groups included in
the composition of the husks. The hydroxyl groups
of the structure of polysaccharides and lignin, as
well as those of the chemisorbed water, are
associated with the wide band at 3445 cm .

The pyrolysis of the sample 2S1 implies thermal
destruction of a large part of the lignin-cellulose
material, which results in increase of the
concentration of the SiO, remaining in the structure
of the rice husks. As a consequence of this, there
appear bands in the low wavelength region of the
IR-spectrum, which are characteristic of crysto-
balite. The shape of the wide band in the region
1000-1200 cm' is changed. Among the group of
bands, characteristic of the raw rice husks, again the
one at 1383 cm ' appears, connected with the
presence of —CHj3 groups. The presence of —CH, and
—CH; groups in the composition of pyrolysed
material is associated with the band at 1449 cm'.
Other absorption bands are also observed, charact-
eristic of the acid-treated material.

The comparison of the spectra of the activated
products with the spectrum of the precursor (2S2)
shows that whatever the kind of the activating agent
is and in spite of the increase of the temperature of
calcination no changes occur in the phase compo-
sition of the material. This shows that the preli-
minary pyrolysis of the rice husks at 450°C involves
the building of a stable phase structure. The
application of activating agents leads only to change
in the value of the specific surface area and in the
porous structure of the carbonaceous material.

The thermal destruction of rice husks at 450°C
(sample 1S1, Fig. 2a) leads to change in the phase
composition of the material. The group of bands in
the interval 1350-1730 cm ' characteristic of the
raw rice husks disappears. Other absorption bands
appear having maxima at 1383, 1454 u 1626 cm .
The strongest band in the spectrum of raw rice
husks with a maximum at 1089 cm™ decreases its
intensity in the spectrum of the pyrolysed husks as a
consequence of the destruction of the hydrocarbon
component. In principle this band is typical of
tridymite, but it is also connected with vibrations of
the C-OH bond and it is characteristic of the C—O-C
type of structure of the material.

The treatment of the 1S1 sample with HF acid
leads to removal of SiO, from the composition of
the material, but it does not eliminate the other
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inorganic compounds. Some weak bands are still
observed in the spectrum of the sample 1S2 in the
low wavelength region, accounting for the presence
of Me—O bonds. Fig. 3a, 3b represents the XRD
patterns of raw rice husks and those of the sample
series 1S (3a) and 2S (3b).

The XRD data are typical of lignin-cellulose
material (RH). The double diffraction maximum
reveals the presence of cellulose, while the broad-
ening of the peak is connected with the lignin
component and with the hydrated amorphous silica,
contained in the rice husks [33, 34].

In the XRD patterns of the precursors 1S2, 1S2,
as well as in those of the activated materials two
widely stretching peaks are observed — at about 24°
and at 42.8°. The broad peak at 20 value of 24° is
representing the (002) graphite basal plane. The
weaker broad peak at 43° indicates that the (100)
and (101) peaks have merged to yield a single
reflection demonstrating a relatively higher degree
of randomness in the materials. In the pattern of 2S2
precursor the second peak is not so well defined as
in the activated materials 2S3, 2S4 and 2S5. Most
probably this peak correlates with the greater
activated surface of the carbon materials. In the
cases of the samples 2S2 and 2S3 the presence of
elemental silicon is observed. This can be explained
by the nature of the starting material as well as by
the conditions of preparation of the sample 2S3.

The change in the value of the specific surface
area, the sorption capacity with respect to iodine, the
ash content and the pore volume in the process of
treatment and activation of the rice husks are
represented in Table 3.

Depending on the sequence of the treatment
steps of the rice husks precursors are obtained
having different specific surface area: 495 m”g"
(1S2), in the cases when the pyrolysis is carried out
before the treatment with HF acid and 105 m*g
(2S2), when the HF acid treatment precedes the
pyrolysis. After elimination of the silica the specific
surface area of the rice husks grows up to seven
times higher value and after the pyrolysis — up to
twenty times higher. The activation with carbamide,
NaOH and ZnCl, results in an increase of the
specific surface area up to thirteen times. The
highest specific surface area was displayed by the
samples, obtained by activation with carbamide and
NaOH. The materials activated with carbamide, 2S3
and 1S3, have low ash content. This is due to the
fact that the carbamide is decomposed without
leaving any residual at the temperature of activation.
Moreover, the carbamide is often used in its quality
of pyrogenic agent in the case of preparation of
substances with a definite morphology [36].
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Fig. 3. XRD pattern of raw rice husk (RH) and of the samples 1S (a) and 2S (b).

Table 3. The pore volume, ash content, B.E.T. surface area and adsorption capacities of 2S and 1S series.

1

Sample Treatment Specific surface ~ Adsorption Ash Pore volume, cm’g"
code conditions area, ;3.]_31.T., capacit}/l, content, Micro Meso Macro Total
m-g mgl, g %

1S1 Pyrolysis 70 115 44 - - - -
1S2 Desilicification 495 544 0.46 - - - -
1S3 Activation with urea 1229 983 1.5 0.44 0.03 0.23 0.70
1S4 Activation with NaOH 1264 1028 18 0.62 0.08 0.04 0.74
1S5 Activation with ZnCl, 1206 1085 2.0 0.34 0.27 0.12 0.73
281 Desilicification 5 - 0.34 - - - -
282 Pyrolysis 105 120 0.84 - - - -
283 Activation with urea 1259 1113 0.88 0.48 0.06 0.27 0.81
284 Activation with NaOH 1273 1018 20 0.60 0.11 0.08 0.79
2S5 Activation with ZnCl, 888 844 4.8 0.24 0.31 0.13 0.68

It is known that the carbonization at higher
temperature leads to formation of less stable and
inactive carbon structure, which is connected with
the presence of small quantities of oxygen-
containing groups, due to which the materials have
low porosity [26].

The probable mechanism of activation of the
carbon material is associated with the interaction of
carbamide with the OH and COOH groups, where-
upon the -NHCONH, and the —CONHCONH,
groups are being obtained. The latter groups at a
temperature of 700°C and in the absence of air

decompose into NH; and CO,. Thereupon part of
the nitrogen of the carbamide can be included in the
structure of the carbon, forming the so called diazo
groups (-N=N-). A more detailed insight into the
mechanism of activation of the pyrolysed carbon
material with carbamide (with removal of the ash in
advance) will be the subject of our future investi-
gation.

The higher ash content of the samples, obtained
using sodium hydroxide (S4), is connected with the
specific mechanism of activation in this case. The
carboxylic acids and methoxy phenols, obtained
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during the preliminary pyrolysis of the rice husks,
interact with NaOH whereupon the respective
sodium salts are being obtained. It is also possible
that a reaction is occurring between the alkaline
base and the silica that still remains in the material.

The decrease in the ash content of the samples,
obtained using ZnCl, after their treatment with
hydrochloric acid (S5), shows that in the process of
activation the zinc chloride in its quality of Lewis
acid probably plays the role of a catalyst.

The experimental results prove that the sequence
of the treatment steps of the rice husks does not
affect the value of the specific surface area of the
samples, prepared by activation with carbamide and
NaOH, while the area of the samples, obtained by
activation with ZnCl, depends on the treatments
steps sequence. This effect is probably due to
differences in the mechanism of activation when
using different substances [37].

The sorption capacity of the carbon materials
with respect to iodine grows up with the increase of
the BET specific surface area in a way, which is not
proportional. The obtained results can be explained
based on a decrease in the pore radius with the
increase of the specific surface area. Taking into
account the fact that the area, occupied by the
adsorbed nitrogen molecule (16.2 A?), is smaller
than the area, occupied by the iodine molecule (27.0
+ 10 A®) and that the diameters of the pores of the
carbon materials for adsorption of the two mole-
cules are greater than 0.4 and 0.6 nm respectively,
then we can state that with the increase of the
specific surface area the number of micropores with
dia-meter below 0.6 nm is increased too.

The total pore volume of the obtained carbon
materials varies from 0.68 up to 0.81 cm’-g ™' and it
grows up with the increase of the specific surface
area. The greater volume of the macropores of the
materials, activated with carbamide, is connected
with the more intensive gas evolution in the case of
using this activating agent.

The obtained results have practical importance in
view of selecting the appropriate activating agent for
synthesis of carbonaceous materials with variety of
morphology, which can find a different usage in the
practice.

CONCLUSION

The results of the investigation carried out show
the effect of preliminary removal of silica and the
use of urea as activating agent on the specific
surface area and on the ash content of porous carbon
materials, obtained from rice husks. The sequence of
the treatment steps of rice husks influences con-
siderably the value of the specific surface area of the
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precursors. In the cases of applying carbamide and
NaOH as activating agents, the treatment sequence
does not affect the surface area of the final product.
Some influence on the value of this parameter is
observed only in the case of using ZnCl, as activ-
ating agent.

The samples of carbon material, activated with
carbamide, possess the highest specific surface area
— 1259 m*g " and 1229 m*g', the lowest ash con-
tent — below 2%, iodine adsorption capacity 1133
mgly-g and 983 mgl,g ' and total pore volume is
0.81cm’g” and 0.70 cm’g .

The carbon materials, activated with carbamide,
have larger volume of macropores in comparison to
the rest of the carbon materials, due to intensive
evolution of gas during the decomposition of carb-
amide in the course of activation treatment.

In view of the high specific surface area and the
low ash content, the carbon materials, prepared by
us, can find a practical application in all fields in
which active carbons are used. It is clear that a
practical application is a subject of thorough investi-
gations for every specific case of usage of these
materials.
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[NIOJIVHABAHE HA HUCKOIIEIIEJIEH ITOPECT BBIJIEPOJJEH MATEPUAJI
OT OPU30BU JIXOCIIA

C. A.YSYHOBal*, . M. YSYHOBZ, C. B. Bacwier’, A. K. AneKcaHupOBa3, C.T. Craiikos', . b. Amnrenosa’

! Xumurxomexnonoauuen u memanypeuuen ynusepcumem, 6yn. ,, Knumenm Oxpudcku“ Ne 8, 1756 Cogus
? Unemumym no obwa u neopeanuyna xumus, Bvreapcka akademus na naykume,
ya. ,,Axao. I'. bonueg*, on. 11, 1113 Cogpus
S Hnemumym no enexmpoxumus u enepeutinu cucmemu, Bvieapceka akademus na naykume,
ya. ,,Akao. I'. Bonueg*, 61. 10, 1113 Cogus

[ocTpnuna Ha 22 maii 2009 r.; Ilpepabotena Ha 18 nexemspu 2009 1.
(Pesrome)

W3zcnenBaHo € BIUSHAETO HA IPEIBAPUTEIHOTO OTCTPAHSIBAHE HA CHIIMIMEBHS AMOKCHI OT M3XOJHATA CYpPOBHHA U
W3I0JI3BAaHETO HAa HOB aKTHBHUpALl areHT (kapOaMum) BBPXY CBOMCTBAaTa Ha MOPECT BBIVICPOAEH MAaTepHall, MOJNy4eH
Ype3 XMMUYHO aKTHBUPAHE HAa OPHU30BH JIIOCHH. V3MOn3BaHM ca [1Ba Pa3iMYHM MOAXO/a 3a IMOITydYaBaHE HA MOPECT
BBIVIEPO/ICH MaTepuall C HUCKO TENesHo Chabpikanue, non 1% u cneunduyuna nopbpxuoct Hajx 1000 mz-g’l. IIepBusT
Cce ChCTOM B MUPOJM3 Ha opu3oBU jrocnu npu 450°C ¢ mocnenBamio OTCTpaHsIBaHE HA CHJIMLIMEBUS JTUOKCHU C
(ypoBoiopoiHa KuceanHa U xumudecka aktuBauus npu 700°C (cepust npobu 1S). Bropusar — B orcrpaHsiBaHe Ha
CIJIMIIMEBHS TUOKCHJA OT CypOBHTE OPH30BM JIOCIH C TOCHEABAIa MeXAuWHHa nuponusa npu 450°C u xumuuecka
axtuBanus npu 700°C (cepust npo6u 2S). KaTto aktuBupany arenru 0sxa uznonssanu kapoamun, NaOH u ZnCl,.

YcraHoBeHO Oe, 4Ye IOCIIEAOBATEIHOCTTa HAa 0OpadOTKa Ha OPHM30BUTE JIIOCIM BIMAE BBPXY crenupuyHara
NOBBPXHOCT Ha JBaTa mpekypcopa: 495 m*g ' (3a cepus 1S) u 105 m™g ' (3a cepus 2S) u crenupHUHATA TOBHPXHOCT
Ha KpailHWS NPOJYKT B 3aBHCHMOCT OT BHJA Ha W3IMOJ3BaHMS aKTHBUpAI areHT. [Ipodure OT BBIVIEpOJAEH Marepual
aKTUBHMPAHN C KapOaMUJ MPUTEXABaT CHOTBETHO: cremuduuna mobpxHOCT 1259 m>g ' u 1229 m*g™'; memenHo
chappkanne 0.88% u 1.5%; copbumonen kamamuteT Ha J, 1133 mgl,-g ' u 983 mgl,-g'; 06m oGem Ha mopute 0.81
em’g ' 10.70 cm*g .

Ilopaau BucokaTa cu crienU(UYHA MOBBPXHOCT W HHUCKO IENEeTHO ChAbp)KaHUE NOJIYYCHUTE OT HAaC BBIVICPOAHH
MaTepHalyd MOraT Aa Ce M3CIEIBAT KaTo aJCOpOEHTH, HOCHTENIN Ha KaTaln3aTopH, aKTUBHH MaTEpHAIN 3a EIEKTpPO-

XUMUYHU U3TOYHUILIM HA TOK, BKIIFOYUTCIIHO U B CYIICPKOHACH3ATOPH.
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The ionic (J;) and electronic (J) current components of the total current density through the (+)Nb/Nb,Os/elec-
trolyte systems as well as the total current density are calculated using the respective expressions describing the
dependence of current on field strength. The areas of electronic, mixed and ionic conductivity during the anodic film
growth of (+)Nb/Nb,Os/electrolyte system are determined. The current efficiency during the anodic film growth is
calculated and it is presented as a function of the total current density as well. A dependence of the areas of mixed
conductivity and of current efficiency on the nature of the electrolyte solution is found out.

Key words: anodic Nb,Os film, electric conductivity, current efficiency.

INTRODUCTION

The current (J) that flows in (+)metal/anodic
oxide film/electrolyte systems consists of three com-
ponents: J = J; + J. + Jg. The ionic current (J;)
causes the growth of the anodic film by migration of
ions (metal and oxygen containing ones) under the
influence of the electric field applied. The electronic
current (J.) through the anodic oxide has no effect
on the film growth. The dissolution current is negli-
gible (Jgs = 0) upon anodization in electrolytes not
dissolving the film. In all cases, the ionic conducti-
vity is investigated at high current densities (at very
high field strengths, respectively). Under these con-
ditions, validation of the so called high field ap-
proximation takes place. Moreover, the electronic
current density in this case is very low, hence the
total current is equal to the ionic one (J = J)).

The dependence of the ionic current on the elec-
tric field strength Ji(E)r is described by the Gunter-
Schultze-Betz equation [1, 2]:

J; = Ag.exp(BgE)r , (D

where A and Bg are constants depending on the
metal (oxide) nature and on the temperature.

The electronic conductivity is studied usually
during anodic polarization of already formed oxide
films at potentials lower than the formation voltage,
i.e. at comparatively low field strengths. Under such
conditions the following empirical equation for the
Jo(E)r-dependence has been found [3]:

Je = te.exp(BE")r, 2

* To whom all correspondence should be sent:
E-mail: assen@uctm.edu
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where a. and f. are constants depending on the
nature of contact electrolyte and on the temperature.
Different models [4] have been proposed to explain
the mechanisms of the electronic conductivity
(Schottky emission, Poole-Frenkel effect, Fowler-
Nordheim tunneling). Only the Christov’s model [5]
explains a dependence of J. on the nature and con-
centration of the contact electrolyte. In this model,
the electrolyte was considered as a semiconductor
and redox couples in it were assumed to play the role
of electron donors.

In this work field strength areas of ionic, elec-
tronic and mixed conductivity and current efficiency
are determined for the system (+)Nb/Nb,Os/elec-
trolyte.

RESULTS AND DISSCUSION

Numerous data both for the ionic and for elec-
tronic conductivity in the (+)Nb/Nb,Os/electrolyte
system have been reported in the literature [6-9].
The values of the constants in Eqn. (1) have been
determined for ionic current during anodization of
niobium [7]. The ionic current does not depend on
the electrolyte nature. On the contrary, the electronic
current depends on the nature of electrolyte and its
concentration [6]. Same dependence has been found
recently by Ono et al. [8] for the leakage current,
which varies tenfold within pH 1.6—10 range during
lower-voltage anodic polarization of anodized Nb in
aqueous solutions with different concentration ratios
of phosphoric acid and ammonia. The electronic
current in the respective system has been measured
[6] after anodic film formation using different con-
tact electrolytes. Two contact electrolytes have been
implemented, i.e. aqueous borate electrolyte (ABE)

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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having pH 6 and non-aqueous ammonium salycilate
in dimethylformamide (AS/DMF). Two concentra-
tions of AS/DMF have been used during measure-
ments as well. The values of the constants in Eqns.
(1) and (2) determined at 293 K are given in Table 1.

Table 1. Values of the constants in Eqns. (1) and (2).

System (+)Nb/Nb,Os/electrolyte
Ionic current (Eqn. (1))

Electronic current (Eqn. (2))

Ag, Bg, Electrolyte O, Do,
A-cm™ cm'V! A-cm?  cm!?Vv 1?2
ABE[6]  3.10x10”° 3.07x107°
. _ 0.1 M 1.10x107° 2.74x107
1.00x1072  3.40x10°°
7] 7] AS/DMF [6]
0.6 M 1.90x107° 2.83x107

AS/DMF [6]

The ionic and electronic current densities are cal-
culated using the values of the constants from Table
1 and they are presented in Fig. 1 as a function of
field strength.

10
1 Electronic current

10 — — (ABE)
E 107 —- = (0.1 MAS/DMF)
< B - (0.6 M AS/DMF)
~ 10
i 4
‘3 10
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Field strength x 10° (V cm™)

Fig. 1. Tonic and electronic current densities vs. field
strength for the system (+)Nb/Nb,Os/electrolyte.

Ikonopisov and Machkova [10] have proposed
that the relation of the ionic to the electronic current
can be used for determining the areas of ionic, elec-
tronic and mixed conductivity. According to their
conclusions, when a certain current component (ionic
or electronic) is fifty times greater than the other, it
could be assumed as a predominant one. In the
range between J. = 50J; and J; = 50J. an area of
mixed conductivity is observed. Since the electronic
current depends on the nature and concentration of
the electrolyte solution, the change of electrolyte is
expected to influence the ranges of conductivity
areas.

The areas of electronic, mixed and ionic conduct-
ivity are outlined for three different contact electro-
lytes. An example for ABE is presented in Fig. 2.

The values of electric field strength limiting the
mixed conductivity area are presented in Table 2.
The table data reveal that the area of mixed con-
ductivity for the system under consideration has the
same value for the three electrolyte solutions. The

electrolyte nature only affects the area’s boundaries
shift.

Mixed

Electronic conductivity lonic

Current component density (A cm‘z)

s f
10 - - -+ lonic current
10° — — - Electronic current
10™ Total current
-11 :
10 J, =50/ ,=50J |
10" :
Il Il Il : 1 1
0 2 4 6 8

Field strength x 10° (\% cm")

Fig. 2. lonic, electronic and total current densities vs.
field strength for the system (+)Nb/Nb,Os/ABE.

Table 2. Electric field boundaries of the conductivity
areas in the system (+)Nb/Nb,Os/electrolyte.

Field strength Ex107%, V-cm™

Electrolyte Electronic Mixed Tonic
conductivity conductivity conductivity
(Je =50J) (Ji = 50J;)
ABE E<2.63 2.63-5.71 E>571
0.1 M AS/DMF E<233 2.33-5.35 E>5235
0.6 M AS/DMF E<2.01 2.01-5.08 E>5.08

The determination of the current efficiency (4)
for three electrolytes can be performed by the fol-
lowing expression:

J.
=— . 3
J +J, ©)

The dependence of current efficiency (1) on the
total current density (J) for the three contact elec-
trolytes is shown in Fig. 3. The results show that the
current efficiency depends on the nature and con-
centration of the contact electrolyte as it is expected
in advance. The results presented allow outlining the
values where the total current (J) is mainly ionic (4
> 98%) and the growth of anodic Nb,Os is efficient.
Moreover, when 4 < 2% J is predominantly elec-
tronic then negligible changes in the oxide thickness
should be expected. The lowest values of the effi-
ciency are those obtained during anodic polarization
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of Nb/Nb,Os in ABE.
100 = A=98 % e
. -~ - P
L 7.7
Ly
80 — ./ )
—_ / * ’ /
g\e - o o /
< Iy
£ st
é r !l ;1 Contact electrolyte
S w0 L /' - — = (ABE)
= I - (0.6 M AS/DMF)
5 K ;! — - = (0.1 M AS/DMF)
= / .o
QO 20 M
i A
J -/ A=2%
0= — =

Total current (A cm’z)

Fig. 3. Current efficiency as a function of total current
density for three contact electrolytes.

CONCLUSION

The determination of ranges of ionic and elec-
tronic conductivity for the (+)Nb/Nb,Os/electrolyte

systems makes possible to define the current ranges
where the anodic film formation is carried out at
high efficiency. Moreover, the ranges of the electric
field (working voltage, respectively), wherein the
electrolyte capacitors are expected to be reliable,
can also be estimated by the method employed.
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30HU HA MOHHA, EJIEKTPOHHA Y CMECEHA TTPOBOJIUMOCT B CUCTEMATA
Nb/Nb,Os/EJIEKTPOJIAT

Kp. A. Tuprunos’, A. C. 3axapues’, A. A. ['uprunos'*

" Kameopa ,, @usuxoxumus “, Xumuxomexnonozuuen u memaiypauien yHugepcumen,
oya. ,, Knumenm Oxpuocku“ Ne 8, 1756 Cogpus
2 Kameopa ,, Xumus “, Texnuuecxu ynueepcumem - Cogpus, oyx. ,, Knumenm Oxpuocku“ Ne 8, 1756 Cogpus

IToctenuna Ha 6 roau 2009 r.

(Pesrome)

Wonnara (J)) u enexTpoHHa (J.) KOMIOHEHTa HA TOKA, KAKTO M TOTaJHATA IUTBTHOCT Ha Toka (J), MpOTHYAIl B
cucremata (+)Nb/Nb,Os/enekTponuT, ca mpecMeTHAaTH Ype3 YPaBHEHHUSATA, OMKMCBAIIN TAXHATA 3aBUCHMOCT OT CHJIaTa
Ha eJeKTpu4yHoTo moje. OmnpeneseHdu ca 30HUTE Ha EJEKTPOHHA, CMECeHa M HOHHA MPOBOAMMOCT IO BpeMe Ha
(dbopmupanero Ha aHogHM OKCHAHH GuiMm B cucremara (+)Nb/Nb,Os/enexrponur. [IpecmerHarata epeKTHBHOCT Ha
TOKa M0 BpEME€ Ha HApaCTBAHCTO HAa aHOJHUTE (l)I/IJ'IMl/I € npe€acraBeHa KaTto (l)yHKLII/Iﬂ OT TOTaJIHAaTa IUITBTHOCT Ha TOKa.
Hamepeno e, 4ye 30HaTa Ha CMeceHa MPOBOIAMMOCT KAaKTO U €(EKTUBHOCTTA HAa TOKA 3aBUCAT OT MpHUpOJaTa U

KOHICHTpalUATa Ha KOHTAKTHUA CJICKTPOJIMIT.
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The adsorption of phenol from aqueous solution on activated carbons, produced from agricultural wastes, was
studied. Production of carbon adsorbents from agricultural wastes (apricot stones, cob-corn and bean pods) for water
treatment is investigated in the paper. Activated carbons (AC) are prepared by pyrolysis of biomass materials in a flow
of steam. It is established that the activated carbon obtained by pyrolysis of apricot stones in the presence of water
vapour shows the highest adsorption capacity — 172 mg/g. The results from the investigation show that the determining

factors for the adsorption of phenol are the porosity parameters.

Key words: agricultural wastes, activated carbon, adsorption, phenol.

INTRODUCTION

Industrial activity is responsible for generating a
large volume of organic compounds, which are often
difficult or sometimes impossible to remove by
conventional biological treatment processes [1].
Phenol is one of the most common organic water
pollutants. Phenol and substituted phenols are toxic
organic pollutants, usually present in industrial
waste waters, especially these from oil refineries,
coal conversion plants, pharmaceuticals, etc., and as
a class of organics they are similar in structure to the
more common herbicides and insecticides, which
can explain the fact that they are resistant to bio-
degradation. In the presence of chlorine in drinking
water, phenols form chlorophenols, that have a
medicinal taste, which is quite objectionable. Phenol
compounds are No 11 in the list of 126 chemicals,
which have been acknowledged as priority pollu-
tants by United Environmental Agency [2, 3]. The
effective removal of these pollutants from waste-
water is a problem of great importance and interest
for the society worldwide. There are many methods
such as catalytic and photocatalytic oxidation [4, 5],
ozonation [6], nanofiltration [7], chlorination [8],
adsorption [9, 10], but among them the most widely
used method is adsorption onto the surface of acti-
vated carbon [10].

Porous carbons have been widely applied in
liquid-phase adsorption, separation and purification
processes. The high cost of commercial activated
carbon has stimulated interest in the examination of
the feasibility of using cheaper raw materials for its

* To whom all correspondence should be sent:
E-mail: goriva@orgchm.bas.bg

production. Substitute materials tested include
different sources of biomass (wood material, agri-
cultural by-products, residual polymer materials,
residual materials from coal conversion, efc. [11—
15].

The typical activated carbon particles, whether in
a powdered or granular form have porous structure
consisting of a network of interconnected macro-
pores, mesopores, and micropores which provide
good adsorption capacity towards organic molecules
due to the high surface area of the activated carbon.
The surface chemistry of the activated carbon and
its chemical characteristics such as nature, polarity
and solubility of surface ions and functional groups
determine the nature of bonding between molecules
of adsorbate and activated carbon.

In this paper we will focus on investigating and
comparing of the adsorptive properties towards
phenol of three different samples of activated
carbons, obtained by pyrolysis in the presence of
water vapour from some wide-spread agricultural
by-products (apricot stones, cob-corn and bean
pods), and their application for removal of phenol
from aqueous solution.

MATERIALS AND METHODS
Preparation of activated carbons

Different agricultural by-products (apricot stones,
cob-corn and bean pods) were used as raw materials
for preparation of activated carbons. The samples
were pyrolysed in a stream of water vapour in the
equipment, shown in Figure 1.

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 141
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Fig. 1. Equipment for production of carbon adsorbents:
1 - generator of water vapour; 2 - reactor; 3 - furnace;
4 - thermocouple; 5 - cooler; 6 - collector for liquid
products; 7 - water cooling.

According to the specific characteristics of the
initial raw materials the preparation of the activated
carbons from apricot stones, cob-corn and bean
pods, is performed in different ways. The details of
the procedures for producing activated carbons from
these agricultural wastes are as follows:

The activated carbon from apricot stones has
been prepared by one-step pyrolysis of crashed
apricot stones in the presence of water vapour. In
this method carbonization and activation were per-
formed simultaneously in contrast with the two-
stage process of carbonization and consecutive acti-
vation. Apricot stones (100 g) were heated in our
laboratory installation (Fig. 1) in a flow of water
vapour (120 ml/min) with a heating rate of 15°C/min
up to a final carbonization temperature of 800°C.
The duration of treatment at the final temperature is
1 h. After the treatment the sample is left to cool
down in flow of water vapor. The obtained activated
carbon is denoted as Carbon A.

Bean pods and cob corn were carbonized and
after that activated with water vapor because other-
wise the initial waste materials would hinder the
passing of the activating agent (water vapor)
through the sample. Bean pods and cob-corn wastes
were carbonized as 50 g of the raw material (frac-
tion 1-5 mm) by heating in the laboratory instal-
lation (Fig. 1) with heating rate of 60°C'min”' up to
a carbonization temperature of 600°C. The sample
was maintained at the final temperature for 10 min,
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and then cooled down to ambient temperature in
flow of water vapor. After that the solid product was
activated with water vapor at 700°C for 1 hour.
These activated carbons are denoted as Carbon B —
from cob corn and Carbon C — from bean pods.

The volatile products were carried by water
vapor into receiver where they were condensed.

Pore structure analysis

The textural characterization was carried out by
measuring N, adsorption isotherm at —196°C and
applying an ASAP 2010 M instrument (Microme-
ritics Corp., Norcross GA). Before the experiments
the sample (ca. 0.3 g) was outgassed at 150°C under
vacuum for ca. 24 h. Different model methods (i.e.
BET and Dubinin-Radushkevich) were applied to
the N, adsorption isotherm in order to calculate the
specific surface area and micropore volume [16].

Oxygen-containing functional groups

The amount of oxygen-containing functional
groups with increasing acidity was determined by
Boehm's method of titration with basic solutions of
different base strengths (NaHCO;, Na,CO;, NaOH,
C,HsONa): carboxylic groups (analyzed with titra-
tion of NaHCO;3), carboxylic groups in lactone like
binding structures (determined from the difference
between the consumption of NaHCOj; and Na,COs),
phenolic hydroxyl groups (determined from the
difference between NaOH and Na,CO; consump-
tion) and carbonyl groups (determined from the
difference between NaOEt and NaOH consumption)
as well as the total amount of basic groups, deter-
mined by titration of HCI. For this purpose the
samples were agitated for at least 16 hours with 0.05
N solutions of the four bases. The amount of Na"
ions remaining in the solution was determined by
adding an excess of standard HCI water solution and
back-titration [17]. The basic groups content of the
samples was determined with 0.05 N HCI [18].

pH Measurements

The pH values of the obtained carbons were
measured according to the following procedure:
exactly 4.0 g of carbon was weighted into a 250 ml
beaker, and 100 ml of bi-distilled water (pH= 5.70)
was added. The beaker was covered with a watch
glass, and the mixture was boiled for 5 min. The
suspension was set aside, and the supernatant liquid
was poured off as hot as possible but not below
60°C. The decanted portion was cooled down to
ambient temperature, and its pH value was
measured to the nearest 0.1 pH unit.
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Table 1. Proximate and elemental analysis of the raw precursors and the activated carbons, produced by steam pyrolysis.

No. Raw material/

Proximate analysis, %

Ultimate analysis, %

Activated carbon

Ash Volatiles C H N S O
1 Apricot stones/ 0.20/ 80.60/ 51.50/ 6.30/ 0.20/ 0.10/ 41.90/
Activated carbon A 2.01 3.70 89.50 2.40 0.90 0.80 6.40
2 Cob-corn/ 5.00/ 84.49/ 45.50/ 6.34/ 0.62/ 0.06/ 47.48/
Activated carbon B 15.10 20.80 62.90 3.50 0.54 0.05 33.01
3 Bean pods/ 6.09/ 80.07/ 43.25/ 5.98/ 0.92/ 0.11/ 49.74/
Activated carbon C 22.80 30.26 60.25 3.90 0.73 0.16 34.96

Table 3. Porosity characteristics and adsorption capacities of the activated carbons, produced from apricot stones, cob-

corn and bean pods.

No. Activated carbon, produced Iodine number,  Surface a area-BET Pore volume, cm3/g
. 2
from: mg/g m’/g Micro Meso Macro Total
1 A — apricot stones 900 960 0.760 0.100 0.040 0.91
B — cob-corn 650 500 0.270 0.080 0.050 0.40
3 C — bean pods 500 258 0.107 0.070 0.033 0.21

Adsorption Measurements

All adsorption experiments were carried out by
using an adsorbent sieve fraction with particles 0.2
mm in size. The adsorption capacity of the ad-
sorbents towards phenol was investigated by using
aqueous solution of phenol. Phenol was obtained
from Merck (99% purity). The phenol solutions
were prepared in the concentration range of 100-
300 mg/l. The principle of our experiments was as
follows: 100 mg of activated carbons were mixed
with 50 ml of phenol solution with desired concen-
tration in 100 ml capacity stopped flasks. The
stopped flasks containing the adsorbent and the
adsorbate were agitated for predetermined time
intervals at room temperature on a mechanical
shaker. At the end of agitation, the suspension was
filtered through microporous filter paper (hydro-
chloric acid filter and hydrofluoric extraction,
FILTRAK 390). The suspensions were shaken to
reach stable equilibrium (2 hours). The phenol con-
centrations were determined spectrophotometrically
at maximum adsorbance wavelength A = 269 nm
using Pfaro 300 UV spectrophotometer.

RESULTS AND DISCUSSION
Chemical composition

The analysis of the structure and the composition
of the agricultural wastes is very important because
it allows to obtain preliminary results on their
application as a source for yielding of liquid and
solid products with definite properties, and to select
the appropriate method of their treatment as well.
Chemical composition data of the raw precursors
and the produced activated carbons are shown in
Table 1.

Activated carbon obtained by one step method of
pyrolysis in the presence of water vapour of apricot
stones possesses a higher content of carbon, lower
content of oxygen and ash, which are desirable
features for activated carbon production. Compara-
tively, carbons from bean pods and cob-corn have
higher ash content, higher amount of oxygen and
lower content of carbon.

Surface oxygen groups

The functional groups on the surface of activated
carbons have strong effect on the adsorption pro-
perties. Table 2 compares the amounts of different
oxygen groups on the surface of activated carbons.

Table 2. Quantification of oxygen groups on activated
carbons surface (meq/g).

Activated pH Acidic surface functional groups Basic

carbon Carboxyl Lactonic Hydroxyl Carbonyl groups
A 10.7 0.13 0.19 0.09 0.98 1.24
B 92 BDL* BDL 0.25 2.95 2.60
C 10.7 BDL BDL 0.21 1.31 7.40

* BDL — below detection limit.

The data in Table 2 show the influence of the
raw materials on the character of the oxygen-
containing groups. It is determined that various
oxygen-con-taining groups with different chemical
properties are present on the activated carbon
surface. The surface of all three samples of activated
carbons has basic nature. Acidic groups (carboxylic
and lactone-like binding structures) are detected
only on the surface of activated carbon prepared
from apricot stones, whereas phenolic hydroxyl and
carbonyl groups are present in all three carbon
samples. The amount of basic groups is nearly six
times higher for carbon C in comparison with
Carbon A, which is in a good agreement with the

143



B. Petrova et al.: Phenol adsorption on activated carbons

measured pH values. Such basic activity could be
due to the presence of oxygen containing groups of
basic nature or related to the species in the inorganic
matter of this carbon. The determined amount of
carboxylic groups in lactonic structures in the
activated carbon from apricot stones is probably due
to the method of activation, namely simultaneous
performing of the processes of carbonization and
activation.

Textural characteristics

The porosity has a strong effect on the adsorption
properties of the activated carbons. Table 3
compares the porosity characteristics of activated
carbons obtained from apricot stones, cob-corn and
bean-pods. The samples obtained from apricot
stones have the largest total volume of the pores,
with significant prevalence of the micropores. The
samples from bean pods and cob-corn have consi-
derably lower surface area and volume of micro-
pores. We have reported that the composition of
agricultural by-products has a strong influence on
the final porosity and chemical features of solid
product obtained from pyrolysis and activation. It
was found that the low ratios of lignine:cellulose
favor the development of predominantly micro-
porous materials [19].

Activated carbon adsorption of phenol from water
solution

Effect of contact time. The distribution of
adsorbed substance between activated carbon and
adsorbate solution for the system at equilibrium is of
importance for determining the maximum adsorp-
tion capacity of activated carbon for phenol. Figure
2 shows the effect of the time interval of treatment
on the removal of phenol by activated carbon
obtained from apricot stones. Phenol adsorption
increases sharply for a short period of time and then
shows a gradual increase when the equilibrium is
approached. This behaviour can be attributed to the
relative decrease in the number of available sites on
the carbon surface as the process advances.

The plots show that the amount of phenol
adsorbed on the adsorbents (mg/g) varies in single
smooth and continuous curve, leading to saturation
and thus suggesting the possibility of the formation
of monolayer coverage of phenol on the surface of
the adsorbent.

The data indicate that the removal of phenol
attains equilibrium in 60 minutes for all initial
concentrations of the phenol solution. The kinetic
curves of the removal of phenol versus time of
treatment for carbon B and C show the same
dependence.
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Adsorption isotherm. Adsorption is a well known
equilibrium separation process for treatment of
water containing organics. The adsorption isotherm
of phenol on carbon A is presented in Figure 3. The
amount of phenol adsorbed at equilibrium per carbon
mass unit for all concentrations (100-300 mg/l) is
presented as a function of the equilibrium phenol
concentration. The adsorption isotherm in Figure 3
could be assigned to the L(2) class according to the
Giles classification [20]. L-type isotherms corres-
pond to the completion of monolayers in experi-
mental concentration ranges.
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Fig. 2. Effect of treatment time and initial concentrations
of phenol on the adsorption on Carbon A. Conditions:
carbon concentration 100 mg/50 ml, Phenol concentra-

tions:(®) 100 mg/l, (¢)150 mg/1, (4) 200 mg/l,
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Fig. 3. Phenol isotherm on activated carbon A. Phenol
concentrations 100-300 mg/l; treatment time, 120 min,
carbon concentration 100 mg/50 ml.

The linear form of the Langmuir’s equation [16]
is applied to calculate the adsorption capacity of
activated carbons:

Goq = OobCeq/1 +bCq 1
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where C is residual (equilibrium) pollutant concen-
tration (mg/1); geq — amount of pollutant bound to the
adsorbent (mg/g); O, — maximum amount of the
pollutant per unit weight of adsorbent, mg/g; b —
constant related to the affinity of adsorption sites
(I/mg); Q, represents the practical limiting adsorp-
tion capacity when the surface is completely covered
with pollutant molecules.

The Langmuir plots for adsorption of phenol on
carbons A, B and C are presented in Figure 4.

3.0
28
26
24
22
20
1.8
1.6
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0

C./q, g/l

® - Carbon A R=0.99602

® B - Carbon B R=0.99424

A Carbon C R=0.97782

T T T T T T rrrr
0O 20 40 60 80 100 120 140 160 180 200 220

C, mgl/l

Fig. 4. Langmuir plots for adsorption of phenol on
different types of activated carbons: W - A; e -B; A - C,

The linear plot of C./q. versus C. shows that
adsorption obeys the Langmuir’s isotherm model
(Figure 4). The calculated values of Q, and b are
presented in Table 4.

Table 4. Data for phenol adsorption obtained from
Langmuir’s plots.

Type of activated carbon Q,, mg/g b, l/mg R*
A 172 0.07330  0.99602
B 130 0.00770  0.99424
C 89 0.40567  0.98724

R* -correlation coefficient.

All these isotherms are fitted to the experimental
adsorption data. Correlation coefficients, calculated
for these isotherms by using linear regression
procedures, show that the Langmuir’s isotherms fit
excellent to the experimental data. This confirms too
that the removal of phenol from solution on the
prepared carbons can be described by the Lang-
muir’s theory, which states that the adsorption
proceeds via a monolayer formation, displaying the
typical L-shape according to Giles classification too
(Fig. 2).

The adsorption capacity of 172 mg/g for phenol
on activated carbon, produced after pyrolysis of
apricot stones in water vapour, is higher than those
from bean pods and cob-corn. The activated carbon
A, possesses considerable high specific surface area

(BET), and significant total pore and micropore
volumes. The activated carbon C, which possesses
lower specific surface area, shows nearly 52% lower
adsorption capacity than activated carbon A.

The studies on the mechanism of phenol reten-
tion on activated carbons have shown that it is a
complex one and that adsorption may take place on
different active sites and it strongly depends on the
pore texture, surface chemistry and the mineral
matter content. The adsorption capacity of carbon
materials is not related in a simple form with their
surface area and porosity. The adsorption capacity
depends on the access of the organic molecules to
the inner surface of the adsorbents, which depends
on their size. Thus, under appropriate experimental
conditions, small molecules such as phenol, can
access micropores and for this reason the activated
carbon from apricot stones with higher content of
micropores has the highest value of adsorption
capacity towards phenol. It has to be mentioned too
that independently of the lower content of micro-
pores, Carbon B and Carbon C show high adsorp-
tion capacity, which is obviously due to the surface
chemistry (higher content of oxygen group-carbonyl
and basic groups in comparison with Carbon A).

Mattson and co-workers suggested that aromatic
compounds are adsorbed on carbons by a donor-
acceptor complex mechanism, with the carbonyl
oxygen of the carbon surface acting as an electron
donor, and the aromatic ring of the adsorbate acting
as acceptor [26]. This is valid especially for carbon
B, which has 3 times higher content of carbonyl
groups and 3 times lower content of micropores in
comparison with Carbon A, whereas the adsorption
capacity is slightly lower — 130 mg/g.

CONCLUSIONS

Activated carbons, produced from agricultural
wastes as apricot stones, bean pods, cob-corn after
steam pyrolysis, are suitable for treatment of phenol
polluted water. The most active is activated carbon
from apricot stones, followed by activated carbon
from cob-corn and bean pods. The most substantial
factors with big influence on phenol adsorption are
the surface area and porosity characteristics. The
obtained adsorption capacity of 172 mg phenol by 1
g activated carbon shows that the activated carbon
from apricot stones is highly promising. Using the
agriculture wastes for producing activated carbon,
needed for water treatment, is an ecologically
friendly approach with socio-economic effect.
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AJZICOPBIINA HA ®EHOJI BbPXY AKTUBHUM BBIJIEHU C PA3JIMYHU CTPYKTYPHU
N ITOBBPXHOCTHU XAPAKTEPUCTUKU

B. [lerposa', T. Bynunosa*, b. Llunnapcku', H. Ilerpos', I'. Bapnapcka®, K. Anst’, X. ITapa’
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(Pesrome)

WzcnenBana e apcopOuusTa Ha EHOI BEPXY aKTHBHH BBIJICHH, MTOJIYYEHH OT OTHAHH CEJICKOCTOIIAHCKH MTPOITYKTH
(kalicmeBU KOCTWIIKH, OOOCHU IIYIIyJIKH M KOYaHW OT [apeBHUIla). AKTHBHUTE BBITICHH Ca MOJIYYEeHH Ype3 MHUPOJIH3 B
MIPUCHCTBHE Ha BOAHA mapa. [IpomechT MUpoin3 B MPUCHCTBUE HA BOJHA Mapa AaBa BH3MOXKHOCT J1a CE MOJydaT TCUHU
1 Ta3000pasHy IMPOXYKTH M BUCOKOS(EKTHBHHM AKTUBHM BBIJICHH. PesynTtarture mokaszaxa, 4e Hal-BHCOKa ajacopO-
LMOHHA CIOCOOHOCT copsiMo ¢enon (172 mg/g) mokazea akTUBHMS BBIVICH, TOJIy4eH OpPU Ipoleca MUPOJH3 Ha
KallCUeBU KOCTUJIKH.
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Using keto group of acridone pharmacophore, three important acridone derivatives namely thiosemicarbazone,
semicarbazone and oxime have been synthesised which have significant antimicrobial activity. In order to increase the
bio-accessibility of these compounds, inclusion complexes have been prepared with a non-toxic oligosaccharide, [3-
cyclodextrin. The synthesis of derivatives and their inclusion complexes have been ascertained from the changes in
spectral characteristics and melting point data. The aqueous phase solubility studies reveal 1:1 stoichiometry between
the compound and B-cyclodextrin in the inclusion complex. The calculation of thermodynamic parameters AG (change
in free energy), AH (change in enthalpy) and AS (change in entropy) of the complexes indicates the inclusion complex
formation to be spontaneous and exothermic in nature. The determination of thermodynamic stability constants suggests
existence of weak intermolecular forces in between host and guest in the inclusion complex. The study of antimicrobial
activity indicates that the microbes like E. coli and P. aeruginosa are susceptible to acridone and its derivatives and the
susceptibility increases further after the formation of inclusion complexes.

Key words: Acridone derivatives, inclusion complex, B-cyclodextrin, phase solubility, thermodynamic stability,

antimicrobial study.

INTRODUCTION:

Acridone and its derivatives are important phar-
macophores for the designing of several chemo-
therapeutic agents (anti cancer, anti bacterial, anti
protozoal) because of their strong affinity towards
DNA and intercalative properties [1-3]. These
compounds are suggested to be highly efficacious in
preventing and treating diseases such as asthma,
allergic rhinitis, atopic dermatitis, gastrointestinal
allergies, etc. [4].

Since bio-accessibility of a drug depends upon
its solubility, one of the factors limiting the
pharmacological activities of acridone and its
derivatives is their poor solubility in aqueous
solutions [5]. The solubility of these compounds can
be enhanced by forming inclusion (host-guest)
complexes with B-cyclodextrin (B-CD), an easily
available and less expensive encapsulator, which in
turn increases drug efficiency [6].

Although a series of 10-N-susbstituted acridones,
bearing alkyl side chains with tertiary amino groups
at the terminal position have been reported [7], there
are few reports regarding the synthesis of acridone
derivatives involving the keto group.

In this paper an attempt has been made to

* To whom all correspondence should be sent:
E-mail: swapna_nayak7@yahoo.com

synthesize acridone and its thiosemicarbazone,
semicarbazone and oxime derivatives in their purest
forms. Respective inclusion complexes of these
compounds with B-CD have been synthesized. The
formation of acridone, its derivatives and their
inclusion complexes has been ascertained from their
spectral characteristics. The stability of the inclusion
complexes has been studied from thermodynamic
measurements. As these compounds contain quino-
lone group, they are expected as potential drugs
against some bacteria and accordingly antimicrobial
activity studies have been made against a Gram
positive bacterium, Escherichia coli and Gram
negative bacterium, Pseudomonas aeruginosa.

EXPERIMENTAL
Apparatus and materials

All chemicals are procured form the local market
and are of suitable Anal R grade. Double distilled
water is used as the solvent for dilution. Other
solvents employed are redistilled before use. The
elemental analysis has been performed in a CHN
analyzer. Electronic spectra are recorded on
Shimadzu UV-1700 spectrophotometer while IR
spectra are recorded in KBr pellets in the 4004000
cm ' region in a Shimadzu 8400 S FTIR spectro-
photometer. Melting points are recorded by open
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capillary method. Antimicrobial screening by Kirby-
Bauer method has been done by employing Muller
Hinton agar plates in normal saline medium and
sterilised cotton swabs.

Phase solubility measurements

The aqueous phase solubility of acridone and its
derivatives at various concentration of B-CD has
been studied by Higuchi-Connors method [8].
Accurately weighed sample of these compounds in
quantities exceeding their aqueous solubility are
shaken in a rotary flash shaker at room temperature
with aqueous solution of B-CD in increasing con-
centration (0—10 mM/L) in a series of stoppered
conical flask for a period of 48 hours till equilibrium
is established. The solutions are filtered through
Whatman No 1 paper and are analyzed in a UV-Vis
spectrophotometer at 380—420 nm range. The vari-
ous values of optical density (OD) at A, have been
plotted against different concentration of B-CD.

Syntheses of acridone and its derivatives

Synthesis of acridone. Acridone has been synthe-
sised as per Allen and Mckee [9]. 0.2 mole of N-
phenylanthranilic acid (I) in 100 ml of conc. H,SO,
is refluxed in a 500 ml flask on a boiling water bath
for four hours and then poured into a 1 L flask con-
taining hot water slowly and carefully. The yellow
precipitate formed is filtered after boiling for few
minutes and then the moist solid is again boiled for
five minutes with a solution of 0.28 mole Na,CO; in
400 ml of distilled water. The precipitate is col-
lected with suction and washed well with water.

After drying, the crude acridone (II) obtained is then
recrystalised form a mixture of aniline and acetic
acid.

Synthesis of derivatives. 1 g of hydroxylamine
hydrochloride and 1.5 g of crystallized sodium
acetate are dissolved in 10 ml water to which 0.5 g
of acridone is added and shaken. Alcohol is added
till turbidity disappeared to give a clear solution.
Then the solution is refluxed for 2 hours on a water
bath with condenser. The resulting solution is
poured carefully into ice-cold water where the
crystals of acridoxime (III) are obtained. These are
recrystallised from alcohol and water mixture and
finally dried. Similarly the semicarbazone (IV) and
the thiosemicarbazone (V) derivatives have been
prepared using 1 g of semicarbazide hydrochloride
and 1 g of thiosemicarbazide hydrochloride, respect-
ively. The synthesis of acridone and its derivatives
are shown in Scheme 1.

Synthesis of inclusion complexes

The inclusion complexes of acridone and its
derivatives have been synthesised as per co-
precipitation method [10, 11]. The solution of the
synthesized compounds are prepared in required
concentrations (0.03M) and were added drop wise to
previously stirred B-CD solution. The mixtures are
stirred at room temperature for 48 hours, filtered.
Then the content is and cooled for another 48 hours
in refrigerator. Finally, the precipitate obtained is
filtered through G-4 crucible, washed with distilled
water and dried in air for 24 hours.

& 0OH
|

-

QNHCONH:
CoH
@i /@ H. SO, g ‘ NH: NHCONH: ‘ O
H i
(N}
RHCSHH:
(1) £ m\ NHCSN:
i
(¥
Scheme 1.
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Study of thermodynamic properties

The thermodynamic stability constant (K1) at
room temperature of the complexes are calculated
using Benesi-Hilderbrand relation [12].

1/A4 =1/Ae+ 1/K[guest]yAe.1/[f~CD], (1)

The stability constant K (during deencapsula-
tion) of each complex has been calculated with
increasing temperature. The slope of the linear plot
of InK versus I/T gives rise to the calculation of AH
(change in enthalpy) and then AS (change in
entropy) was calculated using the integrated from of
the van’t Hoff equation.

LnK = [-AH/RT] + AS/R 2)

The value of AG was calculated from the value
of Kt at 298 K using the equation:

AG = —RT.InKr 3)

Study of antimicrobial activity

The disk diffusion method for antimicrobial
susceptibility test is the Kirby-Bauer method [13,
14]. Muller-Hinton agar plates with normal saline
medium have been used for this test. The bacterial
inoculums are prepared by making a direct saline
suspension of colonies of same morphological type
that are selected from an 18-24 hour agar plate. The
turbidity with sterile saline is adjusted. Within 15
minutes after adjusting the turbidity, a sterile non-
toxic swab is dipped on an applicator into the
adjusted suspension. A maximum of 5 disks on a100
mm plate are placed on the surface of the agar plate.
The plates are inverted and are placed in an aerobic
incubator at 35°C. After 16—18 hours of incubation,
the diameters of zones of complete inhibition (ZCI)
are measured.

RESULTS AND DISCUSSION

Synthesis and characterisation of acridone and its
derivatives

The synthesis of acridone and its derivatives are
ascertained from elemental analysis, melting point
(m.p.) measurement and changes in spectral (UV-
Vis and IR) characteristics (Table 1). The elemental
composition nearly matches with theoretical data.
Infrared data of C=0O, at 1674 cm’l, N-H,, at 3274
cm!, C-Ng, at 1161 cm™' efc. and m.p. at 350°C
indicate the formation of acridone. Similarly, C=Ny,
at 1560 cm ™', C=Sy, at 1141em ™', C-Ny, at 1160 cm™'
etc and m.p. at 302°C; C=Ng, at 1560 cm’l, C=0y; at
1635 cm™', C-Ny; at 1159 cm™' N-Hger at 1533 cm™'
etc. and m.p. at 292°C; C=Ng, at 1641 cm‘l, N-Hg,

at 3321 cm‘l, O—Hg, (oxime) at 3240 cm ! ete. and
m.p. at 322°C suggest the formation of acridone
thiosemicarbazone, acridone semicarbazone and
acridoxime respectively.

Synthesis and characterisation of inclusion
complexes

The syntheses of inclusion complexes of acri-
done and its derivatives are confirmed from change
in melting point data, colour and spectral charact-
eristics (Table 1). The m.p. of acridone, its thiosemi-
carbazone, semicarbazone and oxime derivatives are
350°C, 302°C, 292°C and 322°C respectively where
as their corresponding inclusion complexes have
m.p. 359°C, 315°C, 306°C and 334°C respectively.
Higher m.p. values of inclusion complexes than the
compounds may be due to the fact that an extra
amount of thermal energy is required to bring the
molecules out of B-CD cavities. Secondly, the UV-
Visible absorption maxima of these compounds
undergo blue shift and the peaks become broader,
weaker and smoother after the formation of their
inclusion complexes. Thirdly, IR frequencies due to
different bonds present in the above compounds
undergo a distinct downward shift towards lower
energy when they form inclusion complexes. All
these observations clearly demonstrate transference
of the compounds from a more protic environment
(aqueous media) to a less protic environment (cavity
of B-CD) i.e. encapsulation of the compounds in the
cavity of B-cyclodextrin. The changes in the spectral
characteristics of the compounds after inclusion
complex formation are attributed to development of
some weak intermolecular forces like hydrogen
bonding, van der Waal forces, hydrophobic inter-
actions etc in between the host and guest molecules
[15].

Phase solubility studies

The phase solubility plots of acridone and its
derivatives are shown in Fig. 1. In each case, it is
seen that there is a linear increase in solubility of
these compounds with increasing concentration of
B-CD. At a higher concentration of B-CD, a small
negative deviation is observed. Since the slopes of
all plots are less than unity, the stoichiometry of the
inclusion complexes is 1:1 as reported by Z. Szetli
[16].

The thermodynamic stability constants (K1) of
inclusion complexes are determined by the above
Benesi-Hilderbrand relation (Eqn. (1)).

Good linear correlations (Fig. 2) are obtained for
a plot of 1/AA versus 1/[p—CD], for acridone and its
derivatives. The values of Kt for both the complexes
are calculated using the relation:
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Table 1. Analytical data of acridone and its derivatives withwithout inclusion complex formation with B-cyclodextrin.

S1 No Compound m.p., Yield, Colour Elemental analysis Found (Calculated), % Amax IR (KBr),
co% C H N os em!
1 Acridone 350 78  Greenish 80 4.8 8.4 7.0 403, 1674 (C=0), 3274( N-H),
yellow (80.2) (4.6) 8.2) (7.18) 385 1161 (C-N), 1633 (C=C),
1572 (ring)
2 Acridone/ 359 81  Yellow - - - - 401, 1662 (C=0), 3270 (N-H),
B-CD complex 383 1155 (C-N)
3 Acridonethio- 302 76  Bright 62.66 4.5 20.81 11.97 405, 1560 (C=N), 1141 (C=S),
semicarbazone yellow  (62.68) (4.47) (20.89)  (11.94) 376 1160 (C-N), 3275 (N-H)
4 Acridonethio- 315 80  Yellow - - - - 403, 1553 (C=N), 1140 (C=S),
semicarbazone/ 374 1156 (C-N)
B-CD complex
5 Acridone- 292 78  Bright 66.62 4.8 22.25 6.32 409, 1560 (C=N), 1635 (C=0),
semicarbazone yellow  (66.66) (4.76) (22.22) (6.35) 381 1159 (C-N), 1535 (N-H)
6 Acridone- 306 80  Yellow - - - - 406, 1556 (C=N), 1633 (C=0),
semicarbazone/ 379 1156 (C-N), 1532 (N-H)
B-CD complex
7 Acridoxime 322 80  Bright 74.31 4.8 13.3 7.59 406, 1641 (C=N), 3240 (O-H),
yellow  (74.29) 4.76) (13.3) (7.62) 383 3321 (N-H)
8 Acridoxime/ 334 81  Yellow - - - - 403, 1640 (C=N), 3234 (O-H),
B-CD complex 381 3315 (N-H)
10
9
8
7 i
a 61
S 5|
- 4 1
3
2 1
1
0 . . . ; 0 . . . T
0 0.01 0.02 0.03 0.04 0.05 0 50 100 150 200 250
[B-CD] 1/[8-CD]
—e— Acridone —a— Thiosemicarbazone —&— Acridone —a— Thiosemicarbazone
—a— Semicarbazone —%— Oxime —a— Semicarbazone —*%—Oxime

Fig. 1. Phase solubility plot (OD vs. [B—CD]) of acridone
and its derivatives.

Ko Intercept

Slope @)

The Kt values are found to be 104, 95.5, 108.3
and 155.5 M ' corresponding to inclusion complexes
of acridone and its thiosemicarbazone, semicar-
bazone and oxime. The data obtained are within 100
to 1000 M (ideal values) indicating appreciable
stabilities of the inclusion complexes [16].

Thermodynamic properties

The thermodynamic parameters associated with
binding of acridone and its derivatives with B-CD
for 1:1 stoichiometry have also been calculated by
determining the K values (during deencapsulation)
at different temperatures. The K values are found to
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Fig. 2. Plot (1/0OD vs. 1/[p—CD]) of acridone and its
derivatives.

decrease with increasing temperature (deencapsula-
tion) as expected for an exothermic process [17].
The plot of InK as a function of inverse absolute
temperature produced linear plots (Fig. 3). In each
case, the slope corresponds to (—AH/R) [18]. From
this value and value of K1 at 298 K, AG, AS and AH
have been calculated (Table 2). As can be seen from
the table, AG values are negative for all complexes.
These data suggest the spontaneous formation of
inclusion complexes. Secondly, the values of AH are
negative at 298 K which suggests that the complex
formation is an exothermic and enthalpy controlled
process. Also, the negative enthalpy change is due
to stabilization of the compound within the cavity of
B-CD by weak intermolecular forces as suggested
earlier. The small negative entropy change (AS) is
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due to steric barrier caused by less free movement of
guest molecules within the cavities of host. The
study further suggests that change in entropy (AS) in
destabilizing inclusion complexes is compensated
by change in enthalpy (AH) which is in agreement
with the observation of Stalin et al. (2006) [19].

1.6
14
1.2
14
0.8 4
0.6
0.4
0.2 4
0 T T T
0.00325 0.0033 0.00335 0.0034
1T

InK

0.00345

—a— Thiosemicarbazone
—>¢— Oxime

—e— Acridone

—A— Semicarbazone

Fig. 3. Plot (1/InK vs. 1/T) of acridone and its derivatives.

Table 2. Thermodynamic parameters of inclusion com-
plex of acridone and its derivatives at 298 K.

Sl Compound K AG AH AS
No M kJ/mol kJ/mol kJ/mol
1 Acridone/B-CD 104 -11.5 437 —0.11
complex
2 Acridone-thio- 955 -113 -31.6 -0.07
semicarbazone/B-CD
complex
3 Acridone- 1083 -11.6 468 —0.12
semicarbazone/B-CD
complex
4 Acridoxime/p-CD 1555 -12.5 4825 -0.12
complex

Antimicrobial screening

The results obtained in the Kirby-Bauer plate
method (Fig. 4) for the antimicrobial susceptibility
test show that acridone and its derivatives are
susceptible to both Pseudomonas aeruginosa and
Escherichia coli (Figs. 5, 6).

——-"

Fig. 4. Kirby-Bauer plate method of antimicrobial
screening.
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3=Semicarbazone, 4= Oxime
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Fig. 5. Antimicrobial susceptibility test acridone
and its derivatives against P. aeruginosa.
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Fig. 6. Antimicrobial susceptibility test acridone
and its derivatives against E. coli.

When inclusion complexes of these compounds
are tested against the above microbes, the antimi-
crobial activity increases significantly. This is due to
enhanced solubility of the drug which becomes more
available to specific tissues leading to increased
antimicrobial activity. It may be noted that the
opportunistic pathogen Pseudomonas aeruginosa is
resistant to a number of antibiotics by developing a
protective biofilm around itself. But acridone and its
derivatives are found to be effective against this
pathogen. The drug efficiency increases further after
the formation of inclusion complexes with B-cyclo-
dextrin.

CONCLUSION

From the above results and discussions it is clear
that the solubility of acridone and its derivatives can
be improved by inclusion complex formation with
B-CD which is a very good analytical tool for
enhancing the bio-availability of drugs. The nega-
tive AG, AH, AS values support the formation of the
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inclusion complexes. Cyclodextrins are now widely
used for the stabilization of many drugs [20].
Acridone and its derivatives show antibacterial
activity, which can further be enhanced by forming
their inclusion complexes.
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W3CJIEABAHE HA ITPOU3BOJHU HA AKPU/IOH 1 HA KOMIIJIEKCH YPE3 BKIIIOUBAHE HA

B-LUUKJIIOAEKCTPUH

C. C. Hasx"*, C. TTauzga®, I1. M. IMauza’, C. Magxu®

! Iteparcasen desuuecku koneare, Bepxamnyp 760001, Hnous
? enapmamenm no xumus, Yuueepcumem Bepxamnyp, Bxanoxca Buxap 760007, Huous
3 Henapmamenm no muxpobuonoeus, Meduyuncku konexc u 6ornuya, Bpxamnyp 760004, Hnous

Ioctprmna Ha 20 cenrempu 2009 r.; Ilpepabotena Ha 14 ssHyapu 2010 r.

(Pesrome)

CuHTe3upaHe ca TpU BaKHM IPOU3BOJHH Ha aKpHJOHA — THOCEMUKapOa30H, CEMUKapOa30H U OKCHM — U3I0JI3BAKU
KETO rpymnara, KOUTO UMaT 3HAUUTETHA aHTUMUKPOOHA aKTUBHOCT. 3a yBE/IMUaBaHE Ha OMOJOTMYHOTO BB3IPUEMAaHE Ha
TE3U ChEIMHEHHS Ca CUHTE3UPAaHU KOMIUIEKCH Upe3 BKIIOUBAHE Ha €MH HETOKCHYEH OJIUT03axapH] [-IHKIOAEKCTPHH.
CHHTE3bT Ha MPOU3BOAHUTE U TEXHUTE KOMIUIEKCH Ca MOTBBPACHHU Upe3 MPOMEHHUTE B CIEKTPATTHUTE XapaKTEPUCTHKHU
U JaHHM 3a TOYKa Ha TomeHe. M3cnenBaHuATa Ha pa3TBOPHMMOCTTA BBB BOJAa MOKaza cTexuoMmeTpus 1:1 mexny
CBEAWHEHUETO U P-LIUKIOJEKCTPUHA B KOMILIEKca. M3uncienusTa Ha TepMOANHAMUYHHUTE TTapaMeTpu AG (poMsiHa Ha
cBoOonHara eHeprusi) AH (npomsiHa Ha eHtanmnusta) U AS (IpomsiHa Ha EHTPONUNTA) HA KOMILUIEKCHUTE I0Ka3Ba
CIIOHTAHHO 00pa3yBaHe M EK30TePMUYHOCT Ha mpoueca. ONpeneNnsHeT0 Ha TEPMOAWHAMUYHHUTE CTAOMIMTETHU
KOHCTaHTH TIpeJrioyiara ChIIECTBYBaHE Ha ClabM MEXIYMOJEKYJIHH CHJIM MEXAYy TOCT M NPHEMHHMK B KOMIUIEKCA.
W3zcnenBaneTo Ha aHTUMUKpOOHATa aKTHBHOCT ITOKa3Ba, 4e Mukpooure xaro E. Coli u P. Aeruginosa ca 4yBCTBUTEIHN
KbM aKpWIOH W HETrOBHUTE NPOU3BOJAHM M YyBCTBUTEIHOCTTAa C€ YBENIMYaBa JOIBIHUTENHO cjel] 00pa3yBaHETO Ha
KOMIIJIEKCUTE Ype3 BKIFOUBAHE.
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Consumption of quercetin and rutin in reactions with free radicals
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The consumption of flavonols quercetin and rutin in reactions with various free radicals has been studied in
homogeneous solutions and in micellar systems of cetyl trimethylammonium chloride by UV spectrophotometry. Free
radicals were produced by azoinitiators AAPH and AIBN decomposition in water and in organic medium, respectively.
Both quercetin and rutin were used as free radical acceptors to determine the rates of free radical formation in the
decomposition of cumene hydroperoxide (ROOH) and hydroperoxides derived from sunflower oil oxidation (LOOH)
catalyzed by cetyl trimethylammonium chloride in organic and water media. It was found that apparent rutin consump-
tion rates are 4 -10 times lower than quercetin consumption rates under the same conditions. The ratio of free radical
initiation rate to that of flavonol consumption and the stoichiometric factors for quercetin and rutin are discussed.

Key words: quercetin, rutin, free radicals, lipid hydroperoxides, micelles of cetyl trimethylammonium chloride.

INTRODUCTION

Quercetin (Qu) and rutin (Ru) are naturally
occurring polyphenolic compounds and they possess
a wide range of biological activities [1-4], of which
antioxidant and free radical scavenging activities
have been extensively explored [5—13]. Quercetin
was used as a free radical acceptor to measure the
rates of free radical formation during initiator decay
in micelle solution by inhibitor method [14].

Lipid hydroperoxides (LOOH) are important
factors for oxidation stability of food, cosmetics and
other products, containing lipids, due to their ability
to decompose into free radicals [1, 2]. Surfactants
are commonly used in food, perfume and pharma-
ceutical industries to stabilize products from stratifi-
cation. Lipid hydroperoxides are found to be
surface-active [15, 16], so hydroperoxides can form
mixed aggregates with micelle-forming surfactants.
It was shown that oxidation rate of fish oil emulsion
(O/W) decreased when oil droplets in water were
stabilized by cationic surfactants [15]. Contrary to
that, cationic surfactants (S) were found to acce-
lerate the oxidation of hydrocarbons and plant oils
in organic medium [17-21]. The key stage of lipid
oxidation, which is affected by cationic surfactant,
is hydroperoxide decomposition, resulting in free
radical generation. The rate of free radical gene-
ration in mixed micelles LOOH-S” was found to
depend on a counterion of cationic surfactant, and

* To whom all correspondence should be sent:
E-mail: kasaikina@chph.ras.ru

the most pronounced effect was established in the
case of chloride of cetyl trimethylammonium [16,
21]. In the study [16] quercetin was used as a free
radical acceptor to measure the initiation rate by the
inhibitor method.

It is known that surfactant micelles can alter the
partitioning and reactivity of phenolic antioxidants
in reverse and direct micelles and emulsions [2-7].
Rutin, considered to be quercetin glycoside (Fig. 1),
is more hydrophilic than its aglycon, so rutin locali-
zation and partitioning in micelle solution can differ
from that of quercetin. Here we report a quantitative
kinetic study of the consumption of both quercetin
(Qu) and rutin (Ru) in reactions with free radicals
formed by micellar systems cetyltrimethylammo-
nium chloride (CTAC) — lipid hydroperoxide or
CTAC-cumene hydroperoxide and by azoinitiators
AAPH in water and AIBN in organic medium,
respectively. It is of interest to compare the con-
sumption kinetics of Qu and Ru, which differ only
by the hydrophilic 3-O-sugar substituent.

MATERIALS AND METHODS

Quercetin (Qu), rutin (Ru) and 2,2’-azodiiso-
butyramidine dihydrochloride (AAPH) (from Fluka,
Switzerland) were purchased with highest purity
available and used as it was received. Azobis(isobu-
tyronitrile) (AIBN) was purified by recrystallization
from ethanol. Cetyl trimethylammonium chloride
(CTAC) (Fluka) was used as received. Chloroben-
zene and water were purified by double distillation.

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 153
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Flavonoid 2D structure
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HO ]
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Fig. 1.
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As lipid hydroperoxides we used the hydroper-
oxides (LOOH) derived from the autooxidation of
sunflower oil. Besides, kinetically pure triacyl-
glycerols of sunflower oil (TGSO) were obtained by
cleaning sunflower oil from pro- and antioxidants
and trace metals by adsorption chromatography
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Fig. 2. Typical pictures of changing absorption spectra of
Qu (a), >NO* (b), and Ru (c) during their reactions with
free radicals; a) 0.06 mM Qu, 21.8 mM ROOH and 1.5
mM CTAC in chlorobenzene solution (Af =2 min) ; b)
0.05 mM >NO* , 50 mM AAPH in water solution (At =
0.25 min); ¢) 0.04mM Ru, 30 mM AAPH in water
solution (Az = 5 min).

[22]. The lipid oxidation was carried out in a glass
vessel by blowing air through the samples at a rate
of 1.6 1/h at 80°C. Cumene hydroperoxide (ROOH,
Aldrich) was purified according the method
described in [19]. Hydroperoxide concentration was
determined by the iodometric method.
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The rates of quercetin and rutin consumption
were determined by UV spectrophotometry and com-
pared with the consumption rate of the stable
nitroxyl radical 4-(spirotetrahydrofuran-2’-yl)-2-
spirocyclohexyl-1,2,3,4-tetrahydroquinolin-1-oxyl
(>NO*), synthesized according to a known
procedure [23]. This nitroxyl radical is a specific
trap for peroxyl radicals since their spin adduct
(quinone-nitrone) shows a characteristic absorption
band in the visible spectrum [24]. The reactions
producing free radicals were carried out in quartz
cuvette of an Ultrospec 1100 pro spectrophotometer
at 37°C as follows: 2.5 ml of an initiator (AAPH or
AIBN or mixture of hydroperoxide with CTAC)
solution was placed in a cuvette and held at 37°C for
15 min; thereafter 5-25 pl of stock solution of
acceptor (Qu, Ru or >NO") were added and elec-
tronic absorption spectra of reaction mixture were
recorded at intervals. Typical pictures of changing
absorption spectra of Qu, >NO*, and Ru during
their reactions with free radicals are represented in
Fig. 2. All kinetic data are the mean arithmetic
result of three independent experiments and were
processed using the computer program Origin 7.

RESULTS

Both quercetin (Qu) and rutin (Ru) have rather
intensive characteristic absorption bands that
decrease during their consumption in reactions with
free radicals (Fig. 2). Optical characteristics of Qu
and Ru are represented in Table 1.

There is a hypsochromic shift of A,,.x and a slight
decrease of € in water media, compared with those
for Qu and Ru in chlorobenzene solution. Note-
worthy, CTAC doesn’t affect optical characteristics
of flavonols in organic media, whereas in water
solutions marked bathochromic shifts are observed
in the presence of CTAC, which point to an
interaction of Qu and Ru with CTAC micelles.

Figs. 3 and 4 show the consumption of Qu and
Ru in the system of reverse mixed micelles of
CTAC and lipid hydroperoxides in chlorobenzene
solution. It must be noted that no flavonol con-
sumption was observed when the same amounts of

CTAC or hydroperoxides were taken separately
(lines 1 and 2 in Figs. 3 and 4). The rates of Qu and
Ru consumption under the experimental conditions
do not depend on the initial concentration of flavo-
nols. This is known to be typical for inhibitor
consumption in reactions with free radicals when an
inhibitor traps all the radicals produced with a
constant initiation rate (R;) [1-3, 9, 25].

10° Concentration, M

Time, min

Fig. 3. Kinetic curves of Qu consumption in the presence
of 1.65 mM CTAC (1), 20 mM LOOH (2), and in
mixture 1.65 mM CTAC and 20 mM LOOH (3-5) in
chlorobenzene solution at 37°C; —d[Qu]/dt = 6.4x10*
M/s (3-5).

1,64
6
1’2-M5

0,8

Absorbance

0,6
04 _M?’

0,2

0,0

0 2 4 6 8 10
Time, min

Fig. 4. Kinetic curves of Ru absorption decay in the
resence of 1.65 mM CTAC (1), 20 mM LOOH (2),
and in the mixture 1.65 mM CTAC and 20 mM LOOH
(3-6) in chlorobenzene solution at 37°C;
apparent —~d[Ru]/dz = 1.8x10°* M/s (3-6).

Table 1. Optical characteristics Qu and Ru in organic and water media.

Media Quercetin Rutin
Mnax, M &, M71'571 Amax, M g, M71'571
Chlorobenzene 3731 (2.00 £ 0.05)x10* 360+ 1 (1.50 £ 0.05)x10*
Chlorobenzene + 1.65 mM CTAC 373+ 1 (2.00 £ 0.05)x10* 360 + 1 (1.50 £ 0.05)x10*
Water 367+ 1 (1.80 + 0.05)x10* 3511 (1.40 £ 0.05)x10*
Water + 1.65 mM CTAC 382+ 1 (1.70 £0.05)x10* 382+ 1 (1.20 £ 0.05)x10*
Water + ABAP 368+ 1 (1.80 + 0.05)x10* 355+ 1 (1.45 £ 0.05)x10*
Buffer + ABAP 368 + 1 (1.70 + 0.05)x10*

¢ — the molar extinction coefficient determined from the dependence of absorbance at Ay, on molar concentration of Qu or Ru accordingly.
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—d[Qu]/dt = Ri/nq; )

—d[Ru]/dt = Ri/ngy; 2)

Here, nq, and ng, are the stoichiometric factors
for Qu and Ru, which denote the number of free
radicals trapped by each flavonol molecule. It
follows from Eqns. (1) and (2) that the ratio of Qu
and Ru consumption rates is equal to the reverse
ratio of their stoichiometric factors:

{d[Qu)/de}/{d[Rul/de} = npu/nou 3)

According to the data in Fig. 3 and 4, this ratio is
equal ngy/ng, = 3.6. In other words, Qu traps smaller
amounts of radicals than Ru. This result is unex-
pected because Qu is known to be a more efficient
antioxidant than Ru [6—13]. Fig. 5 shows the anti-
oxidant effects of Qu and Ru in TGSO
autooxidation at 80°C. It is seen that the induction
periods (1) in the presence of Qu are longer and the
rates during the induction period are lower than
those for oxidation in the presence of Ru. As a rule,
the longer the induction period, the higher the stoi-
chiometric factor is. When R; remains constant, the
induction period is proportional to n:

7 = n [Inhibitor]/R; 4

Under autooxidation conditions R; increases in
the course of reaction and antioxidants can undergo
side reactions, which affect the duration of the
induction period. The data of Table 2 show that the
higher the initial concentration of flavonols is, the
lower is the ratio Try/Tqu- So, Ru undergoes side
reactions in a greater extent than Qu.
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Fig. 5. Kinetic curves of TGSO autooxidation at 80°C in

the absence (0) and in the presence of 0.1 mM Qu (1) and

Ru (1°), 0.5 mM Qu (2) and Ru (2’), and 1.0 mM Qu (3)
and Ru (3”).

To compare stoichiometric factors for Qu and Ru
and their ratio in organic and water media we have
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studied the rates of Qu and Ru consumption in
reactions with radicals produced in micellar system
CTAC - cumene hydroperoxide (ROOH) in both
organic and water media, and with radicals produced
by azoinitiators AAPH and AIBN decomposition in
water and organic media as well.

Table 2. The ratio of induction periods in the sunflower
oil autoxidation in the presence of Qu and Ru at 80°C.

Initial concentration of flavonols, mM 0.1 0.5 1.0
The ratio of induction periods, tpy/Tq, ~ 0.27 0.11  0.07

Fig. 6 shows that Qu is consumed faster than Ru
(Table 3) in the system of reverse mixed micelles of
CTAC and ROOH in chlorobenzene solution. The
ratio of their consumption rates is equal to:
{d[Qu]/dt}/{d[Ru]/dt} = nry/ng, = 10.4. At the
same initial concentration of all the components
however in the system of normal mixed micelles
CTAC-ROOH in water, the ratio of Qu and Ru
consumption rates was found to be equal
to: {d[Qu]/d¢}/{d[Ru)/d¢t} = nry/ng, = 4.0. Thus, the
rate of Ru consumption is evidently lower than that
of Qu both in organic and water media.

C>10%, M

0 ' 1(‘)0 ' 2(‘)0 ' 3(‘)0 4(‘)0Time: s
Fig. 6. Kinetic curves of Qu (1) and Ru (2) consumption

in the system: 1.65 mM CTAC, 20 mM ROOH in chloro-
benzene media at 37°C; [Qu], = [Ru], = 5.9x10° M

Table 3. The Qu and Ru consumption in reaction with
free radicals produced by ROOH decomposition in
micellar system ROOH-CTAC at 37°C.

System under study ~ —d[QuJ/dt, x10¥, —d[Ru]/dt, x10°%,

M/s M/s
1.65 mM CTAC, 4.78 0.457
20 mM ROOH in
chlorobenzene
1.65 mM CTAC, 0.475 0.117
20 mM ROOH in water

Fig. 7 shows that the rates of consumption of Qu
(curve 1) and Ru (curve 2) in water solution of
AAPH are proportional to the AAPH concentration.
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The initiation rate, when azoinitiators are used, is
equal to R; = k; [AAPH] [1, 2, 25]. So, the slopes of
the lines in Fig. 7 are equal to ki/n, as follows from
Eq. (1) and (2). There are some discrepancies in
published values of k; for AAPH at 37°C (in s
0.4x107° [28]; 1.6x10° [7, 29]; 0.8x10°° [6]. We
have measured the free radical formation rate during
AAPH decomposition by inhibitor method using
stable nitroxyl radical 4-(spirotetrahydrofuran-2’-yl)-
2-spirocyclohexyl-1,2,3,4-tetrahydroquinolin-1-oxyl
(>NO*) as an acceptor. The chemical reaction of
>NO" with peroxyl radicals is known [24] to result
in quinone-nitron formation, i.e. the stoichiometric
factor for >NO' is equal to 1:

\
+H02' ROz
| -HOH
o o)
(>NO" (0

10°Consumption rate, M/s

0,0 T T T T T T

0 1 2 3 4 5 6 8

T
7
[AAPH] 10, M

Fig.7. Dependencies of Qu (1) and Ru (2) consumption
rates on AAPH concentration in water (o) and buffer (A)
(pH = 7.2) solutions at 37°C; (3) - the rates of >NO*

consumption ().

Fig. 7 shows that the values of the rates of
quinone-nitron accumulation and Qu consumption
practically coincide. It follows that the stoichio-
metric factor for Qu in the reaction with peroxyl
radicals resulted from AAPH decomposition in
water solution is equal to 1 and the apparent value
for the rate constant of AAPH decomposition into
free radicals in water (pH = 6.8) and in phosphate
buffer (pH = 7.2) solutions is equal to k; = 0.44x10°°
s'. On the basis of these results, the stoichiometric
factor for Ru in the reaction with peroxyl radicals
resulted from AAPH decomposition in water solution
is equal to 4.

The rates of Qu and Ru consumption in chloro-
benzene solution in reaction with peroxyl radicals

produced by organic soluble azoinitiator AIBN are
presented in Table 4. In this case the Qu consump-
tion rate is nearly twice lower than that of >NO",
and the stoichiometric factor for Qu is equal to 2,
which coincides with the value reported earlier [6,
14, 30]. The stoichiometric factor for Ru in the
reaction with peroxyl radicals resulted from AIBN
decomposition in chlorobenzene is equal to 10.

Table 4. Qu, Ru, and >NO" consumption rates in reaction
with free radicals produced by 50 mM AIBN decompo-
sition in chlorobenzene solution at 37°C.

Free radical acceptor ~ Consumption rate x 108, n
M/s
Qu 0.8+0.1 1.9+£02
Ru 0.15£0.02 10+1
>NO* 1.5£0.1 1£0.1
DISCUSSION

It must be noted that in all cases the rates of Qu
and Ru consumption are concentration independent
when [Qu], [Ru] > 2x10° M (see, for example, Fig.
3 and 4). According to the theory [2, 6, 13, 25, 30] it
means that the chain termination by flavonols

(FIOH)
LO, + FIOH — products R = kr [LO,'][FIOH]

is faster than the recombination/dispropotionation of
peroxyl radicals:

LO, + LO," — products R=2k[LO,T
When the relationship (5) is valid:
ke[FIOH][ LO,"] > 2k[LO, T, (5)

the rate of the inhibitor consumption is determined
by the free radical initiation rate, R;, as it is
described by Eqns. (1) and (2): —d[FIOH]/d¢ = Ri/n.

To discuss the strange differences between the
stoichiometric factors for Qu and Ru, we consider
their consumption in reactions with free radicals
initiated by the decomposition of known initiators
(I). When all the radicals produced are scavenged by
the antioxidant (FIOH), i.e. the relationship (5) is
valid, the main reactions describing free radical
initiation and termination may be represented as
follows [6—13, 25]:

[ 510y Ri=k [1] (i)
10, + FIOH —> rO,H + FIO" (il)
rO," + FIO" — product-1 (i2)
FIO™ + FIO" — product-2 (i3)

F1O" + FIO" — FIOH + product (quinone) (i4)
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The stoichiometric factor, determined as n =
Ri/(—d[FIOH]/df), is equal to 1, when the radical ter-
mination occurs via the reactions il and i3. When
the rO," and FIO" terminations occur via (il), (i2)
and/or (i4), the stoichiometric factor is equal to n = 2.
This simplest consideration shows that the parti-
cipation of antioxidant intermediate radicals (F10)
in rO," termination and the regeneration of FIOH in
some reactions (here it is i4) lead to increase in ».

The data obtained (Fig. 6 and Table 4) show that
quercetin is characterized by nq, = 1 in water solu-
tion and nq, = 2 in organic medium. The latter value
coincides with that obtained for Qu in organic
solutions by other authors [6, 25, 29]. A lower value
nqy, obtained in water solutions, points to a change
of quercetin intermediate radical (Qu’) reactivity in
reactions i2 and i4, which are responsible for n > 1.
In some studies stoichiometric factors are deter-
mined by the inhibition period (r) according to the
dependence (6):

n = Ri-7/[FIOH], (6)

This approach can result in higher values of n,
because induction periods sum up antioxidant effects
over all intermediate products. In the case of Qu
(pentahydoxyflavon), the molecules of product-1 and

OH
HO o)
‘ | OH
0

OH 0]
Glu—0——Rhm

Rut’

Rutin
dimer

-

Bimolecular
recombination
with dimer
formation

product-2, containing phenolic hydroxyl groups, can
interact with free radicals and elongate the induction
period. So, stoichiometric factors deter-mined as the
ratio between R; and the initial consumption rates
can be lower than n estimated on the basis of the
induction periods.

In the case of Ru, the apparent stoichiometric
factors are ng, = 4 in water and ng, = 10 in chloro-
benzene solution (Fig. 6 and Table 4). Fig.5 and all
the data available [6—13, 26] indicate that Ru is a
less effective antioxidant than Qu. A lower consump-
tion rate of Ru compared with Qu decay points to a
regeneration of Ru-chromophore system in some
reactions: In water solution, the assumed regenera-
tion occurs to a lower extent than in chlorobenzene
solution. To explain the low Ru consumption rates,
we hypothesize about an intramolecular H-abstrac-
tion in rutin phenoxyl radical, which resulted in
regeneration of all the hydroxyl groups and transfers
the radical center to glycoside tail (Scheme 1).

The new transformed radical (Rut’) interacts with
other radicals and/or substrates to form the products,
which possess the same chromophore group as Ru.
This makes the Ru transformation reactions invi-
sible by spectrophotometry and decreases the appa-
rent Ru consumption rate.

OH

. HoO o) .

LO, o
A |

3
OH (0]
Glu—0O——Rhm
Ru’
Intramolecular
H transfer
OH
HO (6]
| OH
3
OH (0] .
Glu—0——Rhm
Rut.

Scheme 1.
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The intramolecular radical transformation changes
the relatively stable initial phenoxyl radical inactive
in oxidation chain propagation (FIO") into alkoxyl
radical Rut’, which is more active in H- abstraction
than phenoxyl radical is. So, this reaction can be
considered as an intramolecular chain transfer of an
inhibitor radical, which causes a decrease in the
antioxidant efficiency of Ru. Naturally, in water
solution due to hydration of glycoside tail, the rate
of intra-molecular transformation would be lower
than that in organic medium. So, the difference
between antioxidant effects of Ru and Qu would be
greater in organic nonpolar medium than in water
solutions. For example, the ratio between the induc-
tion periods 7Try/Tqy in o0il medium, which are
presented in Table 2, is less than 0.27. This ratio in
AAPH-initiated oxidation of linoleic acid in SDS
micelles at 37°C inhibited by Qu and Ru in water
solution is equal to 0.53 [7] and in CTAB solution
Tro/Tqu = 0.6 [7].

CONCLUSION

The results of the present kinetic study demon-
strate that stoichiometric factors for flavonols
depend greatly on the medium. Using quercetin and
rutin as free radical acceptors it has also been shown
that cetyltrimethylammonium chloride (CTAC)
catalyzes the decomposition of hydroperoxides
derived from sunflower oil oxidation (LOOH) into
free radicals at physiological temperature. Note-
worthy, the rate of free radical initiation by the
mixture of CTAC and LOOH is ~1.5 times higher
than that caused by the mixture of CTAC with
cumene hydroperoxide at the same concentrations.
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ITocTpnuna Ha 14 oxromBpu 2009 r.

(Pesrome)

N3ydeHo e wm3paszxoiBaHeTo Ha (PIaBOHONMTE KBEPUETHH W PYTHH IO PEaKIHs CHhC CBOOOTHH pPATUKAId B
XOMOTEHHH Pa3TBOPH W MUIIETIAPHU CHCTEMH, CHIBPKALIY IETIITPUMETIIIAMOHUEB XJIOPH] Ype3 Mpuiarane Ha Y B-
crekrpockonusi. CBOOOTHHUTE PAAMKAIM CE 3apaKAaT MpPU pa3NaJaHeTo Ha azouHHuIMaropure 2,2°-a300ucu300yTHII-
amuauHanxuapo-xiopun, AAPH u azobuc(uzobyrunonurpun), AVUBH choTBeTHO BBB BOJHA U OpraHuuHa cpena. U
JIBaTa aHTHOKCHAAHTa KBEPLETUH M PYTHH Ca M3IOJ3BAaHM KAaTO aKIENTOPU HA CBOOOIHMW paJyKald 3a ONpelelisHe
CKOpPOCTUTE Ha 00pa3yBaHe HAa CBOOOIHU paJMKaIM MPHU pa3lagaHeTo Ha KymuiioBute xuzaponepokcuan (ROOH) u Ha
XHUIPONEPOKCUIUTE, OTYUEeHU IpH JUIUAHOTO aBTookucinenue (LOOH), kaTanusupaHo oT HEeTUIATPUMETUIAMOHUEBUS
XJIOPHJ] B OPraHWYHA ¥ BOJHA Cpesia. Y CTAaHOBEHO €, Y€ CKOPOCTTa Ha M3pa3xojBaHe Ha pyTHHa € 4—10 mbTH 1mo-6aBHa

oT

CKOPOCTTa Ha MU3PA3XOJABAHC Ha KBEPUCTHMHA MPU CHIIUTE CKCIICPUMCECHTAIHU YCJIOBUA. Z[I/ICKyTI/IpaHO €

CHOTHOLIEHHETO Ha CKOPOCTTAa Ha 3apakJaHe Ha CBOOOJIHHMTE pajJMKalldi M Ha M3pa3xoJBaHETO Ha (piIaBoHOMUTE U
CTEXMOMETPHUYHHMS (haKTOp Ha KBEPIICTHHA M PyTHHA.
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Oxidation of lindane in contaminated water under solar irradiation in the presence of
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The oxidation of lindane is investigated by photooxidation and photocatalytic procedures using solar light
irradiation. The photocatalyst used in photocatalysis is Degussa P25 TiO,. The degree of oxidation is followed by
chemical oxygen demand (COD) measurements. The oxidation process is carried out at different initial concentrations
of lindane varying from 0.05x10 > M to 1.0x10> M. The photooxidation and photocatalytic oxidation are studied in the
presence of H,0,/K,Cr,05 to check the effect of oxidizing agents on the rate of oxidation. The higher rate of oxidation
is observed in the presence of H,O, when compared to K,Cr,07 in photocatalysis. The decrease in the concentration of
lindane during oxidation is also followed by UV-visible absorption studies. The oxidation of lindane follows the first
order kinetics and the value of the rate constant &, as calculated, is 0.43x107*s7".

Key words: photooxidation, solar irradiation, photocatalyst, COD measurement, lindane.

INTRODUCTION

Wastewater treatment is one of the challenging
areas of the environmental pollution control as our
hydrosphere is getting contaminated with signifi-
cantly high concentrations of various chemicals.
These chemicals include the pesticides used mainly
in agriculture; dyes used in the textiles, laboratory
reagents, etc. Pesticides constitute one of the major
classes among pollutants. In recent years pesticide
compounds (insecticides, herbicides, fungicides,
nematodes, rodenticides, efc.) are being increasingly
used in the control of pests. Many of these chemi-
cals persist for long periods causing contamination
of water, soil and air environment. Many of these
pesticides and organochlorine compounds are toxic,
carcinogenic and mutagenic. The contamination of
water by these chemicals has become a major and
serious problem globally and removal of these con-
taminants has become very challenging.

There are several techniques of removal of
contaminants from the water [1-4] and some of
them are found to be inefficient procedures. Bio-
logical oxygen demand (BOD) and the chemical
oxygen demand (COD) [5-7] are among the waste
water quality indicators, which are essentially
laboratory tests to determine the pollutant content.
Any oxidizable material present in a natural water-
way or in an industrial or wastewater will be oxi-
dized both by biochemical (bacterial) or chemical

* To whom all correspondence should be sent:
E-mail: gkmurthy 2005@yahoo.com

processes. Recent developments in the domain of
chemical water treatment have led to improved
oxidative degradation procedures, which are gene-
rally referred to as advanced oxidation processes
(AOP). Among AOP the photooxidation has
attracted much attention for the degradation of
pesticides and organic pollutants in contaminated
water [8—11]. Photooxidation uses the energy in
light to destroy environmental contaminants, applic-
able both as a waste clean-up and a pollution control
technique.

In photocatalysis TiO, is a widely used photo-
catalyst [8—11]. A wide range of photonic efficien-
cies are observed among various TiO, phases and
formulations. Studies have shown that mixtures of
anatase and rutile TiO, perform better than either
individual rutile or anatase phases of TiO, [12] and
the high photocatalytic activity is reported in some
mixed-phase TiO, preparations such as Degussa
P25. The commercial Degussa P25 TiO, contains 80
to 90% of anatase and 10 to 20% of rutile [12]. The
inactivity of pure-phase rutile is due in part to rapid
rates of recombination. In mixed-phase TiO,, charges
produced on rutile by visible light are stabilized
through electron transfer to lower energy anatase
lattice trapping sites. These results suggest that
within mixed-phase titania (P25) there is morpho-
logy of nanoclusters containing typically small rutile
crystallites interwoven with anatase crystallites. The
transition points between these two phases allow for
rapid electron transfer from rutile to anatase. Thus,
rutile acts as an antenna to extend the photoactivity
into visible wavelengths [13] and the structural
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arrangement of the similarly sized TiO, crystallites
creates catalytic “hot spots” at the rutile-anatase
interface. Hence, the commercial Degussa P25 TiO,
photocatalyst has been chosen for the photocatalytic
oxidation study in order to compare with direct
photooxidation and chemical oxidation.

In the present work the oxidation of lindane by
direct photolysis and photocatalytic oxidation by
chemical oxygen demand (COD) measurement
method is discussed. Lindane is an organochlorine
insecticide. Consumption or acute exposure to
lindane can cause health hazards in humans, aquatic
animals and birds [14]. Hence, the suitable pro-
cedure for the decontamination of lindane from the
aquatic environment is needed. In this regard, in the
present study the oxidation of lindane by solar light
irradiation and by an oxidizing agent in the
presence/absence of catalyst has been explored. The
analyses are made by oxygen demand measurements
(COD tests) and also by UV-visible absorption
studies.

EXPERIMENTAL
Materials

Lindane is obtained from Rallis India Ltd., an
Agrochemical Research Station, Bangalore, India.
The purity of the compound was about 98.5% and it
was used as obtained from the industry without
further purification. Benzene hexachloride (BHC) is
the 100% pure form of the product while lindane is
slightly less pure (> 99% pure). There are eight
separate three dimensional forms (isomers) of BHC;
the gamma configuration being one of those forms.
Lindane refers only to the y-isomer of BHC [14].

The other materials such as potassium dichro-
mate, ferrous ammonium sulphate (FAS), silver
sulphate, mercuric sulphate, hydrogen peroxide,
H,SO, and Ferroin indicator of Merck chemicals are
used for the study. Degussa P25 TiO, as supplied by
the company has surface area of about 50 m*/g and
anatase and rutile ratio is 4:1 (80%:20%).

Analytical Methods

Photooxidation and photocatalytic oxidation
procedures are employed to study the oxidation of
lindane in which COD measurement and absorption
studies are used as analytical methods to follow the
degradation of lindane. The value of COD indicates
the concentration of the lindane in the solution. The
COD values give the extent of degradation of
lindane under solar illumination.

The UV-visible spectra of the samples were
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obtained using Shimadzu UV-VIS-160 model
instrument. The decrease in the absorption intensity
of the bands corresponds to the wavelengths, 198 nm
and 190 nm indicating the degradation of lindane.

Reactors

Photoreactor. The photoreactor unit consists of
the optical convergence lens of circumference of 39
cm which was fixed at the appropriate height in
such a way that the entire area of the reaction vessel
would focused by the sun light and it was main-
tained carefully throughout the experiment. It
consists of a glass reaction vessel of circumference
34 cm, 1 litre capacity, which was mounted on a
magnetic stirrer. The entire set up is encased in a
cabinet.

COD (chemical oxidation) reactor. The experi-
mental setup used for COD test is a round bottom
flask fitted with reflux condenser (water cooled).
The heating was done using heating mantle.

Experimental procedure

Photooxidation of lindane at 0.1x10> M con-
centration has been studied under solar light irra-
diation. The solution of about 500 ml was kept
under constant stirring during irradiation. The solar
irradiation was performed between 11 a.m. to 2 p.m.
during June and September months in 2008. The
experimental setup was made on the roof of the
research laboratory in Bangalore, India. The latitude
and longitude are 12.58 N and 77.38 E, respectively.
The average intensity of sunlight was around
1.16x10°> W-cm 2. The solar light was concentrated
by using convex lens and the reaction mixture was
exposed to this concentrated solar light. The samples
were withdrawn before the start of irradiation and at
30, 60, 90 and 120 min during irradiation in about
30 ml quantities each time. The similar procedure
was involved in photocatalysis, but in the presence
of Degussa P25 TiO, photocatalyst. The samples
from the photocatalysis were centrifuged to remove
suspended photocatalyst. Then COD measurements
were made for these samples using strong oxidizing
agent potassium dichromate. The process is largely
followed by measuring chemical oxygen demand
(COD) of the solution and also studied by UV-
visible absorption measurements. The COD deter-
mination involves the use of oxidizing agent, such
as potassium dichromate, to oxidize the chemical in
acidic aqueous medium. The other reagents such as
silver sulfate were added as catalyst and mercury
sulfate in order to avoid the formation of silver
halide [5-7, 15, 16].
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RESULTS AND DISCUSSION
Chemical Oxygen Demand (COD) measurement

The degree of oxidation is followed by chemical
oxygen demand (COD) measurements. The samples
of photooxidation and photocatalytic oxidation
experiments are used for COD measurements. In
general the COD value indicates the extent of
contamination of water by the pollutants. In this
study, it also implies the concentration (amount) of
lindane oxidized. The general reaction of potassium
dichromate with lindane is given by the equation:

C6H6C16 + 2CI‘20727 + 2stO4 —
— 6CO, + 2H,0 + 6HCl + 2Cr,80, (1)

The COD calculations are made using the
following relationship:

COD = 8000 (V — V))N/V )

Where V; is the volume of FAS used in the blank
sample, V; is the volume of FAS in the original
sample, and N is the normality of FAS. If millilitres
are used consistently for volume measurements, the
result of the COD calculation is given in mg/L.

Higher COD value indicates higher concentra-
tion of contaminants in the water. On treating any
particular waste water (of particular concentration)
the COD should decrease. Here, COD test itself is
considered as the chemical oxidation. However, this
method itself introduces lots of toxicants such as
chromium ions, acid, efc., along with the degrada-
tion of lindane. Hence, a suitable environmental
friendly method is essential for removal of water
contaminants. In this regard, photooxidation by
natural or artificial light irradiation is prominent.

Optimal concentration of lindane

The optimal concentration of lindane was deter-
mined by conducting COD experiments at various
concentrations such as 0.05x1072 M, 0.1x107> M,
0.5x10> M and 1.0x10 M in the presence of fixed
amount of oxidizing agent and catalyst. The COD
value is doubled for 0.1x10> M concentration of
lindane and further there is a slight decrease in the
proportional COD values. This may be due to
decrease in the catalytic activity of the silver ions
and competitive reactions with the degradation
metabolites. Therefore, 0.1x102 M solution of
lindane is used as optimum concentration for this
study. The corresponding COD values are given in
Table 1. Similarly, optimal refluxing time was
determined and it was found to be 1.5 h for the
above optimal concentration.

Table 1. The COD (chemical oxidation) values corres-
ponding to various concentrations of lindane.

Concentration, x102M COD value, x10 mg/L

0.05 15.34
0.1 33.21
0.5 131.30
1.0 228.57

Photooxidation and photocatalytic oxidation

The photooxidation is carried out under solar
light at various concentrations of lindane as men-
tioned above. The COD values of the samples are
determined in these experiments after 120 minutes
of irradiation. The decrease in the COD values
implies the increase in the oxidation of lindane. The
COD values at the various initial concentrations of
lindane used in the photooxidation experiments are
plotted as shown in Fig. 1. The higher COD values
in chemical oxidation indicate the greater amount of
oxygen required for the oxidation of lindane. The
lower COD values in the photooxidation and photo-
catalytic oxidation imply the oxidation of lindane by
these processes as shown in Fig. 1. The COD values
in photocatalytic oxidation are significantly less
than 50% (curve a) of that of photooxidation (curve
b) as depicted in the figure. This implies the effect
of catalyst on the oxidation of lindane. The concen-
tration of lindane has become zero after 90 min. of
solar irradiation. It can also be seen from the figure
that the maximum in oxidation has occurred for
0.1x10* M lindane, which is the optimal concen-
tration. The COD values for the photooxidation and
photocatalytic oxidation of lindane for 0.1x10* M
concentration, at different time intervals are given in
Table 2. The decrease in COD values with increase
in solar irradiation time implies an increase in the
oxidation of lindane.

60 1 —t=a

50 4

+

N /
30 1 i
20 /
+

\

—&—C

Chemical Oxygen emand (x 10 mg/L)

1.2

-

0 0.2 0.4 0.6 0.8

Concentration Of Lindane (x 102M)

Fig. 1. Plots of COD values as a function of concentration
of lindane in which the curves, a, b and ¢ correspond to
chemical oxidation, photooxidation and photocatalytic

oxidation, respectively.
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Table 2. COD values for the photooxidation and photo-
catalytic oxidation of lindane (0.1x10% M) at different
time intervals.

Irradiation time, COD value, x10 mg/L

mm Photooxidation Photocatalytic
oxidation
0 33.44 33.21
30 25.24 10.56
60 21.80 7.88
90 18.16 0.0
120 17.68 0.0

The UV-visible spectral studies have also been
employed. The spectra for the initial sample (before
irradiation) and for the samples after 30, 60, 90 and
120 minutes of solar irradiation are shown in Fig. 2.
The Apax for lindane is found to be at 198 nm. The
intensity of absorption decreases with increase in
irradiation. The absorption intensity is decreased
considerably after 120 min. of irradiation. This indi-
cates nearly 70% oxidation of lindane, whereas in
photocatalysis in the presence of Degussa P25 TiO,,
the complete oxidation of lindane takes 0 min. of
irradiation. The bands at 198 nm and at 190 nm are
characteristic of aromatic m— n* transition. The
decrease in intensity of absorption bands shows the
degree of oxidation of the compound in other words
the degradation of lindane.

1 -
e
0.9 4
—a—b
0.8 4 .
0.7 A —x—d
§ 0.6 - —¥—e
£ o051
=
]
2 04
=
0.3 1
024
01 4
0 T g
o4 b 200 250
’ Wavelength {nm}

Fig. 2. Superimposed UV-visible absorption spectra:
a. sample before solar irradiation; b. sample after 30
min. of irradiation; c. sample after 60 min; d. sample
after 90 min.; e. after 120 min..

However, in photo/photocatalytic oxidation
experiments for efficient oxidation, the intensity of
the solar light focused on to the reaction solution is
very important. The amount of radiation intercepted
by a planetary body varies inversely proportional to
the square of the distance between the star and the
planet. The Earth’s orbit and obliquity change with
time (over thousands of years), sometimes forming a
nearly perfect circle, and at other times stretching
out to an orbital eccentricity of 5% (currently 1.67%).
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The total solar illumination remains almost constant
but the seasonal and latitudinal distribution and
intensity of solar radiation received on the Earth's
surface also varies [17]. Fig. 3 is the solar spectrum,
which shows the absorption of sun light at different
wavelength regions. However in the present
research work photo/photocatalytic oxidation using
solar light was performed as described previously.
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Fig. 3. Solar radiation spectrum which shows the
radiation of sunlight at the top of the atmosphere,
at sea level and black body radiation.

Effect of oxidizing agent on the rate of
photo/photocatalytic oxidation

The degree of conversion is depending on several
factors and one of them is the formation of photo-
generated reactive radical species. Therefore, the
photo/photocatalytic oxidation experiments were
conducted in the presence of oxidizing agents such
as H,O, and K,Cr,O;. The presence of oxidizing
agents causes the formation of OH radicals under
light illumination more efficiently in the presence of
photocatalysts. The OH radicals are highly potent
oxidants, which enhance the rate of oxidation. The
oxidation of lindane in these processes is analyzed
by COD determination at different time intervals
during illumination. The COD values from the photo-
oxidation and photocatalytic oxidation experiments
in the presence of H,O,/K,Cr,0; are plotted against
the illumination time as shown in Fig. 4. The curves
a, b and ¢ correspond to photooxidation of lindane
carried out in the absence of oxidizing agent, in the
presence of H,O, (5 ml of 0.01 M) and in the
presence of K,Cr,O7 (5§ ml of 0.01 M) respectively.
The higher rate of oxidation is observed in the
presence of H,0O, than that in the presence of
K,Cr,O; (Table 3). The reason may be the ease of
formation of greater number of OH radicals in the
presence of H,O, when compared to K,Cr,O;. The
dichromate may directly oxidize lindane to some
extent since it is a strong oxidant provided the
media is acidic, but the formation of the essential
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OH radicals is considerably less. Hence, the higher
rate can be expected in the presence of H,O,. How-
ever, the rate of oxidation of lindane is much higher
in the presence of both catalyst and oxidizing agents,
i.e. in the photocatalysis. There is a rapid decrease
in the COD values in these experiments (curves d, €
and f). The curves d, e and f correspond to photo-
catalytic oxidation of lindane carried out in the
absence of oxidizing agent, in the presence of H,O,,
and in the presence of K,Cr,O; at 5 ml of 0.01 M
concentration, respectively. The highest rate of
oxidation is observed with H,O,, when compared to
dichromate.
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0 50 100 150
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Fig. 4. Plot of COD values as a function of solar irradia-
tion time for the oxidation of lindane in which the curves
a, b and c correspond to the photooxidation experiments
and the curves d, e and f correspond to photocatalytic
oxidation experiments. The curves a and d, b and e,
and c and f correspond to the experiments carried out
in the absence of oxidizing agent, in the presence of
H,0; and in the presence of K,Cr,05, respectively.

Table 3. COD values for the photooxidation and photo-
catalytic oxidation of lindane (0.1x107 M) in the presence
of H,0, and K,Cr,0- as additional oxidizing agents.

Irradiation COD values in COD values in
time, photooxidation photocatalytic oxidation
min experiments experiments

Without With  With Without With  With
Oxidant H202 K2CT207 Oxidant H202 K2Cr207

0 3334 3325 333 3322 33.0 33.12
30 27.6 270 248 10.56 872 9.12
60 212 195 17.8 7.88 0.0 1.35
90 173 146 125 0.0 0.0 0.0
120 13,5 125 10.2 - - -

Efficiency and kinetics of photooxidation and
photocatalytic oxidation

The efficiency ‘%’ of photo/photocatalytic oxida-
tion is defined by conversion degree as follows:

n=[(CODy — COD)/COD,]<100 (%) (3)

Where, COD, and COD denote the concentra-
tions at the initial moment and given time ¢, res-

pectively. Fig. 5 is a plot of 7(%) versus irradiation
time, which implies the percentage of conversion of
lindane to product to be high at the beginning and
later it became almost constant. About 70% effi-
ciency of total oxidation is achieved within 90 min
of irradiation in photooxidation. However, 100%
efficiency is achieved in photocatalysis in 90 min of
irradiation.

Efficiencyin % )

4 T T T T T T !
0 20 A0 &l 20 100 120 140
Inradition tive (1)

Fig. 5. Plot of oxidation efficiency ‘n(%)’ versus
irradiation time.

COD concentration can be fitted well by the
following apparent first-order kinetics:

In(CODy/COD) = kt @)

Where, £ is the apparent first-order reaction rate
constant, which is found to be 0.43x10* s for the
oxidation of lindane. Fig. 6 represents the plot of
log(CODy/COD) versus irradiation time, in which
the initial rate of oxidation is high. About 70% of
degradation (of total oxidation) has taken place in
the course of 1.5 h of irradiation, whereas the rate
constant for photocatalytic oxidation is 1.27x107* s,
in which 100% oxidation has taken place.

log comvcoD
=

0 20 a0 all 20 10 120 140
Ixradia tion tree {redn

Fig. 6. Plot of log(COD/COD) versus irradiation time.

CONCLUSION

In this research work a comparative study of
photooxidation and photocatalytic oxidation of
lindane has been explored by using oxygen demand
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measurement procedure. The photocatalytic oxida-
tion is found to be doubly efficient than direct
photooxidation at 0.1x107 M concentration of
lindane in the presence of commercially available
Degussa P25 TiO,. The method is more simple and
cost effective as it uses the more abundant solar
light for the oxidation of lindane. This procedure
can be extended to study the detoxification of other
water contaminants. The efficiency of the solar
photo/photocatalytic oxidation is enhanced consi-
derably in the presence of oxidizing agents.
Decrease in the COD values in the presence of
oxidizing agents implies an increase in the oxida-
tion of lindane. Comparatively higher rate of degra-
dation is observed with H,O, than that with
potassium dichromate.
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I'. Kpumnamypru'*, M. Cona Bait®

! Henapmamenm no xumus, Yuusepcumem na Banzanop, Baneanop 560001, Hnous
2
Henapmamenm no xumus, Koneowc I'vmam, Baneanop, Unous

[ocrpmuna va 5 1oam 2009 1.; IIpepabotena na 25 stayapu 2010 .

(Pesrome)

W3zcnenBaHo € OKHMCIEHHETO Ha JIMHIAH 4pe3 (OTOOKMCIIeHHE W BBB (POTOKATAIMTUYHH HPOLECH C WU3IOJI3BaHE HA
ci'lbHYeBa cBemInMHA. M3mon3Ban e dotokaranmuzatop TiO, Degussa P25. Crenenra Ha OKuCIIeHHE € OIpeeNneHa 4pe3
n3MepBaHe Ha XxuMudecku notpedHust kuciopo (XIIK). OKucnuTeHuT Ipolec € MPOBEXIAH IPH PA3THIHA HaYaIHA
KOHLIEHTPALUY Ha JIMHAAH - OT 0.05x102 M o 1.0x1072 M. POTOOKHUCIEHHETO U (hOTOKATATUTHIHOTO OKHCIICHUE ca
n3caensanu B npuckeTBre Ha H,0, 1 K,Cr,07 3a na ce mpocienn edexra Ha OKACIUTETHN areHTH BBPXY CKOPOCTTa Ha
oxucnenue. [Ipu porokaranusa mo-BUCOKa CKOPOCT Ha OKUCIICHHE € HabroaBaHa B npucbeTBre Ha H,O, B cpaBHEHNE
¢ K,Cr,0;. Hamanenuero Ha KOHLEHTpanUsTa Ha JIMHIAH 110 BpeMe Ha OKHCICHHETO € CIIeAeHO 4pe3 abcopOuusra B
VYB-Buguma o6nact. OKHCIEHHETO Ha JIMHIAH ClleBa KMHETHKATa HA peaknus OT IbPBU MOPSAABK M H3YHCIIEHATa

CTOIHOCT Ha CKOPOCTHATa KoHcTaHTa k e 0.43x107* 57!,

166



Bulgarian Chemical Communications, Volume 42, Number 1 (pp. 167-173) 2010

Water splitting in PEM electrolysis with Ebonex supported catalysts
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A series of mono- and bi-metallic compositions, containing Pt, Co and Pt-Co in various ratios, supported on Ebonex
were prepared using the borohydride wet chemical reduction method. It was found that PtCo/Ebonex shows enhanced
efficiency toward oxygen evolution in PEM water electrolysis compared to pure metallic Pt. The activity changes in the
order: Pt3Co2/Ebonex > Pt3Co2> Pt3Co/Ebonex > Pt/Ebonex > Co/Ebonex. The effect was explained by the formation
of solid solution between the metallic components combined with hyper-hypo-d-electron metal-support interactions.
These effects, together with the high stability of the supporting material against oxidation, give reason to consider
Ebonex as alternative support for the anodic catalytic materials used in PEM water electrolysis.

Key words: PEM water electrolysis, Pt, Co, Ebonex.

INTRODUCTION

Polymer Electrolyte Membrane Water Electro-
lysers (PEMWE) are the newest development in the
electrolyser technology with high potential for
further improvements and with main advantages,
compared to conventional alkaline water electrolysis
such as no use of fluid electrolyte, lower energy
parasitic losses and very high purity of the produced
hydrogen [1]. However, this technology is still
expensive since the used catalysts are predominantly
Pt and Pt alloys. The main source of energy dissi-
pation during the electrochemical splitting of water
is the oxygen evolution reaction (OER). Therefore,
the synthesis of highly active and cost efficient OER
catalysts is of great importance for the effective
functioning of PEMWEs.

One way to reduce the cost of the catalysts is to
alloy Pt with other less expensive transition metals
(Fe, Co, Ni, Cu, Mo, Sn, Pd, Ir) [2-14]. Alloying
with base metals can reduce the amount of Pt and at
the same time increase the stability of the catalyst
impeding the Pt surface mobility and thus,
preventing the particles growth and formation of
clusters [9, 15]. Another way is the development of
composite catalysts with increased activity through
realization of synergetic effects with the catalytic
substrate [9, 16, 17]. The main advantage of the
most used carbon support is its very high surface
area combined with excellent electroconductivity.
Its big disadvantage is the lack of stability at high
anodic potentials.

* To whom all correspondence should be sent:
E-mail: antonia.stoyanova@gmail.com

© 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria

Recently, Magneli phase titanium oxides with
general formula Ti,O,, ; known under the trade
name Ebonex (Atraverda Inc., UK) have been
investigated as a substitute support material of
carbon [18-20]. Ebonex has a unique combination
of electrical conductivity approaching that of a
metal and high corrosion resistance approaching that
of ceramics. The primary role of Ebonex is to
suppress the agglomeration of catalyst particles
during the synthesis. In addition, interelectronic
and/or interionic interactions with the metallic
components, affecting the catalytic efficiency of the
composite material are expected since its hypo-d-
electron character suggest an ability to interact with
metals such as Pt, Ni, Co.

The method of wet chemical reduction with
NaBH, is a well known technique for synthesis of
nanoscale metal particles, metal nanowires and
similar materials with various chemical composi-
tions. The most important prerequisite for nano-
particles synthesised by the borohydride reduction
process is the knowledge of and the control over the
kinetic parameters determining their nucleation and
growth. The nucleation rate and growth are tools for
control of those nanoparticles in size, shape, struc-
ture and properties, that provides a large choice for
their most successful applications [21].

Our previous investigations showed that Pt-
Co/Ebonex catalyst prepared by the borohydride
reduction method facilitates essentially the oxygen
evolution reaction in alkaline aqueous solutions
compared to both the supported Pt/Ebonex and
unsupported Pt-Co catalysts [7].

The aim of this research is to investigate the
catalytic efficiency of mixed Pt-Co catalyst dis-
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persed on the interactive support of Ebonex in
regard to oxygen evolution in PEM water electro-
lysis.

EXPERIMENTAL

Synthesis of the catalysts. A series of mono- and
bi-metallic compositions, containing Pt, Co and Pt-
Co in various ratios, was prepared using the boro-
hydride wet chemical reduction (BH) method. The
synthesis of the catalyst nanoparticles and their
deposition upon Ebonex required first synthesizing
of platinum and cobalt ethylenediamine complexes
serving as metal precursors according to a previ-
ously developed preparation procedure [7, 22, 23].
In a second stage, the prepared aqueous solutions of
the precursors (single- and mixed-metal complexes)
were impregnated on the surface of the support and
then reduced by addition of sodium borohydride
solution under continuous stirring at 40°C for
several minutes. The procedure was carried out with
different ratios of precursors in order to obtain the
desired composition (Table 1).

Table 1. Pt:Co ratio, Pt cell parameter and crystal size of
the synthesized mono and bimetallic materials

Sample Initial Pt cell Crystal
composition, parameter, size,
Pt:Co ratio,
at.% A nm
Pt/Ebonex 1:0 39191 +0.0018 4.2+0.7
Pt3Co/Ebonex 3:1 3.9050 +0.0037 3.9+0.6
Pt3Co2/Ebonex 3:2 3.8783+0.0149 2.1+04
Pt3Co2 3:2 3.8539+0.0002 2.3+0.2
Co/Ebonex 0:1 amorphous

Characterization of the synthesized electrocata-
lysts. The phase composition, morphology and
surface structure of the catalysts under study were
investigated by X-Ray diffraction (XRD) and X-ray
photoelectron spectroscopy (XPS). XRD spectra
were recorded by X-ray diffractometer Philips APD-
15. The diffraction data were collected at a constant
rate of 0.02 °.s™" over an angle range of 20 = 10-90°.
The average particle size (in our case it coincides
with crystallite size) was calculated from the broad-
ening of the XRD peaks using the Scherrer’s equa-
tion [24]. The XPS of the samples were recorded
with an ESCALAB MK 1II (VG Scenific, England)
electron spectrometer. The photoelectrons were
excited with a twin anode X-ray source using Mg
Ko (hv = 1253.6 V) radiation. Cls photoelectron
line at 285.0 eV was used as a reference for
calibration.

Laboratory PEM cell and test procedure. The
electrochemical tests were performed on membrane
electrode assemblies (MEAs), using a Nafion 117
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membrane (Alfa Aesar) as an electrolyte. The cata-
lysts under study were investigated as electrodes for
the oxygen evolution reaction, while a commercial
E-TEK catalyst containing 20% Pt on carbon
support was used to prepare both the hydrogen (HE)
and the reference electrodes (RE). The electrodes
have a complex multilayer structure, consisting of
gas diffusion, backing, and catalytic layers. The
backing layer was made of a mixture of carbon
particles (Shawinigan Acetylene Black) and 30% of
PTFE suspension, deposited on thin carbon cloth,
serving as a gas diffusion layer. The catalytic layer
was spread upon the backing one as an ink (catalyst
particles mixed with diluted Nafion ionomer) by
several steps. After each step the electrode was dried
for 30 min at 80°C and weighted, using an analytical
microbalance Boeco, Germany. The procedure was
repeated until a metal loading of 5 mgcm® was
reached. Then the electrodes were hot pressed onto
the PEM electrolyte forming the test MEA. The hot
pressing was performed stepwise in the regime of
gradual temperature and pressure increase starting
from 50°C and 6 kg-cm * and ending with 120°C and
12 kg-em 2, respectively.

The PEM electrochemical cell used for testing of
the prepared catalysts is presented in Fig. 1. It con-
sists of two gas compartments, where the hydrogen
and oxygen evolution take place, separated by the
MEA.

Fig. 1. Scheme of the test PEM electrolytic cell:
1) Nafion membrane; 2) catalytic layer; 3) carbon cloth;
4) foamed Ni plate; 5) PTFE rings; 6) reference electrode.

The HE and RE are located in one compartment
so that during the operation, the former ensures the
atmosphere required for the stable potential of the
latter. The complete design of the model test PEM
electrolyser includes also graphite cloths, which
ensure a good electronic contact and foamed nickel
plates, serving as current collectors. The whole stack
is fastened on both sides by metal springs and is
insulated form the stainless steel housing of the cell
by PTFE rings.
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The CV curves were recorded at room (20°C)
temperature, using a potential scanning rate of 20
mV-s . The steady state polarisation tests were run
in galvanostatic mode at operating temperature of
80°C. All electrochemical measurements were
carried out with a commercial Galvanostat/Poten-
tiosat POS 2 Bank Elektronik, Germany.

RESULTS AND DISCUSSION

Fig. 2 represents the XRD spectra of the synthe-
sized mono and bimetallic materials and in Table 1
the results obtained by X-ray diffraction analysis are
summarized.

(111) (200) (220) (311)

Pt/Ebonex

A

g W \uﬂ\w Pt3Co/Ebonex

e A N .y

-~ Ft3Co2

3 Pt3Co2/Ebonex|
£

MWM Col/Ebonex

l Mll ,l A ’,m Ebonex

1 L 1 1 1 1

20 30 40 50 60 70 80 90
20 / degree

Fig. 2. XRD spectra of the studied Pt and Pt-Co catalysts.

The patterns show that the monometallic Co
sample is amorphous, while the rest of the samples
have Pt peaks with varying half-width and 20
position, reflecting the differences in the size of the
metal crystallites and the crystal lattice parameters.
The calculated parameters of the crystal unit cell for
the Pt/Ebonex sample correspond to pure Pt. For all
other samples in the series the parameters of the
lattice are lower. This is an indication of inclusion
of Co inside the Pt unit cell and formation of solid
metal solution. In addition, there is a trend to
decrease the crystal size, respectively increase in the
catalyst specific surface area with the increase in the
Co content. The particle diameters calculated from
full width of the half-peak maximum are in the
range 4.2 to 2.1 nm.

The smallest crystal size has the catalyst Pt3Co2
deposited on Ebonex, suggesting an increased sur-
face area and enhanced activity in accordance with
other authors who reported higher catalytic activity
of Pt-based binary electrocatalysts (Pt-Co, Pt-Cr, Pt-
Ni) [3, 8, 25, 26]. The data of unsupported sample
(Pt3Co2) are not significantly different from those
deposited on Ebonex.

The electrochemical investigation of the catalytic
activity was performed by the method of cyclo-
voltammetry (CV) and steady state polarization. The
CV gives some qualitative information about the
electrochemical activity and the nature of the pro-
cesses occurring on the catalyst surface. CV curves
of MEAs containing Pt3Co2/Ebonex catalyst or
unsupported nanoparticles at the same ratio, Pt3Co2
at the anode are presented in Fig. 3. The latter curve
was included in order to follow the influence of the
substrate on the catalyst performance.

150 e

Pt3Co2/Ebonex ]

100 + :

a_ 50f 1

g7 /] 4
- _-___—-_._-_._._-/

< Of — 2]

g Pt3Co2/— —~"
™ 50t E
-100 | -

05 00 05 10 15 20 25
E/NVvs. HE
Fig. 3. Cyclovoltammetric curves of Pt3Co2/Ebonex and

unsupported Pt3Co2 nanoparticles at 20°C and scanning
rate of 20 mV-s .

The observed current peaks corresponding to the
formation of oxygen coverage on the surface (Pt-O,
Pt—-OH) are not very well depicted on both CV
curves shown. They are spread in a broad potential
range. Both hydrogen and oxygen evolution reac-
tions start at lower overpotentials, when the Pt3Co2
nanoparticles are deposited on Ebonex. The effect is
more pronounced for the OER, which commences at
potential of about 1.5 V.

The main results from the steady state electro-
chemical characterisation of the prepared catalysts,
incorporated in MEAs are summarised in Fig. 4.
The galvanostatic polarization curves of the partial
electrode reaction (OER) involved in the electrolytic
water splitting are recorded at typical PEMWE
operation temperature of 80°C. For comparison in
Fig. 4 data are included from polarisation experi-
ments performed on MEAs with different Pt:Co
ratios deposited of Ebonex as well as unsupported
Pt3Co2 nanoparticles at the anode and a constant
total metal loading of 5 mg-cm .

It can be seen that the monometallic Co/Ebonex
sample shows an insignificant catalytic action, while
all Pt-Co catalysts, supported on Ebonex have
higher catalytic effect compared to the Pt/Ebonex
monometallic sample and unsupported catalyst. This

169



A. E. Stoyanova etr al.: Water splitting in PEM electrolysis

demonstrates the positive influence of the cobalt
inclusions on the activity of Pt, observed also by
other authors [4, 7, 8] and secondly the Ebonex
support [7, 9, 16, 20, 27].

30F Pt3Co/Ebonex 1

| Co/Ebonex pyEponex

Pt3Co2
-~ Pt3Co2/Ebonex -

E/V vs. HE
— 3] [y%]
w o w

T
o

05 1 i 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140

j/mA.cm®

Fig. 4. Galvanostatic polarisation curve of Pt-Co catalysts
with varying metal ratios at 80°C.

The best catalytic activity for oxygen evolution
reaction is exhibited by the sample 3Pt2Co/Ebonex
(sample with the lowest crystal size). It has higher
efficiency relative to all other compositions,
including Pt/Ebonex. Despite the similarity in the
cells parameters the activity on Ebonex supported
catalyst is higher. The activity changes in the order:
Pt3Co2/Ebonex > Pt3Co2 > Pt3Co/Ebonex >
Pt/Ebonex > Co/Ebonex. The combination of ele-
ments from the left side of the transition series in the
Periodic Table, having empty or half-filled vacant
semi-d-orbitals (hypo-d-electronic metal) with metals
of the right half of the transitions series, having
internally paired d-electrons (hyper-d-electronic
metals) is already a proven approach to obtain effi-
cient catalyst with decreased noble metal loadings.
Such composite catalysts exhibit a well pronounced
synergism toward OER and HER [7, 16, 27]. By
dispersion (grafting) of transition metal intermetallic
phases on the active centres of selected catalytic
supports, it is possible to achieve a strong synergetic
effect known as strong metal-support interaction
(SMSI). In this way, it is possible to decrease the
amount of the catalysts for a unit of electrode sur-
face and to increase essentially the catalytic activity
of the composite catalyst [19, 26-28].

Having these facts in mind, the positive effect of
Ebonex support could be explained by formation of
solid solution between the metallic components
(registered in XRD spectra) combined with hyper-
hypo-d-electron metal-support interaction between
the metal components and the substrate.
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In order to verify this assumption the surface
state of the as-prepared Pt/Ebonex, Pt3Co2/Ebonex
and Pt3Co2 catalysts has been studied further by
photoelectron spectroscopy. The results obtained are
represented in Fig. 5 and summarised in Table 2.

The results shown in Fig. 5 and Table 2 indicate
that the Pt 4f spectrum (Fig. 5a) can be deconvo-
luted with three doublet components corresponding
to 3-valence states of the platinum [29]. The
metallic state Pt’ is dominant for all samples. Small
amount of Pt(OH), and PtO, are present too.

The Co 2p core level spectrum is characterized
by two components due to Co 2p;, and Co 2p;,,
and shake-up satellites. The Co 2p;, binding ener-
gies of Co®" and Co’" are very close and this makes
determination of the oxidation states uncertain. But
BE separation of the satellite signals from the Co
2p3»-Co 2p;, photo lines, as well as spin orbital
splitting are dependent on the chemical state of
cobalt. The high spin Co®" compounds such as CoO
(780 eV), Co(OH), (780-781 eV) exhibit strong
satellite lines, which are located at about 5-6 eV
above the main line, in contrast to Co®" that exhibits
a weak satellite shifted to higher binding energies
(C0304, CoOOH) [29-31]. The separation of the Co
2p3»-2p1,2 spin-orbit components is larger by about
1 eV for the high spin Co*" compared to the low
spin Co’" valence states. The splitting is usually
16.0 eV for Co’ and 15.0 eV for Co’* and Co’. The
spectrum of metallic cobalt does not contain shake-
up satellite and gives rise at 778 eV Co 2ps,.

Fig. 5b shows deconvoluted Co2p spectra for
catalysts Pt-Co 3:2. Three components can be distin-
guished. In accordance with the above data the
component with lowest BE corresponds to metallic
cobalt (Table 2). The appearance of both compo-
nents at ~781 and ~785.6 eV and the value 15.7-
15.8 eV for spin-orbital splitting means that cobalt
is present in the second valence state. The intensity
proportion between Co’ and Co”" indicates that only
34-35% are in the metallic state. Namely, this part
of cobalt incorporates into platinum cell. Taking
into account the XRD patterns, the remaining larger
part of the cobalt is in the amorphous state.

Additionally, from the fact, that the Ols spectra
are situated around 532 eV (Fig. 5¢), which cor-
responds to metal-OH bonds, one can conclude that
the Co”" and Pt*" states are in the hydroxide form
i.e. Co(OH), and Pt(OH), respectively. The low
energy Ols component at about 530 eV due to the
oxygen in the metal-O—metal bond and high energy
component (533.5-534 eV) can be assigned to
adsorbed H,O and/or C=0 bonds [29, 32].
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Fig. 5. XPS spectra of Pt-containing catalysts: a) Pt 4f, b) Co2p, ¢) Ols.
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Table 2. Summarized data from XPS spectra.

XPS lines Pt4f;, Co2ps;, Ols
Sample Chemical Pt’ pt** pt* Co° Co** Satellite TM—-O TM(OH), H,0,
species PtO PtO, Co(OH),, CoO Cc=0
POH),  P{OH), spin spin (TM = Pt, Ti, Co)
orbital orbital
splitting splitting
Pt/Ebonex BEeV 7142  72.70 74.76 530.27  531.86 533.85
% 6547 2537 9.16 15.33 72.57 12.11
Pt3Co2 BEeV 7128  72.61 74.61 77836 1499 781.08 15.68 785.61 530.19 532.06 533.71
% 78.93 17.45 3.62 3530 64.70 15.65 74.26 10.09
Pt3Co2/ BEeV  71.17  72.68 7496 77828 15.03 781.15 1584 785.60 529.90  531.97 533.58
Ebonex % 79.73 16.43 3.84 3430 65.70 12.68 80.72 6.60

The results imply the formation of solid solution
of both metals and verify to a great extent the
expected formation of surface bonds between the
metallic components of the catalyst and the sup-
porting material.

In order to check the stability of the synthesized
catalysts the development of the electrode potential
with time was followed under galvanostatic condi-
tions at current density of 100 mA-cm > for period of
24 h. These results show a stable catalytic property
of the Pt-Co/Ebonex catalyst. The measured initial
electrode potential was 1.72-1.75 V. It varied
slightly during the first 8 hours of the test and after
reaching a value of about 1.6 V, no further changes
were observed (Fig. 6).

25+ g
w - 4
T 20
g l-—l-'-'—-—--—-—l\.-‘-‘-_. -
E 15} .
1.0F .
05 1 L L . 1 1
5 10 15 20 25
o h

Fig. 6. Long-term performance of Pt3Co2/Ebonex
recorded in a galvanostatic mode at 80°C and current
density 100 mA-cm .

CONCLUSIONS

The results demonstrate that Pt-Co/Ebonex
catalysts, obtained by the borohydride method of
wet chemical reduction possess enhanced efficiency
toward oxygen evolution compared to pure Pt. The
effect is explained by the formation of solid solution
between the metallic components combined with
hyper-hypo-d-electron metal-support interactions.
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These effects together with the high stability of the
supportive material against oxidation, give reason to
consider Ebonex as alternative support for the
anodic catalytic materials for PEM water electro-
lysis.
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PA3JIAI'AHE HA BOJIA YPE3 I[1EM EJIEKTPOJIM3A C KATAJIM3ATOPU BHPXY HOCHUTEJI

EBOHEKC

A. E. CrostroBa*, E. /1. Jledbreposa, B. 1. Hukomnosa, I1. T. Wnues, . . paruesa, E. I1. CnaBueBa

Hnomumym no enexmpoxumus u enepeutinu cucmemu, bvizapceka akademus na naykume,
ya. ,,Axao. I'. bonueg*, 6n. 10, 1113 Cogpus

[ocremuna va 12 sayapu 2010 1.; Ilpepaborena Ha 19 pespyapu 2010 .

Cepust oT MOHO- 1 OMMeTanHu cheTaBH, chabpxkanm Pt, Co u Pt-Co B pa3nuyHM ChOTHOIIEHHS, OTIIOXKEHH BBPXY

Ebonexkc, ca noiyueHr 1Mo MeToza Ha MOKpara OopxuapuaHa peaykuus. YcraHoBeHo e, ye PtCo/Ebonex mokasBa mo-
BHCOKa €()eKTHBHOCT 110 OTHOLIEHHE Ha OTAENSIHEeTO Ha kuciopo B [IEM BosHaTta eeKkTposin3a B CpaBHEHHE C YHCTaTa
MetanHa Pt. AktuBHOCTTa ce mpomens B pena: Pt3Co2/Ebonex > Pt3Co2 > Pt3Co/Ebonex > Pt/Ebonex > Co/Ebonex.
PesyntarsT € 00sicCHEH ¢ 00pa3yBaHETO Ha TBBPA PA3TBOP MEXIY METATHUTE KOMIIOHEHTH, KOMOMHHPAH C XHUIIEP-XHUII0-
d-eneKTpOHHM B3aNMOEHCTBIS MEXIY MeTaa 1 Hocutens. Te3u eeKTH, 3aeJHO ¢ BUCOKaTa CTAOMIHOCT Ha HOCHTENS
Cpellly OKHCIIsIBaHE, JaBaT ocHOBaHHE EOOHEKC /1a ce pas3riiexa KaTo aaTepHAaTUBEH HOCUTEN 32 aHOJHM KaTaTUTUYHU
Marepuaiu, usnoia3panu B [IEM BogHaTa enextposnusza.
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The biological method of waste water remediation includes the participation of peculiar bacterial strains, capable of

utilizing the halogenated aliphates as a carbon source.

In the present paper a kinetic model of the process of monochloroacetic acid biodegradation via glycolic acid
production was developed. This model allowed the evaluation of the effects of microbial growth and diffusion
limitations inside the gel particles on the process rate and the separate contributions of the free and immobilized cells

for the overall fermentation process upon multiple uses.

The model results were tested on the process carried out by the strain Xanthobacter autotrophicus GJ10 used in the
process of degradation of the highly toxic 1,2-dichloroethane and suitable for remediation of monochloroacetate

contaminated media.

Key words: biodegradation, monochloroacetic
polyacrylamide, mathematical modeling.

INTRODUCTION

The short-chain halogenated aliphatic com-
pounds, such as 1,2-dichloroethane, are frequent
constituents of industrial waste waters [1]. They are
produced in millions of tons annually and because
of the toxic effects of these compounds on humans
as well as on the natural environment, there is
growing interest in technologies for their removal.
The monochloroacetic acid (MCA) is an inter-
mediate product of degradation of the strongly toxic
1,2-dichloroethane. Biotechnologies, involving the
use of microorganisms, able to degrade both pollu-
tants to nontoxic final products, were developed in
the last years. For this purpose, specialized bacterial
strains that are able to use halogenated aliphatics as
sole carbon and energy sources were used [2, 3]. As
one of the most successful MCA degrading strains
was evaluated the strain Xanthobacter autotrophicus
GJ10.

The multiple use of bacteria requires their immo-
bilization, either by entrapment in gels or fixed on
solid supports. It both cases problems associated
with mass transfer resistance may arise as well as
with the cell detachment from the support. The
correct performance of the process requires the
knowledge of the contribution of the immobilized
cells and of the free ones growing independently

* To whom all correspondence should be sent:
E-mail: vasileva@jice.bas.bg

acid,

immobilization, Xanthobacter autotrophicus GJ10,

after detachment from the matrix. Another important
feature is the estimation of the inhibition effects
enhanced due to the mass transfer resistance in the
gel particles and in the biofilms.

In the present paper a mathematical model is
proposed to evaluate all these effects accompanying
the microbial biodegradation of monochloroacetic
acid.

This model enables to evaluate quantitatively
these effects and to estimate their importance on the
net process.

MATHEMATICAL MODELLING

The purpose of the mathematical modelling in
the present paper was to estimate quantitatively the
contribution of the cells entrapped in the gel
particles, and in the free culture, after leaking from
the gel. Leakage of cells from external layers of the
particles may lead to cell growth in the bulk phase,
which would compete and could even suppress the
contribution of immobilized cells to the studied
biodegradation [4—6]. Another effect of the cell
detachment is the particle exhaustion and the failure
of further use. Therefore, the mathematical
modelling helps to estimate quantitatively the
sustainability of the immobilized biocatalyst.

Our mathematical model is based on the
following assumptions:

i) The monochloroacetic acid (MCA, S§) is
considered as a carbon source for microbial growth

174 © 2010 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria
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but as an inhibitor at higher concentrations as well.
It is converted into glycolic acid (GA, P) according
to the net scheme:

CH,CI-COOH — CH,(OH)-COOH —

mineralization
des __j X
dt dt
“r g Xk xe,
dt dt (1)

As a simplification, we considered the second
step of further glycolic acid mineralization as a
single consecutive first-order reaction.

ii) The process for immobilized cells follows
kinetic equations with a structure identical to that
for a free culture (1) but possibly with different rate
constants because of different conditions the cells
are living under. The yield coefficients are con-
sidered the same as those for a free culture.

iii) There is no migration of bacterial cells within
the particles although they are not uniformly dis-
tributed because of different supply of substrate [4,
7, 8]. Leakage of cells growing at the periphery of
the particles into the broth may take place.

iv) No partitioning effects for the solutes exist,
i.e. the solubility of the species is considered to be
the same in the bulk and in the gel particles.

v) It is established that the first step of the mono-
chloroacetic acid biodegradation is associated with
considerable substrate inhibition, particularly for the
microbial growth [9, 10]. We shall consider that the
substrate inhibition follows the equation proposed
by Andrews [11]. Hence, the equation of microbial
growth takes the form:

p=p  — s
" K, +cg +Kics @)

No product inhibition was considered, neither for
the first step, nor for the final mineralization. Based
on these assumptions, the mathematical model for
spherical particles represents the following set of
partial differential equations written in dimension-
less form, cf. the List of symbols:

oo oln. 20cg -
aCS :a CZ'S +£ aS _¢3'XE.S
oT ° PP

ey [aznga‘c}a

}r@f.)?—@ﬁ)@

Dl o 2 g
9 p cp
or @ (3)
with the following initial and boundary conditions:
T=0, ¢ =1 (4a)

p=0, dci/dp=0, (4b)
p=1, dci/p=Bi/(cis — Cin), (4c)
The notations in Eqn. (6) are as follows:
T=Dg/R*, p=r/R, ci =c,/cl,
(p; :kllumax,imRZXi?n /(Dscg): (5)
&F =k, R*X° (Dycd),
ﬁim = iuimR2 /DS’ ;max,im = /umax,imR2 /DS

For a batch culture, the variation of product
concentration in the broth with time is given by the
following equations, with the associated initial

conditions:
y 9 __yp, (—acf’j +
r=R

dt or
iy (6)
+V(Yp x — _kZXcP,oo)
170.4
V—=Vu X_+pA4 |u. X,
dt luoo 0 ﬂ [/uzm im ]r=R (7)

0 0
t=0,X,=X,,cp=cp,,

The cells leakage is taken into account by the
multiplier B being the apparent thickness of the
peripheral layer of the gel particles where cells
leakage takes place, cf. the List of symbols.

Eqns (6, 7) can be rewritten in the following
dimensionless form:

.

- 0 —

cpz—RDALj[ C"} dT +Yp, (L X oo —
0 p—]

op ®)
—(kyR?/ Dgc¥ )X wc,
iX - — - [ —
2L L Xw+BL .Xim]p ,
ar Moo P X o)
T=0,Xo=0,q=0,u=pR*/Dyg

The term ;wX . in Eqgn. (9) accounts for the

growth of the cells leaked to the broth. The second
term on the right hand side of Eqns. (5, 9) takes into
account the share of the cells leaked to the broth
from the periphery of the gel particles.

The meaning of the dimensionless parameters in
Eqns. (6-9) is as follows:

@g* is the Thiele modulus being proportional to
the ratio of the characteristic reaction time (the
growth-associated biotransformation) and the time
for diffusion R2/D.
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@ is the Thiele modulus for the second step of
the consecutive reactions, i.e. the mineralization of
glycolic acid to water and carbon dioxide.

Rp= Dy/Dp is the ratio of diffusivities of MCA to
GA. This ratio was taken as Rp = 1, accounting for
the similar structures and masses of the MCA and
GA molecules.

The Biot numbers Bii for the different species
(ith) are considered high enough to neglect the
external mass transfer resistance.

Ky is the MCA saturation constant for free culture
and u is the specific cell growth rate taking into
account the consumption of MCA as well as the
substrate inhibition effects according to the Eqs. (2—
4).

The multiplier £ takes into account the rate of
cell leakage from a layer at the periphery of the
spherical gel particles. If no gel destruction takes
place, it is reasonable to assume that the maximum

possible value of the dimensionless factor B may

reach a unity if the cells from the whole particle
volume leak into the surrounding medium. It means

that in the latter case E =1, WimXim = UXo. In case

of no cell leakage, S=0.

L = A.R/V is a dimensionless parameter taking
into account the particles interfacial area and their
concentration. In case when the particles concen-
tration is low and provided the spherical solid
particles are of a uniform radius, this parameter is
related to the bed porosity, & by the equation:

N rd’ 3NV,
L= p Psz p P=3(1_8),
v o2 14

Where N, and V, are the number of particles and
the volume of a single particle, respectively. Hence,
the parameter L can be calculated knowing the
particles volume and the volume of the fluid.

There are eleven parameters in the model (2-9).
Some of them can be evaluated from independent
sources or experiments and thus facilitating the
parameter estimation from experimental data for
lactic acid fermentation by entrapped cells. These
parameters are given in Table 1 with explanation of
the way they are estimated or used further.

Many of the parameters could be taken from
experimental data for free culture of the same strain,
namely K, Kp, Ypx and pimax [9, 10]. The diffusivity
Ds is taken from the literature for aqueous media
[12].

The effect of immobilized cells on the solute’s
diffusion coefficients is considered quantitatively by

(10)
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Lefebvre and Vincent [7] and Gutenwik et al. [8].
One may expect that the solutes diffusivities may
vary during one run within the gel pores because of
microbial growth. In our case we shall consider
constant diffusivities during one run, taking into
account only their change from run to run.

The Biot number is considered to be high enough
to provide well-stirred state conditions in the broth.
The specific particle area parameter L was deter-
mined from the void volume of the mixture
particles/broth.

The left four parameters (@Lz, Hinax, ims @pz, and )
have to be estimated from the model, cf. Eqns. (6-9)
and based on the experimental data.

The set of differential equations (6) with the
initial and boundary conditions (Eqns. (6a—c), (7),
(8)) could be solved numerically. We used an
implicit finite difference scheme coupled with the
Thomas algorithm for solving the resulting linear
algebraic equations.

For the purpose of parameter estimation the
experimental results on the studied microbial bio-
degradation, published recently [13] were used. The
parameter estimation was accomplished by mini-
mization of sum of the squares of the differences
between the experimental and the calculated values
of monochloroacetic (S) and glycolic acid (P) con-
centrations at each moment of sampling.

Sum = z[(SlcaIL _ Sf»cp )2 + (chalc _ Pjexp )2] (1 l)
J

The sums of the square differences of the norma-
lized concentrations were very low, i.e. ~10*—10°°
orders of magnitude and always less than 0.001 for
the estimated parameters.

RESULTS AND DISCUSSION

The values of the estimated model coefficients
are given in Tables 1, 2, 3. It was interesting to note,
that the maximum growth rate for the immobilized
cells was determined with very high accuracy,
namely:

Umaxim = 0.023 b (13)

Slight differences in the initial approximations
during the estimation procedure gave very large
discrepancies in the sum of least squares. This
strong sensitivity is an indication of the model
reliability. This value for ftmaxim 1S much lower, i.e.
one order of magnitude than the specific growth rate
for free cells. Probably it is due to the spatial limi-
tations for the cell growth inside the particles.
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Table 1. List of the model parameters and their values

Parameter Values Reference
Bi, Biot number, dimensionless > 1000 Own assumption
D, diffusivity of monochloroacetic acid, (m%/s) 1.37x107° [15]
Dy, diffusivity of glycolic acid, (m%/s) 1.37x107° Own assumption
ki, rate constant for monochloroacetic to glycolic acid fermentation, Included in the Thiele modulus, @s?,
included in @2, dimensionless
k,, rate constant of the second step of microbial degradation, included - Included in the Thiele modulus @
in @, ((kg/m’) h ")
K;, substrate inhibition constant, (kg/m®)”' 0.0406 From the free cells experiments [14]
K, saturation constant for monochloroacetic acid in Monod’s 0.0123 Own data from the free cells experiments
equation, (kg/m")
L, particle specific surface area parameter, dimensionless, Eqn. (10) Different values Own data
Yp/x, product yield factor for free cells, dimensionless 1.0 Own data from the free cells experiments

[ cells leakage factor, (0 < f < 1), dimensionless

Linax, Specific maximum microbial growth rate for free cells, (h™)
Hmax, im» SPecific maximum microbial growth rates for immobilized

cells, (h'™")
@¢%, Thiele modulus on monochloroacetic acid conversion,
dimensionless, Eqn. (5)

2 . . . . . .
@y, Thiele modulus on glycolic acid conversion, dimensionless,

Eqn. (5)

Different values

0.155
Different values

To be determined in the present paper

Own data from the free cells experiments
To be determined in the present paper
Different values ~ To be determined in the present paper

Different values ~ To be determined in the present paper

Table 2. Parameter values estimated at MCA initial
concentration of 5 mM.

Table 3. Parameter values estimated at MCA initial
concentration of 10 mM.

Run No. @gz, [-] Q)st ['] Hmax, im [hﬁl] ﬁ s [-] Run No. @sz, [-] @pz, [-] HMmax, im» [hﬁl] ﬂ s [']
R1 11.15 1x107 0.023 2.4%1072 R1 2.14 0.1x107 0.023 42x107
R2 3.5 1x107 0.023 1.7x1072 R2 10.9 1x107 0.023 1.52x1072
R3 6.32 1x107 0.023 1.86x1072 R3 17.36 0.51x107* 0.023 1.53x1072
R4 8.97 1x107 0.023 1.87x1072 R4 8.84 0.51x107* 0.023 1.54x1072
R5 8.6 1x107* 0.023 1.93x1072 R5 8.647 0.1x10™* 0.023 1.55%1072

R6 1x107° 0.1x107* ~1077 3.2x107°

The comparison of the values for the Thiele
modulus @s” for the first process shows that it stays
stable at the lower initial concentration, i.e. there is
slight cell leakage into the broth, which is compen-
sated by the microbial growth inside the particles.
This statement corresponds to the stable and very
low values of the leakage factor f. In the case of

higher MCA initial concentration (i.e. 10 mM) the
Thiele modulus passes through a maximum tending
to zero for the last run. Obviously, in this case, the
particles are already exhausted due to the leakage
and the growth cannot compensate these losses,
probably due to substrate inhibition. The initial

values at the immobilized cell concentration X,

prior to each run estimated from @ vary between
90 and 880 kg/m’. For a reference, the free cell
concentrations in the stationary phase are about 5
kg/m’.

It is important to mention, that the leakage factor
remains stable during the runs at both initial con-
centrations. Its values are very close to each other
except for the first and last runs at 10 mM. The last
fact could be explained by the extremely low initial
cell concentrations in the first and the last experi-
ments.

A review of the obtained parameter values shows
that the Thiele modulus @ for the second process
is practically constant at both initial MCA concen-
trations, no matter of the runs. This fact shows that
the mineralization of glycolic acid is not inhibited
by MCA or GA and that the immobilized cells are
sufficiently active for all experiments.

A comparison of the modelling and experimental
results from [13] is shown in Fig. 1. It illustrates the
transient processes for a single run and the process
stability for multiple repeated runs.
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0 20 40 60 80 100 120 140
Time(min)

Fig. 1. Comparison of experimental data for
monochloroacetic and glycolic acid with the model ones.
(—0-) - monochloroacetic acid; (—#—) - glycolic acid.
The lines present results of mathematical modelling.

CONCLUSIONS

On the basis of the analysis of experimental
results applying mathematical modeling we have
come to the following conclusions:

The mathematical modelling of the process
showed that for the present experiments loss of
activity due to cell leakage was compensated by
microbial growth inside the particles for 5 conse-
cutive runs. Moreover, microbial growth was
strongly retarded inside the particles and the second
step of microbial mineralization was slightly
dependent on the initial substrate concentration or
the glycolic acid.

LIST OF SYMBOLS

A Particles total interfacial area [L?]

Bi Biot number; Bi = kR/Dy [-]

c Concentrations, [M-L™]

D; Diffusivity of the ith species, [L*T ']

d, Particle diameter, [L]

ki Rate constant of the lactose fermentation,
Eqn. (1), [-]

ky Rate constant of lactic acid degradation,
Eqn. (1), [(M-L7) . T]

k Mass transfer coefficient, Eqn. (Bi =
kR/Dy), [L-T ]

Ksg Saturation constant for lactose in Monod
Eqn. (7), [M-L™]

K Constant of substrate inhibition, Eqn. (2),
(ML) ]

Kp Constant of product inhibition, Eqn. (2),
[M-L”]

L Parameter taking into account the effect

of specific particles area; L = 3(1-¢), [-]
Number of gel particles, [-]
Radius of the particles, [L]

~ =z
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r Radial co-ordinate, [L]

Rp Ratio of diffusivities related to that of
lactose, [-]

Time, [T]

Dimensionless time, 7= Dy #/R?, [-]
Total volume of the system, [L’]
Living cells concentration, [M-L™]

NN

Yrx Product yield coefficient, [-]
Greek Symbols
B Apparent radius of the peripheral layer of

the particles emitting viable cells from
interface into the bulk, [L]

B Share of viable cells leaking from the
particles interface into the bulk,

B = B/R, between 0 and 1, [-]

€ Void fraction, [-]

u Spelciﬁc microbial growth rate, Eqn. (7),
[T]

p=r1/R  Dimensionless radial coordinate, [-]

D’ Thiele modulus for lactose conversion,
Eqn. (7), [

Oy Thiele modulus for lactic acid degrada-
tion, Eqn. (7), [-]

Subscripts

S Denotes quantities related to lactose
(substrate)

P Denotes quantities related to lactic acid
(product)

i Denotes quantities related to certain
species in the system

im Denotes values, related to immobilized
cells

max Denotes maximum values

o Denotes values, related to the bulk
phase

Superscript

—  Denotes dimensionless quantities
0 Denotes initial concentrations
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MATEMATHUYHO MOJEJIMPAHE HA BUOPA3I'PAXKIAAHE HA MOHOXJIOPOLIETHA
KUCEJIMHA OT KJIETKN HA HIAMA XANTHOBACTER AUTOTROPHICUS GJ10,
NMOBNIIN3NPAHU B ITOJINMAKPMJIAMU/JIEH T'EJI

E. K. Bacunera*, K. K. Ilerpos, B. H. bemkos

Hncmumym no unsicenepna xumusi, bvaeapcka akademust na nayxume, yi. ,,Axao. I'. Bonues*, 6ok 103, 1113, Cogpus

IMoctremmna Ha 2 ¢eBpyapu 2009 r.; IIpepaborena na 1 okromspu 2009 .

(Pestome)

BI/IOJ'IOFI/I'-IHI/ITG METOAU 3a Hpe‘il/ICTBaHe Ha OTIHaaAHU BOAU CC€ OCBHLICCTBABAT qpe3 HU3I10JI3BAHC Ha CHCLII/I(bI/I‘iHl/I
OaKTepHaTHH [IAMOBE, KOUTO Ca B ChCTOSHUE J]a M3IIOJI3BAT XAIOTCHUPAHUTE aTM(aTH KaTo BBITICPOJICH H3TOUYHUK.

B mHacrosmata craTtus € MPENCTaBeH KWHETUYEH MOJEN Ha Tpoleca Ha OHOpasrpaxaaHe HA MOHOXJIOPOICTHA
KHCEJIMHA C MEXJIWHCH MPOMYKT TIUKOJIOBAa KUCETHMHA. TO3M MOJEN MO3BOJIsABa OICHKAaTa Ha edekra oT MUKPOOHUS
pactex u 1udy3MOHHUTE OrpaHUYEHHs B TenHUTe YacThiu. OIEHeH € MPUHOCHT HA CBOOOIHUTE U MMOOMIHU3UPAHUTE
KJIETKHU B Ipolieca Ha OHopa3rpaXiaHe IpU MHOTOKPATHO H3IMOJI3BAHE HA FeJIHUTE YaCTHIIH.

Pesynrature OT MareMaTHYHHsS MOJEN Ca MPOBEPCHH CKCIIEPUMEHTATIHO C KISTKM Ha mama Xanthobacter
autotrophicus GJ10, n3BeCTeH ChC CIMIOCOOHOCTTA CH J1a pa3rpakna TokcuuHus 1,2-auxnoperad. [l{ambT € moaxomsmy 3a
00e3BpeIKIaHEe Ha CPEIH, 3aMbPCCHH C MOHOXJIOPAIIETATH.
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Additivity principle is employed to study heterogeneous redox catalytic process mechanisms by electrochemical
means. The reaction mechanism of sulphide ions oxidation by air in alkaline medium is investigated. Assuming an
electrochemically proceeding mechanism two partial reactions of sulphide oxidation and oxygen reduction are
evaluated. Two highly active catalysts, suitable for industrial application, namely cobalt disulphophthalocyanine
complex [CoPc(SO3;H),] and nickel hydroxide Ni(OH), are studied. Hydrophobic gas diffusion carbon electrodes
(GDE), are utilized.

The electrochemical mechanism of the process is proven by the good agreement between calculated by Faraday’s
law values and converted quantity of sulphide ions, measured analytically. The sulphide ions oxidation reaction by
oxygen proceeds essentially on spread micro-galvanic elements created in the Carbon-Teflon structure of the electrodes.
The carbon in the GDE exhibits its own catalytic activity. The electrodes modified with CoPc(SO;H), and Ni(OH),
possess considerably higher catalytic activity (about 5-fold).

The studied systems are quite promising for industrial purification of waste waters containing H,S.

Key words: Electrocatalytic oxidation; sulphide ions.

INTRODUCTION

Sulphide ion catalytic oxidation to elemental
sulfur [1-3] is one of the most effective methods for
eliminating this hazardous pollutant from waste
waters. They are highly toxic and biological methods
for cleaning become problematic [4]. Chemical pro-
cesses for sulphide oxidation are generally homo-
geneous and heterogeneous. Cobalt sulphophthalo-
cyanine complexes, nickel, cobalt and iron salts [5—
8] are used as catalysts in homogeneous media.
Heterogeneous catalysts like Fe, Co and Pd salts as
well as phthalocyanine and oxides of transition
metals deposited on active carbon, silicagel or Al,O;
[9-12] have been studied. The mechanism of the
sulphide oxidation process is complex and depend-
ing on the working conditions produces either collo-
idal sulphur or polysulphides.

Wagner and Traud [13] have proposed an addi-
tivity principle that was employed and developed
[14] to study heterogeneous redox catalytic process
mechanisms by electrochemical means. Applying
the additivity principle, we have aimed at gaining
information on the reaction mechanism of sulphide
ions oxidation in alkaline medium:

S* +1/20, + H,0 — S"+ 20H" (1)

* To whom all correspondence should be sent:
E-mail: kpetrov@bas.bg

The catalytic redox reaction (1) can be modelled
by two partial reactions of oxidation and reduction
[15, 16]. Assuming an electrochemically proceeding
mechanism, the anodic and cathodic reactions may
be presented as follows:

Anodic reaction

S* > 1/28,+2e )
Cathodic reaction
Oz"" Hzo +2e — H027 +OH (3)

Total:
S* +0,+H,0 > 128, + HO, +OH (4)

In this work two suitable for industrial appli-
cation and highly active catalysts, namely cobalt
disulphophthalocyanine complex [CoPc(SO;H),]
and nickel hydroxide Ni(OH), have been studied.

EXPERIMENTAL

Hydrophobic gas diffusion carbon -electrodes
(GDE), developed in this laboratory (IEES, BAS)
are utilized [17]. The electrodes are double layered
and composed of gas diffusion and catalytic layers.
The geometrical area of the GDE is 200 cm”. The
GDE’s catalytic layer surfaces are modified by two
catalytically active substances. The GDE is used as
a wall of a reactor’s cell as illustrated in Fig. 1.

The GDE is arranged in the reactor in such a way
as to shape the reactor chamber (2) where the elec-
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trolyte is supplied. The GDE catalyst surface faces
the electrolyte while its other side is in direct
contact with the surrounding air. The sulphide ions
containing electrolyte is supplied from the tank (7)
to the reactor chamber (2) by means of the peri-
staltic pump (6) via the electrolyte supply line (5).
The waste solution is fed back to the tank (7)
closing the cycle, where the electrolyte continually
circulates with a defined flow rate. The waste
electrolyte contains 10% Na,S (15 g S*1™") and 1%
NaOH (0.25 N NaOH). In the course of the experi-
ment a sample is taken from the tank (7) for analysis
at 1 hour intervals. Mercury oxide (Hg/HgO) refer-
ence electrode is used and all potentials in this paper
are given in mV vs. E (Hg/HgO).

Al

w

1

Fig. 1. Scheme of the reactor’s cell: 1 - GDE.; 2 - reactor
chamber; 3 - waste solution line; 4 - reactor; 5 - solution
supply line; 6 - peristaltic pump; 7 - solution tank;

8 - sampling line.

The catalysts were deposited on the electrode
surface. One of the substances, [CoPc(SO;H),], was
deposited by impregnation on the GDE catalytic
layer from an ethylenediamine hydrochloride solu-
tion. The surplus ethylenediamine was washed away
and the electrode dried at 80°C. Concentrated solu-
tion of Ni(NOs), was used for impregnation of the
electrode with nickel nitrate solution, followed by
precipitation of the hydroxide on the surface
through 10% NaOH solution treatment and finishing
wash with distilled water, and drying at 100°C.

The catalytic activity was measured by trans-
porting a solution of 15 g S*~I'"' and 0.25 N NaOH
through the reactor cell. Under these conditions the
sulphide ions were oxidized by air that has diffused
through the GDE. The reaction rate (V) was evalu-
ated by catalyst productivity expressed as equi-
valents of converted sulphide ions at 20°C per unit
time onto a specific geometric surface, equal for
non-modified and modified electrodes, at identical
flow rates. The converted amounts of sulphide ions
were determined by analytical method [18], which is

based on precipitation of Na,S in Cu(ClOy) to CuS,
which is titrated volumetrically with EDTA. The
degree of conversion (Dc) of sulphide ions to ele-
mental sulphur was used as criteria for the catalytic
activity according to the Equation 5.
pe=€2=C) (5)
Co
where D. — degree of conversion; C, — initial con-
centration of S* ions; C — current concentration of
S* ions (measured after some working time). In
agreement with the Faraday’s law the reaction rate
can be expressed as a current:

V = ANS* /At = IF/nF or

IF = V.nF = ANS* nF/At (6)

where: ¥ (mol'sec) is the reaction rate; n is the
number of electrons exchanged by the two half-
reactions; F is the Faraday constant and ANS* are
the gram equivalents of S,, oxidized over the time
interval At.

The GDE electrochemical characterization was
carried out by plotting partial polarization curves on
GDE with or without deposited catalysts. The
sulphide ions polarization curves were plotted by
isolating the cell from oxygen and by utilizing the
above mentioned electrolyte. The oxygen polariza-
tion curves were plotted while admitting oxygen in
the absence of sulphide ions. The electrolyte con-
tains only 0.25 N NaOH. The E,,x values of the res-
pective polarization curves for each electrode were
compared with a measured value of the open circuit
potential in the presence of both redox couples. The
similarity between the values of mixed current I
(mA) and the reaction rate J (expressed as a current
IF) as well as between mixed (Enix) and open circuit
(Eo.) potentials is an indication of the electroche-
mical mechanism of the process.

RESULTS AND DISCUSSION

The measurements of the sulphide oxidation
reaction rate and the partial electrochemical curves
commenced with the non modified GDE. In the first
experiment the dependence of the reaction rate on
the sulphide solution flow rate (v;) has been studied.
The results at 20°C and various flow rates (between
14 and 53 cm’min™') are depicted in Fig. 2. It is
quite apparent that the degree of conversion in-
creases with the solution flow rate. This is probably
due to lower diffusion limitations and increase of
circulation cycles. Flow rate of v, = 24.15 cm’**min™'
has been selected for next experiments.

With the chosen flow rate of solution, tests of the
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catalytic activity on non modified GDE at different
temperatures have been performed. Fig. 3 shows the
relationships between the degree of conversion and
time on stream for three operating temperatures. The
D, increases with temperature but reaches a plateau,
which is lower than 100% conversion of sulphide
ions.

./.
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Fig. 2. Relationship between rate of sulphide oxidation by
oxygen and flow rate of solution; 7'= 20°C; electrolyte:
15 g S**1"" + 0.25 N NaOH; non-modified GDE
SGDE =200 cn’.
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Fig. 3. Relationships between degree of conversion and
time on stream at different temperatures: 7= 20, 40 and
60°C; electrolyte: 15 g S*I"' +0.25 N NaOH + O, (Air);
non-modified GDE; SGDE = 200 cm?; flow rate v, =
24.15 cm*min .

The electrochemical partial polarization curves
on non-modified GDE were plotted at 20°C and
represented in Fig. 4. The nature of the curves indi-
cates that the system can be regarded as a "poly-
electrode" system. The anodic curve (oxidation of
sulphide ions) was measured in absence of oxygen —
the gas facing side of the GDE was covered. Argon
gas was admitted through the electrolyte (15 g S*I"'
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+ 0.25 N NaOH). The cathodic curve was measured
with oxygen in 0.25 N NaOH electrolyte. The open
circuit potential (E,.) was measured on a GDE
without external current, in the presence of oxygen
in 15 g S**1"" +0.25 N NaOH electrolyte (i.e. in the
presence of both oxidation-reduction couples S*/S
and OH /O,) and it is illustrated as a point in Fig. 4.
The intercept of both curves determines the two
values specific for the catalytic reaction: mixed cur-
rent (Inx = 125 mA) and mixed potential (Ey;x =
—295 mV). The analytically measured amount of
sulphide ions oxidized for one hour at 20°C (Fig. 3)
is converted into current using Eqns. (5) and (6) and
is found to be /F = 124 mA. The open circuit poten-
tial (Ey) was measured in the presence of both
oxidation-reduction couples S*/S and OH /O, in the
electrolyte and it equals £y, = 297 mV. The good
agreement between the values of mixed and open
circuit potentials and currents confirms the electro-
chemical mechanism of H,S oxidation by atmo-
spheric oxygen when no external current is applied.

500

400 —

T
-1000 -500 Em. =-295 0 500
ix

E[mV], (Hg/HgO)

Fig. 4. Partial polarization curves: 7= 20°C; non-modi-
fied GDE; v, = 24.15 cm*min '; SGDE = 200 cm?;
cathodic curve (m) - 15 g S**1"" + 0.25 N NaOH + Ar;
anodic curve (e) - 0.25 N NaOH + O, (Air);

Eo (A)-15gS* 1" +0.25 N NaOH + O, (Air).

The catalytic activity of a modified GDE at
different temperatures has been measured, too. Fig.
5 and Fig. 6 show the relationships between the
degree of conversion and time on stream for three
operating temperatures. The Dc increases with
temperature. It should be noted that due to the high
catalytic activity of the catalyzed GDE’s the
complete sulphide ions conversion is achieved
within a comparatively short period of time. The
values calculated according to the Faraday’s law for
the currents corresponding to the converted quantity
of sulphide ions at 20°C are respectively IF1 = 556
mA and IF2 = 908 mA. Here /F1 is the Faraday
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current of the modified with the [CoPc(SO;H)]
catalyst GDE, while /F?2 is the Faraday current for
the modified with the Ni(OH), catalyst GDE.
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Fig. 5. Relationships between degree of conversion and
time on stream at different temperatures for CoPc(SO;H)]
catalyst on GDE: SGDE = 200 cm?; T'= 20, 40 and 60°C;

electrolyte: 15 g S*~I"' +0.25 N NaOH + O, (Air);
flow rate v, = 24.15 cm> min"'.
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Fig. 6. Relationships between degree of conversion and
time on stream at different temperatures for Ni(OH),
catalyst on GDE: SGDE = 200 cmz; T=20, 40 and 60°C;
electrolyte: 15 g S*1"' + 0.25 N NaOH + O, (Air);
flow rate v, = 24.15 cm> min"'.

Fig. 7 illustrates the partial polarization curves of
anodic (') and cathodic (") reactions of sulphide ions
oxidation and oxygen reduction, respectively, for
GDE modified with [CoPc(SO;H),] — 1°, 1” and
Ni(OH), — 2’, 2” catalysts. The nature of the curves
(a steeper slope for the anodic curves) of shifting
E.ix to cathodic values is a good reason to believe
that the cathodic (oxygen) reaction is the rate-
limiting step [15, 16].

The I.x and E.; values for the three catalysts
studied on GDEs are given in Table 1. It is apparent
that the modified electrodes exhibit considerably
higher catalytic activity, about 5-fold, compared to
the non-modified electrodes. The following order of
catalytic activity: GDE < GDE/CoPc(SO;H), <

GDE/Ni(OH), corresponds to an increased rate of
the rate-determining step of the oxygen cathodic
reduction. Modification with a catalyst enhances the
reversibility of both half-reactions and the polariza-
tion curves exhibit steeper slopes and higher [
values, which is an indication for higher catalytic
activity.
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Fig. 7. Partial polarization curves: T = 20°C; flow rate
v, =24.15 cm®*min'; SGDE = 200 sz; cathodic curves:
(15 g S**1"" + 0.25 N NaOH +Ar), () - [CoPc(SO;H),]

and (V) - Ni(OH),; anodic curves (0.25 N NaOH +0O,

(Air)), (m) - [CoPc(SO;3;H),] and (A) - Ni(OH),;

Table 1. I;, and E,;, values for the three studied cata-
lyzed electrodes.

Catalyst Enix Eo. Lnix IF
[mV] [mV] [mA] [mA]

GDE —295 —297 125 124
GDE/CoPc(SO;H), —348 -320 615 556
GDE/Ni(OH), —385 —408 645 908

Table 1 points out to a good agreement between
Enix and Ey, as well as between I;x and IF, for non-
modified GDE, which is coherent with a pure elec-
trochemical mechanism. The GDE/CoPc(SOz;H),
couple manifested /,;x > IF and more negative values
of E,ix in comparison to Ey.. This evidences a devi-
ation from the additivity principle. Most likely it is
due to the adsorption of reaction products onto the
catalyst. As for the second (Ni(OH),) catalyst, the
observed yield of polysulphides (catalytic activity)
is higher than predicted electrochemically. This fact
implies the occurrence of two parallel reactions:
electrochemical oxidation on the catalyzed electrode
and homogeneous sulphide ions oxidation in solu-
tion [19, 20]:

S* +HO, +H,0 — S’ +30H" (6)

CONCLUSIONS

The sulphide ions oxidation reaction proceeds
essentially via an electrochemical mechanism. The
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XETEPOI'EHHO KATAJIMTUYHO OKUCJIEHME HA CYJI®UIHU MOHU
I10 EJIEKTPOXUMUWYEH ITbT

N. Mutos, A. Aunpees, 1. Hukonos, I1. Aunpees, E. Mimanenoga, K. Iletpos™

Hremumym no enexmpoxumus u enepeutinu cucmemu, bBvieapcka akademus Ha HayKume,
yi. ,,Akao. I'. Bonues*, onox 10, 1113 Cogus

[ocrpmuna va 18 mapt 2009 r.

(Pestome)

[TprHIMIPT Ha aIUTHBHOCTTA € NPWJIOKEH 32 W3SCHABaHE HA MEXaHW3Ma Ha XETEPOr€HEH KaTaJUTHYEH pPEelOKCH
TIPOLIEC 10 EIEKTPOXMMHUYEH ITBT. M3ciuenBan € peakMOHHUAT MEXaHW3bM Ha OKHCJIEHHETO Ha CyinduaHute HoHH OT
KHCJIOpOJIa Ha BB3JlyXa B ajKajHa cpena. Ilpennonaraiiku eneKTpOXHMHYEH MEXaHM3bM Ha IIPOLIECHTE Ca M3MEPEHU
NapUUaJHUTE PEeaKUUH Ha PEAyKLHs Ha KUCIOPOJa W OKUCICHWE Ha cynduaHute HoHu. OxapakTepu3UpaHU ca JBa
BHCOKO aKTHBHH KaTalu3aTopa NPHIOKHUMH B NPOMHILIEHOCTTa — KOOAITOB AUCYI(POQTATOLMaHNHOB KOMIUIEKC
[CoPc(SO;3H),] u aukenos xuapokcun Ni(OH),. M3zmon3Banu ca BeriieHOBH XUAPo(GoOHN ra30qu(y3nOHHN eIEKTPOII
(TAE).

HamepernoTto 106po chOTBETCTBHE MEXIY KOJIMYECTBOTO NPEBBPHATH CyI(GUAHN HOHH, ONPEACICHN aHAIUTHYHO U
U3MEpEeHH eJIeKTPOXUMHUYHO 4Ype3 ,,TOKa Ha KbCO* € TOKa3aTeICTBO 3a eIeKTOXMMHUYHMS XapakTep Ha mpoueca. Oxuc-
JICHHETO Ha CyJ(UIHUTE HOHM OT KUCIOPOJa MPOTHYA OCHOBHO BBPXY pa3NpbCHATH MUKPOTAIBAHHYHU €JIEMEHTH
BBb3HMKBAIlM B MOpUTE Ha BBIVICH-Te(pJOHOBaTa CTPYyKTypa Ha enekTpojure. Enexkrpoante MoauduuupaHu c
[CoPc(SO;3H),] u Ni(OH), npuTexaBaT OKOJIO HET IIbTH MMO-BHCOKA KAaTAJTUTHYHA aKTUBHOCT B CPaBHECHHE C Ta3W Ha
BBIJICHA.

WzcnenBanara cucrema € C BB3MOXKHO NPWJIOKEHHE 3a OYHMCTBAHE HAa WHIYCTPUATHM OTHAJHH BOJM OT
CEPOBOIOPOI.
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