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Abstract: Using Lambert-Beer law, the interference characteristics of smoke composed by spheroid and spherical particles of carbon black is analyzed respectively in 10.64 μm band based on the T matrix theory and Mie scattering theory in this paper. Analysis shows that whether it is spherical or non-spherical there is an optimum size (about 1.51 μm) to make the interference effects of smoke best. The interference effects of smoke composed of spherical particles are better than those composed of spherical particles. More obvious non-spherical features of spheroid is, then more better the interference effect is. When the particle size is constant, along with the thickness and concentration of smoke become larger, the interference effect becomes better.
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INTRODUCTION

Smoke is a simple and effectual means of laser passive interference. It played very important role in the nearly wars. The smoke particles can absorb or scatter the incident light effectively and decay the incident light energy. The infrared smoke materials take on the better infrared extinction capability. Its interference effect depends on the smoke composition, smoke particle dimension and the incident light wavelength. The carbon black particles can absorb infrared radiation effectively and can be used to smoke material[1]. Based on the T matrix theory and Mie scattering theory[2], Lambert-Beer law was used. The interference performance of smoke composed by spheroid and spherical particles of carbon black was analyzed respectively in 10.64μm band.

BASIC THEORY

T-Matrix Theory

T-Matrix method can also call zero field method or extended boundary condition method. It is suitable for non-spheroid particle extinction parameter calculation. Its main thought is that the expansion coefficient of scattered field vector ball harmonic function is expressed by incident field. The conversion matrix is a T-matrix [1]. Under the incident light irradiation, the particle surface produces electric current and the current forms scattered field by agitation [3]. Adopting vector spherical wave function to express the scattered field $E_{inc}(r)$ and incident field $E_{scal}(r)$:

$$E_{inc}(r) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} [a_{mn} RgM_{mn}(kr) + b_{mn} RgN_{mn}(kr)]$$

$$E_{scal}(r) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} [p_{mn} M_{mn}(kr) + q_{mn} N_{mn}(kr)], r > r_0$$

In the formula: $k = 2\pi / \lambda$ is wave number of ambient medium; $r_0$ is the external tangential spherical radius of the scattered particle. $RgM_{mn}(kr)$ and $RgN_{mn}(kr)$ are vector function.

According to the linear relationship of Maxwell equations set, the scattered field expansion coefficient $p_{mn}$, $q_{mn}$ and the incident field expansion coefficient $a_{mn}$, $b_{mn}$ are expressed by T-matrix as followed:

$$p_{mn} = \sum_{n'=1}^{\infty} \sum_{m'=-n'}^{n'} (T_{mn}^{11} a_{m'n'} + T_{mn}^{12} b_{m'n'})$$

$$q_{mn} = \sum_{n'=1}^{\infty} \sum_{m'=-n'}^{n'} (T_{mn}^{21} a_{m'n'} + T_{mn}^{22} b_{m'n'})$$

This liner relationship can be changed as following form.

$$\begin{bmatrix} p \\ q \end{bmatrix} = T \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} T^{11} & T^{12} \\ T^{21} & T^{22} \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix}$$

From the relational expression above, the incident field expansion coefficient $a_{mn}$ and $b_{mn}$ can be obtained by known incident light electric field vector. So, as long as the conversion coefficient of T-matrix can be get, the scattered field expansion coefficient $p_{mn}$ and $q_{mn}$ can also be get accordingly.

In this paper, the gyration ellipsoid model is used to calculat the extinction parameter of the carbon ellipsoid particle. Its equation is:

$$r(\theta, \phi) = b \left[ \sin^2 \theta + \frac{b^2}{a^2} \cos^2 \theta \right]^{\frac{1}{2}}$$

In the equation, $a$ is half axial length of gyration
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shaft; b is radius length of revolution. As $a/b < 1$, it is flat ellipsoid. As $a/b > 1$, it is prolate ellipsoid. As $a/b = 1$, it is sphere. In this paper, the isopyknic radius of sphere and $a/b$ express the size and shape of the gyration ellipsoid accordingly. The isopyknic radius of sphere is $r_v = a^{1/3} b^{2/3}$. To random orientation revolving solid particle, its extinction cross section and scattered cross section are following:

$$C_{ext} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} (T_{m1}^{n1} + T_{m2}^{n2})$$ (7)

$$C_{sca} = \frac{2\pi}{k^2} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} (|T_{m1}^{n1}|^2 + |T_{m2}^{n2}|^2 + |T_{sca}^{n1}|^2)$$ (8)

**Mie theory**

To regular spheric scatterer, when the incident electromagnetic field wavelength is nearly to the scatterer length, the Mie Thoery can express the scattering process of the scatterer to electromagnetic field[5]. Its extinction cross section and scattered cross section are following:

$$C_{ext} = \frac{\lambda^2}{2\pi} \sum_{n=1}^{\infty} (2n+1) \Re(a_n + b_n)$$ (9)

$$C_{sca} = \frac{\lambda^2}{2\pi} \sum_{n=1}^{\infty} (2n+1)(|a_n|^2 + |b_n|^2)$$ (10)

$$C_{abs} = C_{ext} - C_{sca}$$ (11)

In the equation, $a_n$ and $b_n$ are Mie coefficient, $\lambda$ is radiation wavelength.

**Lambert-Beer law**

Infrared smoke transmissivity can express the interfere degree of infrared smoke to image-forming system. According to the Lambert-Beer law, the transmissivity is:

$$T = \frac{I}{I_0} = \exp[-C_{ext}NL]$$ (12)

In the equation, $I$ is incident intensity, $I_0$ is transmitted intensity, $N$ is the smoke particle dentity, $L$ is smoke thickness.

Spheric particle extinction cross section $C_{ext}$ can be calculated by Mie Thoery and gyration ellipsoid particle extinction cross section $C_{ext}$ can be calculated by T-matrix. Smoke particle concentration $N = c/(\rho V)$, $c$ is smoke concentration; $\rho$ is smoke particle mass density; $V$ is the particle capacity; The smoke transmissivity can express as following:

$$T_{sphere} = \exp(-C_{ext}NL) = \exp(-3cC_{ext}L/4\pi r^3\rho)$$ (13)

$$T_{ellipsoid} = \exp(-C_{ext}NL) = \exp(-3cC_{ext}L/4\pi r^3\rho)$$ (14)

Carbon particle smoke infrared interfere characteristics

Suppose smoke is single uniform dispersion system[6]. Under the condition that incident wavelength $\lambda=1.06\mu m$, carbon particle complex refractive index $n = 3.1020 +1.3010i$, the smoke is composed by gyration ellipsoid and spheric scatterer particle accordingly. The smoke transmissivity is compared.

When the particle size changed, the other parameters are set as following: smoke concentration is $c=0.0005kg/m^3$; smoke thickness is $L=10m$; smoke particle mass density $\rho=1500kg/m^3$; gyration ellipsoid axial length ratio is $a/b=1/4$, $a/b=1/2$, $a/b=2$, $a/b=4$ accordingly. The calculation results are Fig.1.

**Fig. 1.** The influence on transmissivity of carbon black smoke screen with particle radius change

From Fig.1 above, whatever gyration ellipsoid or spheric scatterer, the smoke transmissivity changes with particle radius. The interference effect is best when the particle radius in the 1-2um. In Fig.1 photo(a), The interference effect of gyration...
ellipsoid axial length ratio $a/b=1/4$ is better than $a/b=1/2$ and they are both better than spheric scatterer. In Fig. 1 photo (b), the interference effect of gyration ellipsoid axial length ratio $a/b=4$ is better than $a/b=2$ and they are both better than spheric scatterer.

To compare the gyration ellipsoid interference effect in different axial length directly, put axial length ratio $a/b=4$ and $a/b=1/4$ curve in one figure and axial length ratio $a/b=2$ and $a/b=1/2$ curve in the other figure. The results are Fig. 2.

**Fig. 2.** The comparison of transmission rate for different $a/b$ of spheroid

From Fig. 2, the difference of interference effect is very small. To gyration ellipsoid, when its axial length ratios are reciprocal each other, the interference effect is nearly similar.

When the smoke concentration changed, the other parameters are set as following: particle radius is $r_r=1.5\mu m$; smoke thickness is $L=15m$; smoke particle mass density $\rho=1550kg/m^3$; gyration ellipsoid axial length ratio is $a/b=1/4$, $a/b=1/2$, $a/b=2$, $a/b=4$ accordingly. The calculation results are Fig. 3.

**Fig. 3.** The influence on transmission rate of carbon black screen with smoke concentration change

From Fig. 3 above, whatever gyration ellipsoid or spheric scatterer, the smoke transmissivity changes with particle radius. The interference effect of gyration ellipsoid particle smoke is better than the spheric scatterer particle smoke.

**Fig. 4.** The influence on transmission rate of carbon black screen with smoke thickness change.
The gyration ellipsoid axial length ratio is different, but the interference effect is similar. The interference effect of gyration ellipsoid axial length ratio $a/b=1/4$ is better than $a/b=1/2$ and $a/b=4$ is better than $a/b=2$.

When the smoke thickness changed, the other parameters are set as following: particle radius is $r=r_v=1.5\text{um}$; smoke particle mass density $\rho=1550\text{kg/m}^3$; smoke concentration is $c=0.0004\text{kg/m}^3$; gyration ellipsoid axial length ratio is $a/b=1/4$, $a/b=1/2$, $a/b=2$, $a/b=4$ accordingly. The calculation results are Fig.4.

From Fig.4 above, the smoke transmissivity reduces with smoke thickness increasing. The interference effect of gyration ellipsoid particle smoke is better than the spheric scatterer particle smoke. The gyration ellipsoid axial length ratio is different, but the interference effect is similar. The interference effect of gyration ellipsoid axial length ratio $a/b=1/4$ is better than $a/b=1/2$ and $a/b=4$ is better than $a/b=2$.

CONCLUSION

Based on the T-Matrix Theory and Mie Theory, the smoke interference effect of gyration ellipsoid and spheric scatterer are calculated by Lambert-Beer law. The conclusion is that there is an optimal particle size (about 1.5um), the smoke interference effect is best. To gyration ellipsoid, under axial length ratio $a/b<1$, the more small the axial length ratio is, the better the interference effect is. Under axial length ratio $a/b>1$, the more large the axial length ratio is, the better the interference effect is. The interference effect of gyration ellipsoid particle smoke is better than the spheric scatterer particle smoke under the condition of this paper. When the particle size is invariant, the better the smoke interference effect is, the larger smoke density and thickness is.
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Environmental variations and the influences on water resources are complicated. According to a great number of the statistical data of Hebei province in Northern China since the 1950s, the analyzing indicated that the water resources volume in Hebei province trended towards decreasing during the recent 50 years as the variations of natural environment and human activities increasing. Precipitation reducing and air temperature rising are the basic cause of leading to the water resources decreasing. The continual lowering of groundwater level, which was created by the excess development of groundwater, not only caused surface runoff decreasing but also made groundwater recharge lessening. The level increase of crop output directly consumed a great lot of water resources, simultaneously had farmland evapotranspiration strengthened, and also brought about surface runoff and groundwater recharge decrease.
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INTRODUCTION

Hebei is one of the provinces of the most serious shortage of water in China. Water resource occupancy per person only accounts one sixth in the country per person level. The contradictions of water resource supplying and demanding highlight seriously. The shortage of water resource has become a bottle-neck which limits to the high speed economical development and improve people life level. In recent 50 years, the impact on the water resource quantity and water environment quality is larger and larger because of the change of the global climate changing and the large extent of human economical activity. The article primarily discusses the impact of the environment change on the term of water resource quantity in Hebei province.

Impact Of Climate Change On Resource

Impact of temperature change on water resource
Climate change is one of the main reasons that created the shortage of water resources in Hebei province. According to a great number of statistical and survey from 42 observatories of the province in the 20th century[1]: the rising of year average temperature was 0.1-0.6°C at the most of observatories in 50-60s'; 0.1-0.7°C in 60-70s'; 0.1-0.6°C in 70-80s'; 0.2-1.2°C in 80-90s', and the biggest one. During recent 50 years, in 1950-90s', the year average temperature in Hebei province increased by 0.2-2.1, and the average ascended by 1.0°C.

If not thinking the other climate change factors, the impact of the temperature change on the water resources mainly embodies that evaporation and intensity enlarges with temperature up. The elevating of temperature can bring about increasing the consumed water and lessening water resources which can be used by the public whether it is water surface evaporation, leaf evaporation, soil evaporation or groundwater evaporation. Since 1950s’, the temperature of Hebei elevated gradually by age. The rate of elevation was quickest during 1980s’. Generally, high temperature and drought turned up at the same time. High temperature picked drought up and made the farmland water requirement rise, high temperature also caused the consumed water of town increasing. So, the water resource contradictions of demanding and supplying highlight.

Impact of precipitation change on water resource

According to the statistical data from 112 hydrological stations in Hebei[1], the average precipitation gradually lessened in 1950-80s’, the range of decreasing was 79.7mm, the average decreased 26.6mm every 10 years. The range of decreasing in mountains was bigger than in plain; after 1990s’ it turned to rise again but still be less 62.1mm than in 1950s’. The statistical data showed that during 1950-90s’, the average precipitation decreased by decade in most of stations (table 1).

Generally, water resources of an area are the reparable and newborn surface water resource and groundwater resource. Surface water re-
source is multi-year average runoff of river and is computed by drainage area. Groundwater resource is multi-year average fresh water recharged and evaluated by groundwater aquifer system. The river runoff comes from the air precipitation, groundwater in mountainous area. Groundwater recharge comes from the air precipitation, surface water and over stream from other aquifer. Whether surface water or groundwater. Therefore, the decreasing of the air precipitation is the basic cause of leading to the shortage of water resource in Hebei.

Table 1. Changes of average precipitation in Hebei (mm).

<table>
<thead>
<tr>
<th>Age</th>
<th>Mountain area</th>
<th>Plain area</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1950s'</td>
<td>590.8</td>
<td>569.3</td>
<td>582.4</td>
</tr>
<tr>
<td>1960s'</td>
<td>541.9</td>
<td>579.2</td>
<td>556.5</td>
</tr>
<tr>
<td>1970s'</td>
<td>530.0</td>
<td>550.3</td>
<td>538.1</td>
</tr>
<tr>
<td>1980s'</td>
<td>497.6</td>
<td>510.8</td>
<td>502.7</td>
</tr>
<tr>
<td>1990s'</td>
<td>532.5</td>
<td>501.2</td>
<td>520.3</td>
</tr>
</tbody>
</table>

Impact Of Development Of Groundwater On Water Resource

The Condition of Groundwater Development

Hebei province mainly develops and uses groundwater. During recent years, groundwater development was over $160 \times 10^8$ m$^3$/a, the practical usage of groundwater accounted the usage of water resource in the province for 75%-80%. 85% of the total groundwater put use into the farmland irrigation. There are over $70 \times 10^4$ exploitation wells.

According to some data statistic, in 1950s'[2], the groundwater exploited of the whole province was focused around pore phreatic water, the well depth was 10-15m and the exploitation quantity was over $30 \times 10^8$ m$^3$/a, and well irrigation area was $67 \times 10^4$ hm$^2$, so groundwater was in the balance situation. In 1960', groundwater was exploited still as pore phreatic water, the well depth was 20-40m, and the exploitation quantity was over $50 \times 10^8$ m$^3$/a, and well irrigation area was $133 \times 10^4$ hm$^2$, so groundwater was still in the balance state. In 1970s', groundwater was exploited as the mixed of phreatic water and confined water in the plain before mountains, the depth reached 60-80m. In the plain, people started to exploit a lot of deeper confined water, the depth was 200-250m. Groundwater development was about $110 \times 10^8$ m$^3$/a in this period, and the exploitation in Hebei plain was about $100 \times 10^8$ m$^3$/a, and the well irrigation area was $233 \times 10^4$ hm$^2$. In the period, groundwater level began to go down territorially and developed several groundwater decreasing funnels. In 1980s', the exploitation in the whole province was $130 \times 10^8$ m$^3$/a, the exploitation in Hebei plain reached $120 \times 10^8$ m$^3$/a, the number of well was $60 \times 10^4$ and the irrigation area reached $287 \times 10^4$ hm$^2$, the well depth was 170-350m. In 1990s', groundwater exploitation in the whole province reached $160 \times 10^8$ m$^3$/a, the exploitation in Hebei plain was about $135 \times 10^8$ m$^3$/a. The exploited well reached $70 \times 10^4$, and the irrigation area was $280 \times 10^4$ hm$^2$ and the depth was 250-380 m (table 2).

Impact of Excess Development of Groundwater on Water Resource

Since 1980s’, groundwater exploitation has been about $140-150 \times 10^8$ m$^3$/a. The Hebei plain exploitation has been about $120 \times 10^8-130 \times 10^8$ m$^3$/a. Generally the excess development has reached $15 \times 10^8-23 \times 10^8$ m$^3$/a each year and the highest has been about $30 \times 10^8-40 \times 10^8$ m$^3$/a. According to the groundwater exploitation data from 1985 to 1995, the excess development of the low groundwater was $15.6 \times 10^8$ m$^3$/a; and the deep groundwater was $8.9 \times 10^8$ m$^3$/a. The total excess development was 24.5 m$^3$/a. The groundwater level has gone down in a large range, and the low groundwater level in Hebei plain generally has gone down 5-15m, the deeper is 20-30m; the deep groundwater level generally has gone down 20-40m, the deeper is 40-50m.

Table 2. Decade changes of groundwater exploitation in Hebei

<table>
<thead>
<tr>
<th>Age</th>
<th>1950s’</th>
<th>1960s’</th>
<th>1970s’</th>
<th>1980s’</th>
<th>1990s’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development of groundwater /×10^8 m^3/a</td>
<td>3</td>
<td>5</td>
<td>11</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>Well irrigation area /×10^4 hm^2</td>
<td>67</td>
<td>133</td>
<td>233</td>
<td>287</td>
<td>280</td>
</tr>
</tbody>
</table>

It resulted in that groundwater level continued to go down in a large range and there was some groundwater level decreasing funnels in
some cities that exploited a lot of water and consumed much water. The Hebei plain has appeared groundwater level decreasing funnels since the beginning of 1970s and they gradually turned to perennial funnels. Over 20 years until the end of 1995, there was over 20 funnels of groundwater level decreasing. The low funnels located mainly in the Hebei plain before mountain and nearby some cities that connected to the middle of the plain. At the end of 1995 there was 10 perennial funnels; the deep groundwater decreasing funnels located mainly in the middle of Hebei plain and coastal area and there was 12 perennial funnels. According to data, the bigger funnels were Shijiazhuang, Jizaoheng and Cangzhou

The recharge of groundwater in Hebei plain is mainly atmospheric precipitation. The supplying of the atmospheric precipitation nearly accounts for 70% of the total ground water supplying quantity. Since 1970s’, as a result of ground water massive exploitation, in the Hebei plain great scope, the groundwater level has continued to drop, the water level depth large scale increased. Unsaturated zone largely changes thick. According to the pertinent data, above 70% of total precipitation in Hebei plain approximately all transforms as soil water, another small part turns to the deep aquifer, and transforms as the ground water. Atmospheric precipitation military supplies ground water quantity except with the air precipitation, unsaturated zone, the vegetation cover situation, the preliminary soil water content related outside, but also concerns with the thickness of the unsaturated zone. Under the same condition, the bigger thickness of the unsaturated zone is, then the more the atmospheric precipitation which the unsaturated zone absorbs and detains are, the less the quantity of the atmospheric precipitation which supplies ground water is. Therefore, the dropping of the region groundwater level and the increasing of the unsaturated zone thickness are one of the main reasons that create the groundwater recharge reducing. On the other hand, the increasing of the unsaturated zone thickness, can cause the more atmospheric precipitation to be absorbed by the zone, causes surface water volume reducing, then, and causes the reduction of the surface water resource.

### Table 3. Changes of groundwater depression cones in Hebei Plain

<table>
<thead>
<tr>
<th>Year</th>
<th>Shijiazhuang funnel</th>
<th>Jizaoheng funnel</th>
<th>Cangzhou funnel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area/km²</td>
<td>Depth/m</td>
<td>Area/km²</td>
<td>Depth/m</td>
</tr>
<tr>
<td>1965</td>
<td>58</td>
<td>7.57</td>
<td>0.00</td>
</tr>
<tr>
<td>1970</td>
<td>154</td>
<td>10.37</td>
<td>12.06</td>
</tr>
<tr>
<td>1975</td>
<td>187</td>
<td>15.29</td>
<td>3476</td>
</tr>
<tr>
<td>1980</td>
<td>189</td>
<td>20.39</td>
<td>3588</td>
</tr>
<tr>
<td>1985</td>
<td>259</td>
<td>31.32</td>
<td>4698</td>
</tr>
<tr>
<td>1990</td>
<td>338</td>
<td>37.22</td>
<td>4023</td>
</tr>
</tbody>
</table>

### Impact of The Change of Surface Runoff on Water Resource

#### Change of Surface Runoff

In Shijiazhuang Plain, the agricultural irrigation water occupies about 80% of total exploited groundwater quantity. The figure. 1 shows that, the buried depth of groundwater (h) is closely related with exploited agricultural groundwater quantity (Q) and will be increased with ever growing exploitation. Generally, the two elements show a positive correlation which can be summarized as

\[ h = 1.4558e^{0.0929Q} \], \quad R^2 = 0.7455

The rivers of Hebei distribute four water systems: Hai river, Luan river, Liao river and Inland river. The total area of the basin is 18.77×10^4 km². According to the data from Hebei Bureau of Water Resources, in 1950s’, surface runoff of the whole province was 199×10^8 m³/a and water which goes into the sea was 86.4×10^8 m³/a; in 1980s’, surface runoff of the whole province was 81.3×10^8 m³/a, and water into the sea was 13.2×10^8 m³/a. Comparing with 1950s’, at present the river runoff of the whole province and water which goes into the sea has decreased at a large range (table 4).

In the hydraulic engineering, after the founding of the nation, Hebei carried out the big scale hydraulic engineering construction. At present, the mountainous area has completed 18 large-scale reservoirs, 38 medium reservoirs and 1086 small reservoirs. The total storage capacity is 112.9×10^8 m³. These reservoirs control 85% of the mountainous area, and control 90% of water that comes from the moun-
tainous area. These hydraulic projects mostly completed in 1960’s. In 1970’s they tended to the normal operation. The surface water usage rate of the entire provinces reached 70% in 1980-90s’, the partial area reached above 90%. The degree of surface water development and utility is higher, has surpassed the convention, and created the serious ecological environment problem.

Table 4. Changes of surface runoff and runoff into the sea in Hebei

<table>
<thead>
<tr>
<th>Age</th>
<th>1950s’</th>
<th>1960s’</th>
<th>1970s’</th>
<th>1980s’</th>
<th>1990s’</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface runoff $\times 10^8$ m$^3$/a</td>
<td>19.9</td>
<td>13.7</td>
<td>12.6</td>
<td>8.13</td>
<td>12.8</td>
<td>12.5</td>
</tr>
<tr>
<td>Runoff into the sea $/10^8$ m$^3$/a</td>
<td>8.64</td>
<td>5.89</td>
<td>6.08</td>
<td>1.32</td>
<td>3.37</td>
<td>4.63</td>
</tr>
</tbody>
</table>

Impact of change of surface runoff on water resource

River runoff stands for surface water resource. As the decreasing of surface runoff since 1970s’, it caused the decreasing of surface water resource directly.

Groundwater has to be developed and used as the serious lack of surface water resource. During 1970s’, because of the excess development of groundwater, the continual decline of groundwater level and the increasing of the unsaturated zone, they have made surface runoff and groundwater recharge decrease. And the environment problem is more and more serious.

Impact of Change of Grain Output on Water Resource

Hebei is a big agricultural province[4]. At the end of 1998, the area of farmland in Hebei is $648.46\times10^4$ hm$^2$. Since 1970s’, the total grain output of Hebei has always been the tendency of increasing. The grain output was $1272.5\times10^4$ t in 1970 and $1522.4\times10^4$ t in 1980 respectively. And the grain output in 1998 reached $2917.5\times10^4$ t, which was 2.3 times higher than that in 1970 (figure 1).

Generally the higher the crop output level is, the more the crop water requirement and the more the soil water consumes[5].

Under the same rainy condition, the higher the crop output level is, the less the surface runoff and the recharge of groundwater is. Therefore, the improvement of grain output level is one of the reasons for the decreasing of water resource.

CONCLUSIONS

(1) The impact of the change of environment on water resource was complex. The climate factors: the precipitation reducing, air temperature rising and so on results in the decreasing of surface runoff and groundwater recharge, the enhancing of farm evaporation. They are the basic cause of leading to the water resources decreasing. The continual lowering of groundwater level which is created by the excess development of groundwater not only causes surface runoff decreasing but also makes groundwater recharge lessening. It is a major man-made factor of decreasing the water resources.

(2) In the use of water resources, agriculture is a big consumer of water[6]. The quantity of farmland irrigation is about 85% of the whole quantity of using groundwater of Hebei province. Especially for the increase of crop output of Hebei plain, it consumed a great lot of water resources and had farm evaporation strengthened, and also brought about surface runoff and groundwater recharge decrease.
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Gaize-Nima, a part of the Qinghai-Tibet Plateau, has magnetic characteristics and a distribution of temporal and spatial development of igneous rock which are closely associated with Qinghai-Tibet plateau tectonic movement. This research aims to lay a foundation for ore-prospecting prognosis and regional tectonic zonation by investigating the magnetic characteristics and distribution of temporal and spatial development for igneous rock in the Gaize-Nima area of the Qinghai-Tibet Plateau, China. In this research, the aeromagnetic anomaly by reduction to the pole was calculated based on the aeromagnetic total intensity anomaly data at a scale of 1:200,000. Besides, the aeromagnetic anomaly data was subjected to anomaly decomposition using the regularization filtering method to obtain data about the local magnetic anomaly (LMA) and regional magnetic anomaly (RMA) in the Gaize-Nima area. Besides, based on existing research in geology and geophysics, the characteristics of the aeromagnetic anomaly, LMA and RMA were analysed. Moreover, the corresponding relationship between the igneous rock exposed on the surface, and the magnetic anomaly, was studied. In addition, the magnetic characteristics of the igneous rock exposed on the surface in Gaize-Nima were demonstrated. Moreover, this research explored the temporal and spatial distributions of igneous rock and inferred the distribution characteristics of concealed igneous rocks therein. Results show that the ophiolite and ultrabasic rock in the area were characterised by strong magnetism; while, basic, and intermediate rocks generally exhibited weak magnetic characteristics; acidic rock was characterised by medium-strong magnetism. In this area, the acidic rocks (Neogene and Jurassic), the intermediate rocks (Cretaceous and Jurassic), as well as the basic rocks (Cretaceous and Permian), showed weak magnetism. The acidic rocks (Palaeogene and Cretaceous), and the dolerite (Neogene and Jurassic) both presented stronger magnetism. The magnetism of the ultrabasic rocks and ophiolite (Jurassic) was strongest. The distribution characteristics of magnetic anomaly and igneous rock exposed revealed that there were two concealed ophiolite belts (Jurassic) in Gaize-Laiduoqangma and Songqin, respectively. Moreover, there were three groups of concealed ultrabasic rocks belts (Jurassic) in South Baiqing, Gaize, and Emule, and there were large areas of concealed acidic rocks in Duoba, Bangduo, North Cuqin, Chachangle, west Nale, and west Kangqiongle.
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INTRODUCTION

The Qinghai-Tibet Plateau is bordered to the North by the Altun Mountains and Qilian Mountain, to the south by the Himalayan range, to the west by the Karakorum Mountains, and to the east by the Hengduan Mountains. It covers an area of 2.6×10⁶ km² with an average elevation of 4000 m above sea level. It is located in the Tarim basin, Gansu corridor, Sichuan basin, and the low plain of Indus river (the Ganges), and is known as “The roof of the world”. As a part of the Qinghai-Tibet plateau, the magnetic characteristics, and the temporal and spatial development of igneous rock in the Gaize-Nima area are shown to be closely related to the tectonic movement of the Qinghai-Tibet Plateau. Existing studies have achieved many favourable results by investigating this area using geological information [1, 2, 3, 4], and performing inversion and explanation of the physical properties of crustal structures in this area, based on geophysical materials [5, 6, 7]. Furthermore, previous research has conducted analysis of the geochemical characteristics of ophiolite, the temporal and spatial distribution of granite [8, 9, 10], and also explored the relationship between tectonics and igneous rock in this area [11, 12]. It is known that aeromagnetic data play an essential role in research into the temporal and spatial distribution behaviour of igneous rock. Existing studies mainly adopted data from the aeromagnetic survey of the midwest Qinghai-Tibet plateau at a scale of 1:1,000,000 collected by China’s Aero Geophysical Survey and Remote Sensing Centre for Land and Resources, Beijing, China from September, 1998 to April, 1999. The complex magnetic anomaly characteristics of the midwest Qinghai-Tibet plateau are attributed to
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the complex fault tectonics in this area [13, 14, 15, 16, 17]. Based on the aforementioned aeromagnetic data, Yao et al. [18] analysed the relationship between aeromagnetic anomalies and the presence of ophiolite. Xiong et al. [19] also explored the distribution of igneous rock in the Midwest Qinghai-Tibet plateau.

To discuss the magnetic characteristics of igneous rock in Gaize-Nima, this research collected the ΔT anomaly data based on the aeromagnetic survey at a scale of 1:200,000 undertaken by the Airborne Survey and Remote Sensing Centre for the Nuclear Industry in response to the consignation of China’s National Petroleum Committee from 1994 to 1995. This research analysed the characteristics of the aeromagnetic anomalies, LMA and RMA, by separation of the magnetic anomaly data. Besides, it researched the relationship between the igneous rock exposed on the surface, and magnetic anomaly, so as to reveal the magnetic characteristics and the temporal and spatial development of igneous rock.

Geological setting

The Gaize-Nima area is located between 82° to 90° E and 31° to 33° N and covers an area of 175,000 km². The research areas included: the Gangdise block, the Bangongcuo-Nujiang suture zone, and the Qiangtang block [20, 21].

Based on the geological map of the Qinghai-Tibet plateau, and adjacent areas, published by Chengdu Institute of Geology and Mineral Resources, China in July, 2004, the authors drew a geological map of the Gaize-Nima area (see Fig. 1). The igneous rock exposed on the surface in this area revealed that acidic rock is widely distributed in the Gangdise block, and sparsely distributed across the Qiangtang block and Bangongcuo-Nujiang suture zone. Intermediate rock is primarily distributed in the Gangdise block, and sparsely distributed in the Qiangtang block around Baiqing, there is no intermediate rock found in the Bangongcuo-Nujiang suture zone; basic rocks are dispersed across Nalê-Chalicuo and Yanhu in the Gangdise block, Gaize in the Bangongcuo-Nujiang suture zone, and the surrounding areas of Yagencuo, Baiqing in the Qiangtang block, and in areas near Changshanliang; while ultrabasic rocks are mainly distributed in South Gaize in the Gangdise block and Emule belt; it shows small areas of distribution in south Baiqing in Qiangtang block and no distribution in the Bangongcuo-Nujiang suture zone; ophiolite was found to be mainly distributed in Gaize-Laiduqiangma and Songqin of the Bangongcuo-Nujiang suture zone, and present but not distributed in the Gangdise block and Qiangtang block. Acidic rocks consisted of: Neogene granite, Paleogene adamellite, Cretaceous adamellite, Cretaceous granodiorite, Cretaceous granite, Cretaceous granite-porphyry, Cretaceous granodiorite porphyry, Jurassic granite; while intermediate rocks included: Cretaceous diorite-porphyrite, Cretaceous quartz diorite, Cretaceous monzodiorite, Jurassic quartz diorite, and Jurassic diorite; basic rocks consisted of: Neogene dolerite, Cretaceous gabbro, Jurassic dolerite, and Permian gabbro. Ultrabasic rocks and ophiolite were Jurassic.

Fig. 1. Geologic sketch map of Gaize-Nima Area in Qinghai-Tibet plateau (modified after Geng et al., 2011 [21]).
CHARACTERISTICS OF THE MAGNETIC FIELD

The magnetic inclination technique for the reduction to the Pole of magnetic anomalies was used to conduct the reduction to the pole of ΔT data and obtain aeromagnetic anomaly values. The time for calculating geomagnetic inclination and geomagnetism declination is 1995.00a. The mean height (4900 m) of this area was taken as the topographic height. The longitude to be calculated used the latitude of 86° for the central meridian of this area; the latitude interval for the reduction to the pole was 0.5°. LMA is able to reflect, primarily, the effects of magnetic field induced by the local geological body; while RMA can present the effects of magnetic force and magnetic field resulting from large scale geological bodies. In this study, the mature filter regularization technique [22] was used to separate the aeromagnetic anomaly to obtain LMA and RMA. By processing the results obtained by repeated analysis and comparison through varying filter windows, the filter window for 40 km, which was in agreement with that of the ophiolite and ultrabasic rocks in this area, was chosen as the basic reference Figures for LMA and RMA.
As shown in the LMA (Fig. 2), LMA presented apparent aeromagnetic zonation characteristics. Similar to the aeromagnetic anomaly, the LMA in the Qiangtang block was distributed into east and west blocks: the LMA in the former was moderate; while the that in the latter was well-developed. The high LMA in the Bangongcuo-Nujiang suture zone showed a zonal distribution, in particular it indicated a tenuous distribution in the Songqin and Laiduqiangma; the LMA in the Gangdise block was high and developed in large areas in the Chalicuo-Cuoqin-Zhuowa-Duoba area. The LMA in the Qiangtang block did not agree well with the distribution trend of the aeromagnetic anomaly: the high LMA in the zone adjacent to the north boundary of the Bangongcuo-Nujiang suture zone was generally distributed in agreement with the fault, and this showed that it was influenced by the fault. The high LMA in the Qiangtang block in East Baiqing was shown to be distributed in a South-North trend. The LMA in the Changshanliang-Paducuo zone presented a strip distribution owing to the effect of the magnetic materials in the formation. In addition, much the same as the characteristics of the aeromagnetic anomaly, the high LMA distribution in the Bangongcuo-Nujiang suture zone was subject to the faulting on its south and north boundaries. The LMA in the Gangdise block is shown in the east, middle, and west zones respectively. Its distribution in the west zone, involving Chalicuo-Duoma, generally showed a NWW tendency; while the Zaqiong-Emule area exhibited a North-East-West trend. This phenomenon differed from that of the LMA in the east and west sides. Besides, East Duoba showed an East-West tendency.

As shown in the RMA (Fig. 3), the zonal distribution in a North-South trend was obvious. The areas in the Qiangtang block (Baiqing and Changshanliang) showed a high RMA; while that in the Baiqing-Changshanliang, and Nuormacuo, zones was low; the RMA in the Bangongcuo-Nujiang suture zone was low from a macro-perspective; however Dongcuo, Nima, and Songqin showed a high RMA; in the Gangdise block, the RMA was shown in northern and southern areas: the high RMA in the former zones were shown in Chalicuo-Nale-Duoma; while the low RMA in the northern zone was distributed in Chachangle-Dangqiong-Nouth Xiongmei.

**Distribution and magnetic features of igneous rocks**

In this research area, the relationship between the igneous rock exposed on the surface and the magnetic anomaly is shown in Fig. 2 and Fig. 3. As shown in Fig. 2, regardless of the influence of RMA, the Jurassic ophiolite in the Bangongcuo-Nujiang suture zone, and the Jurassic ultrabasic rocks in the Gangdise block showed better correlation with the aeromagnetic anomaly compared with LMA. The igneous rocks exposed on the surface in many other zones agreed well with LMA, such as; the Cretaceous adamellite and Paleogene adamellite in the Duoba, the Cretaceous adamellite in Xueshangle, the Paleogene adamellite in Duoma, the Cretaceous granodiorite in Chachangle, the Cretaceous granodiorite and Neogene granite and Neogene dolerite in Nale, and the Jurassic quartz diorite in Wenbu. The igneous rocks exposed on the surface in some areas were uncorrelated with the trend in LMA, these included: the Cretaceous adamellite, Cretaceous granodiorite, and Cretaceous granite porphyry in the Kangqiong, and the Jurassic granite in Changshanliang. As seen in Fig. 3, the igneous rocks exposed on the surface were usually found in the belt zones with high RMA, and were even exposed in large areas such as: the Yanhu, Chalicuo-Duoma, Emule-Duoba, Baiqing, Changshanliang, Songqin, and Dongcuo. Only in south Xiongmei, were the igneous rocks with high RMA not exposed on the surface, which suggested that the RMA in the area was influenced by magmatic activity.

There were 102 zones with exposed igneous rocks in the research area, among which, acidic rock occurred in 62 zones, intermediate rock in nine zones, basic rock in 12 zones, ultrabasic rocks in six zones, and ophiolite in 13 zones. The corresponding relationship between the igneous rock and magnetic anomaly suggested that: the Jurassic ophiolite and Jurassic ultrabasic rocks were both distributed in zones with high LMA, and coincided well therewith. This indicated that the ophiolite and ultrabasic rocks in the area showed stronger magnetism. Among the 12 zones with basic rock, five zones were found to be in locations with a high LMA; while there were only two zones showing good coincidence with high LMA, which revealed that the overall magnetism of the basic rock was relatively weak; for the nine zones with intermediate rock, there were two zones found in locations with high LMA, and only one zone indicating good correlation therewith. This phenomenon showed that the intermediate rock exhibited weak magnetism; in the 62 zones with acidic rock, there were 23 zones in places with a high LMA, and 18 zones coinciding well with a high LMA. These results indicated that the acidic rock had, in general, strong magnetism. In temporal sequence, the magnetism in the acidic rocks of the
Neogene and Jurassic was weak, while the acidic rocks of the Paleogene and Cretaceous were slightly stronger; the intermediate rocks of the Cretaceous and Jurassic both showed weak magnetism; the dolerite of the Neogene and Jurassic had strong magnetism; the magnetism of the gabbro from the Cretaceous and Permian was weak. The ultrabasic rocks, and ophiolite showed strong magnetic characteristics.

On the basis of the corresponding relationship of the igneous rock exposed on the surface in this area and the magnetic anomaly, this research speculated that the concealed igneous rocks and results were as shown in Fig. 4: the concealed Jurassic ophiolite belt (7 km wide and 177 km long) was discovered in the Gaize-Laiduoqiangma zone; while the concealed Jurassic ophiolite belt (8 km wide and 100 km long) was found in Songqin; in south Baiqing, the concealed Jurassic ultrabasic rocks (8 km wide and 42 km long) were discovered; moreover, the concealed Jurassic ultrabasic rocks (8 km wide and 66 km long), and the Jurassic ultrabasic rock belt (10 km wide and 82 km long) were found in south Gaize and Emule respectively. In addition, the concealed acidic rocks which were developed in different areas were discovered in areas such as: Duoba, Bangduo, North Cuoqin, Chachangle, West Nale, and West Kangqiongle.

**CONCLUSIONS**

1. In the research area, ophiolite and ultrabasic rocks were characterised by strong magnetism; while basic, and intermediate, rocks were generally shown to have weak magnetism. Acidic rock primarily showed medium-strong magnetism.

2. The rocks developed in this area involved acidic rocks from the Neogene and Jurassic, the intermediate rock was Cretaceous and Jurassic, the basic rock of the Cretaceous and Permian presented weak magnetism; while the acidic rocks of the Paleogene and Cretaceous, and the dolerite of the Neogene and Jurassic, both showed stronger magnetism. Among them, the ultrabasic rocks and ophiolite of the Jurassic indicated the highest magnetism.

3. In this area, there were two concealed Jurassic ophiolite belt zones: Gaize-Laiduoqiangma and Songqin; meanwhile, there were three groups of concealed belt zones of Jurassic ultrabasic rocks in South Baiqing, South Gaize, and Emule. Moreover, large areas of acidic rocks were found in other areas including: Duoba, Bangduo, North Cuoqin, Chachangle, West Nale, and West Kangqiongle.
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The aim of this paper is to experimentally investigate thermally induced pore pressure and subsequent consolidation volumetric strain. Studies show that normalized pore pressure tends to decrease with an increase in confining pressure and repeated thermal loading cycles. Test results from three typical soils all show that there are approximately linear relationships between consolidation volumetric strain and thermally induced pore pressure, which is influenced by the specimens’ water content, confining pressure, and amplitude, and the number of thermal loading cycles applied. An equation for describing the pore pressure induced by temperature and confining pressures is proposed. Additionally, the relationship between consolidation volumetric strain and thermally induced pore pressure is established.
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INTRODUCTION

Soil thermal properties are encountered in many engineering fields dealing with high-level nuclear waste isolation, waste containment facilities, gas pipelines, energy piles, electric transmission lines, thermal ground improvement techniques, etc. [1, 2]. Much effort has been made to model heat transfer through geomaterials with the help of experimental, analytical or numerical models [3]. Hupers and Kopf [4] have discussed thermal influence on the consolidation state of oceanic sediments and its implications for excess pore pressure, with increasing temperature leading to an enhanced reduction in pore space. Due to the need for a barrier material in nuclear waste disposal repositories, Villar et al [5] experimentally investigated the dependence of the swelling strains of bentonite on temperature, the increase in permeability of water-saturated bentonite with increased temperature, water retention curves of bentonite compacted at different dry densities, among other effects. Bai and Chen [6] have discussed the degradation effect of saturated clay subjected to cyclic thermal loading using a temperature-controlled triaxial apparatus.

The temperature increases in saturated porous materials under undrained conditions may lead to thermal pressurization of the pore fluid. This increase in the pore fluid pressure induces a reduction of the effective mean stress, and can lead to shear failure or hydraulic fracturing. Khalili et al [7] have presented a non-isothermal constitutive relation for a saturated porous material, derived a closed-form solution for the heat-induced pore pressure, and examined the validity of the theoretical assertions through a targeted program of laboratory testing as well as data from the literature. Ghabezloo and Sulem [8] believe that the thermally induced pore pressure is determined by the discrepancy between the thermal expansion of the pore fluid and of the solid phase, the stress-dependency of the compressibility and the non-elastic volume changes of the porous material. Monfared et al [9] have discussed the thermal pore pressure of low-permeability argillites using a hollow cylinder triaxial cell. Yilmaz [10] has investigated the thermal impact on particle size, water content, specific gravity, plasticity, activity index, swelling characteristics, compression index and strength properties, specifically for kaolinite and bentonite.

The thermal behavior of soils, including pore pressure and thermal deformation, is a function of mineralogical composition, porosity, pore fluid, degree of saturation, water content, range of temperature change, state of stress, and other factors [11]. Laloui and Cekerevac [12] have discussed the combined effects of some factors in both drained and undrained conditions. Ouhadi et al [13] have investigated the impact of temperature on the re-structuring of the soil microstructure, as well as its geotechnical and geo-environmental influences on smectite behavior. However, the thermal behaviors of soils are not yet completely understood in extant literatures. For instance, the undrained thermal pressurization coefficient differs by two orders of magnitude in some studies [14, 15].
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At present, reliable assessment methods for pore pressure induced by heating and subsequent consolidation deformation due to dissipation of the pore pressure are scarce. In this study, thermally induced pore pressure and subsequent consolidation volumetric strain is experimentally investigated using three typical soils, and the influence factors such as specimens’ water content, confining pressure, amplitude, and number of thermal loading cycles are discussed. Finally, methods for describing the pore pressure and consolidation volumetric strain with pore pressure are proposed.

TEST DESCRIPTIONS

Test soils

This test includes three types of soils. The physical properties are as follows: soil 1 is a silty clay, with specific gravity $G_s=2.71$, plastic limit $w_p=17.6\%$, liquid limit $w_l=31.4\%$, and plasticity index $I_p=13.8$; soil 2 is a clay, with $G_s=2.71$, $w_p=15.8\%$, $w_l=34.9\%$, and $I_p=19.1$; soil 3 is a red clay, with $G_s=2.74$, $w_p=39.2\%$, $w_l=71.8\%$, $I_p=32.6$. These soils were chosen for analysis because they have very distinct plasticity indexes. Soil 1 (silty clay) and soil 2 (clay) were taken from Beijing, China, and soil 3 (red clay; i.e., laterite) was taken from Guangxi, China. To obtain uniform samples, the soils were mixed to predetermined initial water contents and could pass through a 0.5 mm sieve. The soils were immersed in distilled water for testing. The specimens were then boiled for sufficient time to reach saturation.

Test apparatus

Tests were performed using a triaxial shear device modified for the thermal loading application, which was described in reference [6]. The temperature inside the pressure chamber can vary in the 20 ºC -100 ºC range, controlled by an electro-thermal belt inside the metallic hollow sleeve of the chamber, which is connected to a thermocouple. The precision of the thermo-controller system is ±0.1 ºC. The pore pressure was measured through a porous stone at the bottom center of the specimens, using a pore pressure transducer (measuring range: 0-1 MPa) connected to a digital monitoring apparatus. Pore pressure measurement was resolved to 0.1 kPa. The confining pressure was also monitored and controlled using a pressure transducer (measuring range: 0-1 MPa) attached to the bottom of the pressure chamber by another digital monitoring apparatus.

Test methods

Table 1 gives the test schemes (cases 1, 2, 3 and 4), the brief descriptions of which are as follows:

Case 1 and 2

For soil 1 (the remolded saturated silty clay), several undrained heating tests are conducted. This scheme includes two water content levels (w=25.1% and 22.1%; Case 1 and 2 in Table 1, respectively), three confining pressures ($\sigma''=50, 100$, and 150 kPa), six heating-cooling cycles and two thermal loading amplitudes ($\theta=25$ ºC and 50 ºC). The thermal loading amplitude is expressed here as $\theta=T-T_0$, where $T$ and $T_0$ are the current and initial temperatures, respectively.

The specimens were isotropically consolidated under different effective confining pressures at a primary temperature of $T_0=25$ ºC. With the completion of the isotropical consolidation, the specimens were then subjected to six heating-cooling cycles, with each cycle ($N=1, 2, 3, 4, 5, 6$) consisting of undrained heating from the primary temperature of 25 ºC to a higher temperature of 50 ºC, isothermal consolidation at the elevated temperature of 50 ºC, undrained cooling from 50 ºC to 25 ºC, and isothermal consolidation (a drainage or water-absorbing process) at the original temperature of 25 ºC. This composed a single cycle of the heating-cooling process. Next, the heating-cooling process was repeated.

Case 3

For soil 2 (i.e., the remolded saturated clay), specimens were isotropically consolidated under various effective confining pressures $\sigma''$ ($\sigma''=50, 100$, and 150 kPa) at a primary temperature of $T_0=20$ ºC, and then heated to a higher temperature in two steps (20 ºC → 50 ºC → 80 ºC) under undrained conditions. The specimen temperature is then lowered again in two steps (80 ºC → 50 ºC → 20 ºC). During heating and cooling, the
specimens are not allowed to dissipate; the specimens are heated to a given higher temperature (50 °C or 80 °C), and then allowed to consolidate (a drainage or water-absorbing process). After this, the heating-cooling process was repeated a second and third time.

Case 4

For soil 3 (the remolded red clay), specimens were isotropically consolidated under the effective confining pressure of \(\sigma'_c=50\) kPa and primary temperature \(T_0=20\) °C, and then heated to a different higher temperature (T=40, 50, 60, 80, 90 °C; see Table 1) under undrained conditions. The specimens were then allowed to consolidate.

**THERMALLY INDUCED PORE PRESSURS**

**Pore pressure during repeated undrained heating**

Figure 1 gives the relationship between normalized pore pressure \(u/\sigma'_c\) and temperature \(T\) for three confining pressures (\(\sigma'_c=50, 100,\) and 150 kPa) during repeated undrained heating and cooling when \(\theta=25\) °C and \(\theta=50\) °C, respectively. Test results show that the normalized pore pressure increases as the temperature of the specimen increases during undrained heating. Generally, the normalized pore pressure decreases with the increase in confining pressure, which can be seen in comparisons between Fig. 1(a), (b), and (c) or Fig. 1(d), (e), and (f). Additionally, the pore pressure appears to degrade with increasing temperature cycles (N=1, 2, 3, 4, 5 and 6). With the increase in confining pressure and repeated thermal loading cycles, the ranges of variation of pore pressure narrow during subsequent heating and cooling processes, which reflects an “aging effect” of saturated soils due to heating. At this time, the soils will show an over-consolidated state. In other words, the specimens initially exhibit an obvious un-recovered thermo-mechanical process at a normally consolidated or lightly over-consolidated state, and eventually transition to a recovered thermo-elastic response at a heavily over-consolidated state with cyclic thermal loading.

It should be noted that with increasing temperature, the thermal pore pressure takes on a complicated non-linear evolution process, which is closely related to the physical properties of the soil, confining pressure, number of thermal loading cycles, and the overconsolidation ratio of the soil. When the specimen temperature is lower (\(T<50\) °C; see Fig. 1(a), (b), (c)), the undrained thermal pressurization coefficient, defined as the pore pressure variation due to a unit temperature variation in the undrained condition, increases with the increase in temperature; however, under a higher temperature and a lower confining pressure (\(T>60\) °C and \(\sigma'_c=50\) kPa; see Fig. 1(d)), the undrained thermal pressurization coefficient initially increases and then gradually begins to decrease.

On the other hand, the pore pressure decreases during undrained cooling processes (50→25 °C in Fig. 1), and the undrained thermal pressurization coefficient also decreases. The shape of the temperature evolution is similar to the following heating processes.

**Table 1. Test schemes**

<table>
<thead>
<tr>
<th>Case</th>
<th>Soil</th>
<th>Water content w(%)</th>
<th>Dry unit weight (\gamma_d) (kN/m³)</th>
<th>Void ratio e</th>
<th>Degree of saturation (S_r(%))</th>
<th>Primary temperature (T_0) (°C)</th>
<th>Confining pressure (\sigma'_c) (kPa)</th>
<th>Repeated number N</th>
<th>Temperature variation (\Delta T) (°C)</th>
<th>Temperature variation of the second step (\Delta T) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, silty clay</td>
<td>25.1</td>
<td>15.5</td>
<td>0.70</td>
<td>96.9</td>
<td>25</td>
<td>50</td>
<td>6</td>
<td>25→50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>6</td>
<td>25→50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td>6</td>
<td>25→50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td>6</td>
<td>25→75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td>6</td>
<td>25→75</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1, silty clay</td>
<td>22.1</td>
<td>16.5</td>
<td>0.61</td>
<td>97.8</td>
<td>25</td>
<td>50</td>
<td>6</td>
<td>25→75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>6</td>
<td>25→75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td>6</td>
<td>25→75</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2, clay</td>
<td>29.7</td>
<td>15.1</td>
<td>0.85</td>
<td>95.1</td>
<td>20</td>
<td>50</td>
<td>3</td>
<td>20→50</td>
<td>50→80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td>2</td>
<td>20→50</td>
<td>50→80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>150</td>
<td>2</td>
<td>20→50</td>
<td>50→80</td>
</tr>
<tr>
<td>4</td>
<td>3, red clay</td>
<td>47.0</td>
<td>11.9</td>
<td>1.25</td>
<td>99.2</td>
<td>20</td>
<td>50</td>
<td>1</td>
<td>20→40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>1</td>
<td>20→40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>1</td>
<td>20→80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50</td>
<td>1</td>
<td>20→90</td>
<td></td>
</tr>
</tbody>
</table>
Pore pressure during two steps of undrained heating

The relationship of normalized pore pressure $u/\sigma'_3$ with the temperature of the clay (soil 2 in Table 1) for three confining pressures ($\sigma'_3=50, 100,$ and $150$ kPa) during two steps of undrained heating is also analyzed, and exhibits a pattern similar to that of the silty clay under repeated undrained heating (case 1 and case 2). In reality, the pore pressure induced by the second process of heating ($50\rightarrow 80^{\circ}C$) still reaches a higher temperature (e.g., when $\sigma'_3=50$ kPa, $u/\sigma'_3=0.84$) although the specimens take on a slightly over-consolidated state due to having undergone a step of heating ($20\rightarrow 50^{\circ}C$) and corresponding isothermal consolidation. The maximum pore pressure induced by the two steps of heating with isothermal consolidation between steps is lower than that induced by a single heating step ($20\rightarrow 80^{\circ}C$) without the consolidation process.

Pore pressure of a red clay during undrained heating

For the red clay (soil 3 in Table 1), the pore pressure induced by heating also initially increases rapidly, subsequently reaching a higher value, and gradually assumes a steady state. Finally, the maximum normalized pore pressure reaches $u/\sigma'_3=0.94$ at a temperature of $T=90^{\circ}C$, which means that the shear strength of the specimen nearly fails. It appears that the undrained thermal pressurization coefficient of the red clay (soil 3) is greater than that of the silty clay (soil 1) due to higher water content ($w=47.0\%$ and $22.1\%$, respectively, for soil 3 and soil 1). For example, when $\sigma'_3=50$ kPa and $T=50^{\circ}C$, the normalized pore pressure of the red clay and the silty clay are $u/\sigma'_3=0.65$ and $u/\sigma'_3=0.48$, respectively.

Relationship between thermally induced pore pressures and temperature

The test results of the three soils show that the relationship between normalized pore pressure and temperature can be described by the following equation:

$$u/\sigma'_3 = 1 - \frac{1}{1 + \exp(T-\alpha)/\beta}$$

where $T$ is the current temperature, and $\alpha$ and $\beta$ are fitting parameters which determine the shape of the fitting curve.

The relationship given by Eq. (1) can be obtained using Matlab software, a mathematical optimization analysis software package.
Generally, optimization analysis is performed using the least squares method. Figure 2(a) illustrates the fitting relationship of the silty clay (soil 1) for case 2 when \( N = 1 \), which shows that the evaluated results are in good agreement with the test data.

Here, when \( \sigma'_3 = 50, 100, \) and \( 150 \) kPa, then \( \alpha = 50.59, 58.15, \) and \( 64.39; \beta = 8.20, 8.84, \) and \( 9.63; \) and the coefficient of determination is \( R^2 = 0.994, 0.997, \) and \( 0.999, \) respectively.

Parameters \( \alpha \) and \( \beta \) are both linear with confining pressure, and can be written as
\[
\alpha = a \sigma'_3 + b \quad (2)
\]
\[
\beta = c \sigma'_3 + d \quad (3)
\]
where \( a, b, c \) and \( d \) are the parameters of soil properties.

Here, \( a = 0.138, b = 43.910, c = 0.014 \) and \( d = 7.461. \) The coefficients of determination are \( R^2 = 0.997 \) and \( 0.996, \) respectively, for \( \alpha \) and \( \beta \).

Figure 2(b) illustrates the fitting curve for the red clay (soil 3), which also shows that the evaluated results agree with the test data. Here, \( \alpha = 44.59 \) and \( \beta = 8.87, \) and the coefficient of determination \( R^2 = 0.982. \)

![Fitting curves for silty clay](image1)

![Fitting curve for red clay](image2)

**Fig. 2.** Comparisons of evaluated pore pressure with measured values

**Thermal consolidation volumetric strain**

Figure 3 gives the fitting relationship between consolidation volumetric strain and thermally induced pore pressure for soils 1, 2 and 3 (see Table 1). Here, the consolidation volumetric strain is defined by \( \varepsilon = \Delta V/V_0 \), expressed as a percentage, with \( V_0 \) and \( \Delta V \) being the specimen volume before consolidation and the amount of outflow pore water (both measured at primary temperature \( T_0 \)), respectively.

![Coefficient of determination](image3)

**Fig. 3.** Relationship between consolidation volumetric strains and pore pressure
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**Table 1.** Properties of soils used in the study

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Initial Water Content (w)</th>
<th>Initial Temperature (θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silty clay</td>
<td>25.1%</td>
<td>25°C</td>
</tr>
<tr>
<td>Clay</td>
<td>22.1%</td>
<td>50°C</td>
</tr>
<tr>
<td>Red clay</td>
<td>29.7%</td>
<td>25°C</td>
</tr>
<tr>
<td></td>
<td>29.7%</td>
<td>50°C</td>
</tr>
<tr>
<td></td>
<td>29.7%</td>
<td>60°C</td>
</tr>
<tr>
<td></td>
<td>29.7%</td>
<td>80°C</td>
</tr>
<tr>
<td></td>
<td>29.7%</td>
<td>90°C</td>
</tr>
</tbody>
</table>

---

**Figures**

- Figure 1: Fitting curves for silty clay
- Figure 2: Fitting curves for red clay
- Figure 3: Relationship between consolidation volumetric strains and pore pressure
Figure 3 shows that there are approximately linear relationships between volumetric strain and pore pressure, which is influenced by the specimens’ water content, confining pressure, amplitude, and number of applied thermal loading cycles. The relationship is expressed as

$$\varepsilon_v = k(u - u_0)$$  \(\text{(4)}\)

where \(\varepsilon_v\) is the consolidation volumetric strain; \(u\) is the pore pressure induced by heating; and \(k\) and \(u_0\) are fitting parameters.

For the silty clay, the obtained fitting parameters are \(k=0.035, u_0=8.91\) and the coefficient of determination \(R^2=0.914\) (Fig. 3(a)); for the clay, \(k=0.039, u_0=9.67\) and \(R^2=0.827\) (Fig. 3(b)); and for the red clay, \(k=0.080, u_0=18.51\) and \(R^2=0.940\) (Fig. 3(c)). In fact, the parameter \(k\) reflects the degree of variation in the amount of thermally induced volumetric strain. On the other hand, the parameter \(u_0\) in Eq. (4) indicates an initial pore pressure. Figure 3 appears to show that the soils with a higher plasticity index or higher water content (for soil 3, \(I_p=32.6, w=47.0\%) have greater thermal consolidation volumetric strain (i.e., a greater parameter \(k\)) than the soils with a lower plasticity index (e.g., for soil 1 and 2, \(I_p=13.8\) and 19.1 , respectively; \(w=22.1-25.1\%\) and \(w=29.7\%\)).

CONCLUSION

(1) Generally, the normalized pore pressure increases as temperature increases, and decreases with the increase in confining pressure and repeated thermal loading cycles.

(2) Test results show that there are approximately linear relationships between consolidation volumetric strain and thermally induced pore pressure, which is influenced by the specimens’ water content, confining pressure, amplitude and number of applied thermal loading cycles.

(3) An equation for describing the pore pressure induced by temperature and confining pressures is proposed. Additionally, the relationship between consolidation volumetric strain and thermally induced pore pressure is established.
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For the strong and medium expansive soils of the middle-route of South-to-North Water Transfer Project, pressure plate tests and double-ring infiltration tests were carried out. The water storage capability, its influence factors and the evolution of hydraulic conductivity was comparative studied on different expansive soils. The results show, the soil with stronger expansion potential, higher fine grain content and higher dry density has better water retention capability. Saturated permeability coefficient of strong expansive soil is low, and it decreases with the increase of dry density. Unsaturated hydraulic conductivity, which has power function relationship with matrix suction, decreases with the decrease of the moisture content.

Key words: Expansive soil, Water storage capability, Unsaturated soil, Hydraulic conductivity.

INTRODUCTION

Unsaturated expansive soil is a special soil, which contains a large number of hydrophilic clay minerals. The change in moisture content of expansive soil is the factor determining its deformation and reduction in strength, and it is also an important factor for geological disasters. So, expansive soil is particularly a major problem faced by engineering geologist in the construction of water conservancy projects.

Soil-water characteristic curve (SWCC) is an important method used in describing unsaturated soil water retention characteristics, many hydraulic parameters showing the relationship between matric suction and the water storage state of unsaturated soil can be obtained using SWCC [1-2]. Currently, there are a variety of models to describe the soil-water characteristic curve, such as Garden model [3], Brook and Corey model [4] with characterization of effective saturation, the Van Genuchten models [5] and Fredlund and Xing model [6] with characterization of volumetric water content. For the expansive soil water storage properties, studies were carried out from different angles, and achieved certain results [7-10]. At present, the research on the soil water storage are mainly concentrated on clayey soil, loess, silt and, weak and medium expansive soil, but very little for strong expansive soil.

In this paper, for the different expansive soil of the middle route of South-to-North Water Transfer Project, pressure plate tests and double-ring infiltration tests were carried out, and the same tests for medium expansive soil were taken for comparative study. According SWCC, the water storage capability and its influence factors, including physical properties, mineral composition and structure characteristics for different expansive soils were studied. Water volume change coefficient and variation characteristics of the hydraulic conductivity were discussed, and the regularity of the penetration characteristics was studied. It can provided the calculation parameters for disaster prevention and control.

EXPERIMENTAL

Materials

The soil samples were taken from the channel of the middle route of South-to-North Water Transfer Project. Strong and medium expansive soils were selected from TS95 channel bottom yellow-green clay and TS106 channel slope tan clay.

Table 1. Physical properties of expansive soil

<table>
<thead>
<tr>
<th>Expansive soil</th>
<th>Moisture content (%)</th>
<th>Density (g/cm³)</th>
<th>Liquid limit (%)</th>
<th>Plastic limit (%)</th>
<th>Free expansion ration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>27.77</td>
<td>1.94</td>
<td>89.03</td>
<td>29.30</td>
<td>109</td>
</tr>
<tr>
<td>Medium</td>
<td>25.85</td>
<td>1.94</td>
<td>59.54</td>
<td>27.12</td>
<td>69</td>
</tr>
</tbody>
</table>

Table 2. Mineral composition

<table>
<thead>
<tr>
<th>Expansive soil</th>
<th>Montmorillonite</th>
<th>Iliite</th>
<th>Kaolinite</th>
<th>Iliite-montmorillonite</th>
<th>Kaolinite-montmorillonite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td>8.23</td>
<td>7.25</td>
<td>1.66</td>
<td>1.24</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table 1 shows the results of basic physical properties of each sample based on laboratory soil tests. Table 2 shows the results of the identification of the mineral composition of each sample by X-
ray diffraction test using D8 Advance X-ray diffractometer.

Test methods

Soil-water characteristic curves of soil samples are obtained from the pressure plate test. The pressure plate apparatus are made in the United States Soil Moisture company (see Fig.1), and the clay plate intake is 15 bar. The test environment is a room temperature of 20 °C, and the test plan is shown in Table 3.

Each sample is saturated and weighed by vacuum saturation method at first, and then the sample is placed on clay board in a pressure cooker before installing and connecting the instrument and adjusting the sample chamber pressure. Sample should be weighed every 12 to 24 hours until the mass change less than 0.01 g within 24 h, which can be considered to achieve balance, then the next pressure level measurement can be continued. The test pressure series is 0.2, 0.5, 1, 2, 4, 7, 10, 13 bar. When the final pressure equilibrium, the samples should be placed in environment with 105 °C for drying to constant weight before weighing the mass of dry soil.

![Fig. 1. Pressure plate test device](image1)

**Table 3. Test plan of pressure plate test**

<table>
<thead>
<tr>
<th>Soil type</th>
<th>Dry density (g/cm³)</th>
<th>Number of tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong expansive soil</td>
<td>1.51</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>1</td>
</tr>
<tr>
<td>Medium expansive soil</td>
<td>1.49</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>1</td>
</tr>
</tbody>
</table>

Double-ring infiltration test is commonly used to determine the stable water infiltration rate of the soil. The test devices are primarily stylus, the inner and outer ring with 30cm in height, 26.2 cm and 47 cm in diameter (see Fig.2).

According to the situation, graduated cylinder is used to replace the flow bottle to put water to the two rings. During the test, it must to maintain the inner and outer ring water level. When the water surface drops after the needle tip during infiltration, a certain amount of water (100 to 200 mL) should be put into the inner ring before recording the time until infiltration speed is stable.

![Fig. 2. Double-ring infiltration test device](image2)

Field test site is located in Nanyang segment of the main canal. Mainly Quaternary reddish brown - brick red, brown clay and silty clay, containing Calcareous and Ferromanganese concretions in the formation of leaching by groundwater. The reddish brown - brick red clay contains many vertical fissures, filled with the gray clay with strong expansion, such a clay overall is strong - medium expansive soil. However, the brown clay and silty clay contain extensive internal irregular meshed fracture, the soils always are weak - medium expansive soils. Engineering geological conditions of typical test points are shown in Table 4.

**Table 4. Engineering geological conditions of typical test points**

<table>
<thead>
<tr>
<th>Location</th>
<th>Depth (m)</th>
<th>Density (g/cm³)</th>
<th>Moisture content (%)</th>
<th>Free expansion ration (%)</th>
<th>Swelling potential *</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS102</td>
<td>10</td>
<td>1.96</td>
<td>19.82</td>
<td>63</td>
<td>W</td>
</tr>
<tr>
<td>TS102</td>
<td>6</td>
<td>1.96</td>
<td>16.09</td>
<td>70</td>
<td>M-</td>
</tr>
<tr>
<td>TS102</td>
<td>6</td>
<td>1.91</td>
<td>17.94</td>
<td>73</td>
<td>M</td>
</tr>
<tr>
<td>TS105</td>
<td>4</td>
<td>2.04</td>
<td>20.95</td>
<td>71</td>
<td>M</td>
</tr>
<tr>
<td>TS105</td>
<td>15</td>
<td>2.08</td>
<td>16.72</td>
<td>86</td>
<td>M+</td>
</tr>
<tr>
<td>TS105</td>
<td>15</td>
<td>2.05</td>
<td>18.54</td>
<td>90</td>
<td>S</td>
</tr>
<tr>
<td>TS105</td>
<td>5</td>
<td>2.03</td>
<td>19.37</td>
<td>77</td>
<td>M</td>
</tr>
<tr>
<td>TS105</td>
<td>3</td>
<td>2.05</td>
<td>18</td>
<td>85</td>
<td>M+</td>
</tr>
<tr>
<td>TS95</td>
<td>9</td>
<td>2.03</td>
<td>21</td>
<td>93</td>
<td>S</td>
</tr>
</tbody>
</table>

* W/M/-M/M+/S are respectively weak / weak-medium / medium / medium-strong / strong.

**RESULTS AND DISCUSSION**

**SWCC characteristics and its influencing factors**

Fig. 3 shows the soil water characteristic curve of expansive soils. SWCC of strong expansive soil is located above that of the medium expansive soil, with matric suction increasing, the saturation of strong expansion soil changes slower.

Analyzing from the physical properties of soil, the sample with stronger swelling potential and higher plasticity index contents more fine particles
and it has larger specific surface area and bound water content, and the slower rate of dehydration.

Analyzing from the mineral composition of soil, Table 2 shows that clay mineral (montmorillonite, illite, etc.) content of the strong expansive soil is greater than 30%, and no amount of water molecules can be absorbed between montmorillonite unit cells, therefore, strong expansive soil has better water retention capacity and slower dehydration rate.

For the samples with the same swelling potential, SWCC of the one with greater dry density is located in the top. With the increasing of matric suction, saturation of expansive soil with greater dry density changes slower and also the rate of dehydration. This is because soil samples with greater dry density has higher density and smaller internal pore structure, the drainage channel of which is limited when matric suction increases.

Fig. 3. SWCC of expansive soil with different dry densities

**SWCC mathematical model**

The result of soil moisture content in different matric suction obtained by the pressure plate test is a series of discrete data points. SWCC model can be used to fit the points into a continuous function, which can be taken to calculate the parameters of the non-saturated water movement.

Van Genuchten model has the following expression [5]:

\[ \theta(h) = \begin{cases} \theta_s + \frac{\theta_r - \theta_s}{[1 + (\alpha h_m^\beta)]^\gamma} & (h < 0) \\ \theta_r & (h > 0) \end{cases} \]

(1)

Where \( \theta_s \) and \( \theta_r \) are saturated and residual moisture content (%), \( h_m \) is pressure head (mm), \( m \) and \( n \) are the empirical parameters, \( m=1-1/n \).

Williams proposed model expression [11] is:

\[ \ln s = a + b \ln \theta \]

(2)

Fredlund based on soil pore size distribution and statistical analysis theory, drawn Fredlund and Xing model [6], which is applicable to the whole suction range of various soils:

\[ \left\{ \begin{array}{l} C(s)\theta = \frac{\theta}{[\ln(\epsilon + (s/a)^\phi)]^\gamma} \\ C(s) = \frac{1 - \ln(1 + s/s)}{\ln[1 + (10^7/s) \rho \phi \gamma]} \end{array} \right. \]

(3)

Based on the soil mass distribution and the fractal characteristics of pores, the researchers obtained the SWCC fractal model establishing on the fractal relationship between pore volume and pore size and Young-Laplace equation [12]:

\[ \frac{\theta - \theta_s}{\theta_r - \theta_s} = F(\phi) = \frac{\lg \phi_s - \lg \phi}{\lg \phi_s - \lg \phi_r} \]

(4)

Through research and division of vapor form for the unsaturated soil, researchers found that the points of intake values and residual water content in Fredlund curve are approximately linear relationship [13], based on this, SWCC of the logarithmic equation form was proposed:

\[ \frac{\theta - \theta_s}{\theta_r - \theta_s} = F(\phi) = \frac{\lg \phi_s - \lg \phi}{\lg \phi_s - \lg \phi_r} \]

(5)

**SWCC model fitting**

In this paper, using Van Genuchten model, soil-water characteristic curves of expansive soils are fitted by the method of least squares, and fitting results and parameters are shown in Fig. 4 and Table 5. The saturated moisture content \( \theta_s \) and the residual moisture content \( \theta_r \) are measured by tests.

\( \alpha \) is a scale parameter related to the average pore radius, it is about the reciprocal of air intake values. With the expansion potential enhancing, intake value increases, \( \alpha \) is significantly reduced. Air intake value can be influenced by soil physical properties and mineral content, which has linear relationships with the plasticity index and the free expansion ration (see Fig. 5).

**Table 5. The fitting parameters of SWCC model**

<table>
<thead>
<tr>
<th>Soil type</th>
<th>( \theta_s(%) )</th>
<th>( \theta_r(%) )</th>
<th>Fitting parameters</th>
<th>( n )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong expansive soil</td>
<td>44.25</td>
<td>16.31</td>
<td>0.000213</td>
<td>1.0785</td>
<td>0.0728</td>
</tr>
<tr>
<td>Medium expansive soil</td>
<td>44.27</td>
<td>11.93</td>
<td>0.012852</td>
<td>1.0637</td>
<td>0.0599</td>
</tr>
</tbody>
</table>

**The water volume change coefficient**

In the dehumidifying process, the water volume change coefficient \( m_v^w \) reflects the dehydration rate changes. \( m_v^w \) is the rate of change of the volumetric moisture content with the matric suction changing, which can be used the following formula to determine [6].

\[ m_v^w=-\frac{d\theta}{d(u_a-u_w)} \]

(6)

Pressure head \( h_a \) can be calculated by the equation 3.

\[ h_a=(u_a-u_w)/(\rho \phi \gamma) \]

(7)
Where $u_a$ and $u_w$ are pore air pressure (kPa) and pore water pressure (kPa), $\rho_w$ is the density of water (kg/m$^3$). Substituting equation 7 into equation 6

$$m_2^w = \frac{d\theta}{(\rho_w g d_h)}$$

$m_2^w$ can be determined by SWCC model through substituting the Van Genuchten model equation 1 into equation 8

$$m_2^w = m_w[a_n(\theta_s - \theta_r) + a_h|u|^{n-1}]$$

Water volume variation coefficients of different expansive soils can be calculated by equation 9, its relationship with the moisture content is shown in Fig. 6.

$$C_w = m_2^w \rho_w g$$

Permeability coefficient calculation method

Unsaturated hydraulic conductivity is one of the key parameters during non-saturated soil water movement quantitative analysis. Under isothermal conditions, specific water capacity $C_w$ reflects the quantitative relationship between matric potential and volumetric water content. $C_w$ is the product of the water volume variation coefficient and water weight

$$C_w = m_2^w \rho_w g$$

Soil water diffusivity $D(\theta)$ is a necessary parameters to study water movement in soil, it is controlled by the physical and chemical properties of soil and other factors.

$$D(\theta) = k(\theta) \frac{\partial(u_a - u_w)}{\partial \theta}$$

Based on the test results of a large number of studies, it is found that $D(\theta) = a e^{b\theta}$ can better describe the relationship between moisture content and $D(\theta)$ [14]. For expansive soil, $D(\theta)$ can be determined by equation 12 obtained by fitting the test results

$$D(\theta) = 7.67 \times 10^{-9} e^{14.493\theta}$$

Unsaturated hydraulic conductivity of expansive soil is the product of specific water capacity and soil water diffusivity

$$k_w = m_2^w \rho_w g D(\theta)$$

Saturated hydraulic conductivity characteristics

Fig. 7 shows the stable infiltration rates of different expansive soils testing by the double-ring infiltration test.
Generally, Fig. 8 shows the infiltration rate of expansive soil tested by double-ring infiltration test. It requires a long time to achieve the steady infiltration for stronger swelling potential soil, which has smaller saturated permeability coefficient. $k_s$ of medium expansive soil is the $10^{-7}$ m/s order of magnitude, and it is $10^{-8}$ m/s order of magnitude for strong expansive soil.

![Fig. 8. Permeability coefficient change with time](image)

Combined with the SWCC fitting formula and the water volume variation coefficient, Table 6 shows the saturated permeability coefficient of expansive soil with different dry density when saturation $S_r = 1$, which is calculated by the equation 13.

**Table 6.** Saturated permeability coefficient

<table>
<thead>
<tr>
<th>Expansive soil</th>
<th>Dry density (g/cm$^3$)</th>
<th>Saturated permeability coefficient (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>1.51</td>
<td>$1.25\times10^{-8}$</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>$7.07\times10^{-9}$</td>
</tr>
<tr>
<td>Medium</td>
<td>1.49</td>
<td>$9.29\times10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>$3.18\times10^{-7}$</td>
</tr>
</tbody>
</table>

The calculation result is consistent with the in-situ test results. Saturated permeability coefficient of expansive soil is generally $10^{-7}$-$10^{-9}$ m/s. The saturated permeability coefficient is smaller when the swelling potential is stronger. Influence of dry density is more significant, soil with greater dry density has smaller saturated permeability coefficient, and it often exhibits differences on the order of magnitude.

**Unsaturated hydraulic conductivity characteristics**

Fig. 9 shows the curve between unsaturated hydraulic conductivity and degree of saturation for typical expansive soil. It can be seen that the expansive soil saturated hydraulic conductivity decreases with the decrease of soil moisture content.

![Fig. 9. Curve between unsaturated hydraulic conductivity and degree of saturation](image)

Fig. 10 shows the fitting curve of strong and medium expansive soils unsaturated hydraulic conductivity and matric suction, which shows a good fit power function. The empirical relationship and correlation coefficients are shown in Table 8. Unsaturated hydraulic conductivity decreases and its rate of change slow down with the increase of the matric suction. Known matric suction, unsaturated hydraulic conductivity of typical expansive soil of South-to-North Water Transfer Project can be calculated, which provides the basic parameters for the simulation of seepage for moisture in the soil.

![Fig. 10. Curve between unsaturated permeability coefficient and matric suction](image)

**CONCLUSION**

Water storage capability of expansive soil is influenced by the physical properties, mineral composition and structure characteristics. The sample with stronger swelling contents more fine particles, it has slower dehydration rate, higher intake value and smaller storage coefficient. Soil samples with greater dry density have smaller internal pore structure, which exhibits stronger water storage capacity.

Water volume variation coefficients $m_2^{\omega}$ of the unsaturated expansive soil decreases with the decreasing of moisture content. $m_2^{\omega}$ of Strong expansive soil changes slowly with moisture content. The $m_2^{\omega}$ of samples with greater dry density has smaller range of variation in the wet removal process.

Saturated permeability coefficient of expansive soil is generally $10^{-7}$-$10^{-9}$m/s. The saturated permeability coefficient is smaller when the swelling potential is stronger and dry density is greater. Unsaturated hydraulic conductivity, which has power function relationship with matric suction, decreases with the decrease of the moisture content, and the rate of hydraulic conductivity
change decreases with the increase of matrix suction.
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Energy industry plays an important role on the economic development in China, so their financial position has become the focus study problems for many scholars. According to China energy industry's financial statements and sustainable development, how to find their financial crisis is one of the directions of energy industry's finance. This paper describes the energy industry financial crisis management, constructs the financial crisis early-warning indicator system and describes all indicators, takes ST shares and non-ST shares of China A-share energy industry listed companies as a sample, filters out a series of financial indicators by the normality and the factor analysis, and constructs the Logistic regression early-warning model, and proves the validity of the proposed model by the predictive tests of training samples and testing samples. Finally, the results show that the Logistic model can give an ideal warning for energy industry listed companies' financial position, can give the judgment before listed companies meet financial crisis.

Key words: Energy industry listed company; Early-warning model; Logistic regression.

INTRODUCTION

In China, the capital market is greatly develop; the market economic system is gradually perfect; competition between enterprises is increasingly fierce under this situation, and some enterprises will inevitably fall into financial crisis, or even go bankrupt. If enterprises fall into crisis, they will threaten many aspects of economic life, and create the tremendous impact. Energy industry play an important role on the economic development in China, and help to fasten the development of China's capital market, so their financial position has become the focus study problems for many scholars. At present, many energy industry listed companies in china meet the problem of Special Treatment, one of the main reasons is that they fall into financial crisis. If we can make timely and effective measures before those companies appear financial crisis, it is possible to avoid greater losses.

The main reason of financial crisis is enterprise’s various financial and operational risks. Financial crisis early-warning system can monitor and detect all activities in the course of company business, and can identify, evaluate and analyse the unstable operation status and the financial unusual phenomenon caused by expanding financial crisis, the early-warning system can warn the company manager when the financial crisis gets the soften warning limits, help the managers to find the source of financial crisis, take timely measures of effective regulation, then financial crisis can be reduced to be a relatively safe level.

Based on this consideration and financial crisis early-warning’s study situation and methods, this paper puts the identification of financial crisis factor and the construction of financial crisis evaluation indicators into the study frame of energy industry financial crisis early-warning system, so that energy industry managers can fully identify enterprise financial crisis factors and evaluate enterprises' financial situation to construct effective financial crisis early-warning model. According to financial crisis and early-warning theory, this paper takes the special treatment of energy industry in China A-share listed companies as the study objects, screens a series of financial indicators by the normality test and the factor analysis, establishes the Logistic regression early-warning model, and proves the validity of the proposed model through the predictive testing of training samples and testing samples.

LOGISTIC REGRESSION MODEL

Logistic regression is mainly used in the binary response variable or orderly response variable, its goal is to seek the conditional probability of the observed object, and judge the observed object’s financial position and operating risks. It is built on the basis of the cumulative probability function, and the independent variables do not need to obey
the multivariate normal distribution and equal between the two groups covariance assumptions. The model estimates the parameter values by using the maximum likelihood estimation method according to the sample data, obtains the probability of response variables’ value by certain mathematical operations. If the calculated probability is greater than the setting point, it is determined that the company is in financial crisis. Specific mathematical principles are as follows:

Assuming that \( X_i \) is a variable of the \( i \)-th financial crisis early-warning indicators, then there are the regression relationship between financial crises probability \( P_i \) and \( X_i \):

\[
P_i = \frac{\exp(Y_i)}{1 + \exp(Y_i)}
\]

The concrete operational process is

\[
Y_i = \alpha + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_p X_p = \alpha + \sum \beta_i X_i
\]

The value \( Y_i \) is the total discrimination, it reflects the \( i \)-th characteristics; \( \beta_i \) is the weight and the degree of the relevant independent variables \( X_i \); \( \alpha \) is the financial crisis early-warning indicator variables; is a constant.

The formula (3) can be obtained by the formula (1):

\[
Y_i = \ln\left(\frac{P_i}{1-P_i}\right)
\]

\( Y_i \) is the total discrimination value, \( P_i \) calculated by the linear regression model is the probability of financial crisis.

Thus \( \alpha + \sum \beta_i X_i = \ln\left(\frac{P_i}{1-P_i}\right) \)

Calculate it, gets

\[
P_i = \frac{\exp(\alpha + \sum \beta_i X_i)}{1 + \exp(\alpha + \sum \beta_i X_i)}
\]

So

\[
P_i = \frac{\exp(Y_i)}{1 + \exp(Y_i)}
\]

The value of \( Y_i = \ln\left(\frac{P_i}{1-P_i}\right) \) can be obtained by substituting the selected variables into the regression equation, thus \( P_i \) value can be calculated. Setting the thresholds as a criterion of the incident, if the \( P_i \) value is greater than the threshold value, it is determined that the event occurs, otherwise, it is determined that the event does not occur. Thus, each sample category can be determined. The curve of the logistic regression model is the type \( S \), and its early-warning maximum value approaches 1, the minimum value approaches 0.

The logistic regression has not specific requirements for the distribution of the variable, the scope of application is more extensive, and the value is a probability value, it is simple and convenient. Therefore, this paper studies the financial crisis early-warning model by the Logistic regression method.

**INDICATOR SYSTEM CONSTRUCTION**

The financial data by which this paper builds the financial crisis early-warning model is from energy industry of China Shanghai and Shenzhen A-share listed company's true financial data. This paper takes the ST companies of China energy industry listed companies as the financial crisis enterprises, and selects the non-ST as the normal company according to the principle of the same industry and similar asset size, determines the financial anomalies first birthday as the reference day, chooses the financial statements date in two years before the reference day.

Thirty ST companies selected from energy industry of Chinese A-share listed companies at 2011 is the study samples, according to the principle of the same industry and similar asset size, thirty non-ST companies is the paired samples that form the training samples, financial data of those sixty companies are the training samples’ financial data. In order to test the model's predictive ability, sixty energy industry listed companies at the same period are selected to be the testing samples, including thirty ST companies and thirty non-ST companies. The built early-warning model is tested by the training sample inspection and the test sample inspection to analyse their respective accuracy and false positive rate.

For the selection of financial indicators, experts and scholars at home and abroad have done a lot of exploration and research, we can learn from outstanding achievements.

According to the files of the National Safety Supervision Bureau and references, the paper builds the China energy industry listed companies' financial crisis warning indicator system (Table 1).
### Table 1. China energy industry listed companies' financial crisis warning indicator system

<table>
<thead>
<tr>
<th>Target layer</th>
<th>Level indicators</th>
<th>Secondary indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROA X1</td>
<td></td>
</tr>
<tr>
<td>Profitability</td>
<td>ROE X2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPE X3</td>
<td></td>
</tr>
<tr>
<td>Solvency</td>
<td>liquidity ratio</td>
<td>X4</td>
</tr>
<tr>
<td></td>
<td>Current liabilities ratio</td>
<td>X5</td>
</tr>
<tr>
<td></td>
<td>Asset-liability ratio</td>
<td>X6</td>
</tr>
<tr>
<td>Operating capacity</td>
<td>Accounts receivable turnover ratio</td>
<td>X8</td>
</tr>
<tr>
<td></td>
<td>Inventory Turnover</td>
<td>X9</td>
</tr>
<tr>
<td>The ability to grow</td>
<td>Net profit growth</td>
<td>X11</td>
</tr>
<tr>
<td></td>
<td>The growth rate of total assets</td>
<td>X12</td>
</tr>
<tr>
<td></td>
<td>The mail profit growth</td>
<td>X13</td>
</tr>
<tr>
<td>Cash flow indicators</td>
<td>Sales-to-cash ratio</td>
<td>X14</td>
</tr>
<tr>
<td></td>
<td>Asset cash Recovery</td>
<td>X15</td>
</tr>
<tr>
<td></td>
<td>Cash gearing ratio</td>
<td>X16</td>
</tr>
</tbody>
</table>

Note: The data of this study comes from the CCER economic and financial research database in China.

This paper makes the normality test, factor analysis and logistic regression analysis on the financial indicators by the statistical software SPSS17.0, builds the early-warning model.

### Data Factor Analysis

Making the factor analysis on sixty samples in 2009 by the SPSS Version 17 statistical software.

#### Factor Analysis Test

In order to determine the suitability of the factor analysis, this paper makes the KMO test and Bartlett test on the sample data, the results are shown in Table 2:

By inspection, the KMO sampling moderate determination is 0.520 which is bigger than 0.5, and the Bartlett test’s \( \chi^2 \) statistic significance probability value is 0.000, which is far less than the significance level 0.05, all that indicate that the sample data suits for the factor analysis.

### Table 2. KMO test and Bartlett test

<table>
<thead>
<tr>
<th>KMO and Bartlett’s Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaiser-Meyer-Olkin Measure of Sampling Adequacy</td>
<td>520</td>
</tr>
<tr>
<td>Bartlett’s Test of Sphericity</td>
<td>df</td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
</tr>
</tbody>
</table>

### Table 3. The eigenvalues and the contribution rate

<table>
<thead>
<tr>
<th>Component</th>
<th>Total Variance Explained</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>% of Variance</td>
</tr>
<tr>
<td>2</td>
<td>2.55</td>
</tr>
<tr>
<td>3</td>
<td>2.08</td>
</tr>
<tr>
<td>4</td>
<td>1.74</td>
</tr>
<tr>
<td>5</td>
<td>1.18</td>
</tr>
<tr>
<td>6</td>
<td>1.07</td>
</tr>
<tr>
<td>7</td>
<td>1.01</td>
</tr>
<tr>
<td>8</td>
<td>.731</td>
</tr>
<tr>
<td>9</td>
<td>.562</td>
</tr>
<tr>
<td>11</td>
<td>.417</td>
</tr>
<tr>
<td>12</td>
<td>.326</td>
</tr>
<tr>
<td>14</td>
<td>.111</td>
</tr>
<tr>
<td>15</td>
<td>.085</td>
</tr>
<tr>
<td>16</td>
<td>.028</td>
</tr>
</tbody>
</table>
The Eigenvalues and the Contribution Rate

After completing factor analysis on the sixteen financial indicators of sample data, we can get sixteen eigenvalues. This paper extracts seven factor variables whose eigenvalues is bigger than 1 as the variables at the next step, and the cumulative contribution rate of the seven factors variable reaches 81.490% shown in table 3, they contain 81.490% information of the original sixteen financial indicators, so that, these seven factors variable basically reflects the difference of the original financial indicators.

Factors Explain

To make it easier to explain the initial factor, this paper uses the variance maximum method of the orthogonal rotation method for conversion. Because it can not only find a suitable explanation for each factor, but also avoid multicollinearity between variables. Factor loading matrix as shown in Table 4:

Table 4. Orthogonal rotation of factor loadings matrix.

<table>
<thead>
<tr>
<th>Component</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>.228</td>
<td>.583</td>
<td>-.012</td>
<td>.444</td>
<td>-.119</td>
<td>-.335</td>
<td>.173</td>
</tr>
<tr>
<td>X2</td>
<td>.020</td>
<td>.049</td>
<td>.018</td>
<td>.075</td>
<td>-.011</td>
<td>.854</td>
<td>.040</td>
</tr>
<tr>
<td>X3</td>
<td>-.498</td>
<td>.018</td>
<td>.145</td>
<td>.387</td>
<td>-.189</td>
<td>-.486</td>
<td>-.124</td>
</tr>
<tr>
<td>X4</td>
<td>.174</td>
<td>.132</td>
<td>.034</td>
<td>.855</td>
<td>-.123</td>
<td>.126</td>
<td>-.044</td>
</tr>
<tr>
<td>X5</td>
<td>.101</td>
<td>.402</td>
<td>.156</td>
<td>-.109</td>
<td>-.697</td>
<td>-.276</td>
<td>.100</td>
</tr>
<tr>
<td>X6</td>
<td>-.157</td>
<td>-.365</td>
<td>.083</td>
<td>-.709</td>
<td>-.157</td>
<td>.075</td>
<td>-.242</td>
</tr>
<tr>
<td>X7</td>
<td>-.031</td>
<td>.814</td>
<td>-.032</td>
<td>.067</td>
<td>.106</td>
<td>.216</td>
<td>-.141</td>
</tr>
<tr>
<td>X8</td>
<td>.055</td>
<td>.081</td>
<td>-.961</td>
<td>-.015</td>
<td>.097</td>
<td>.040</td>
<td>-.023</td>
</tr>
<tr>
<td>X9</td>
<td>.155</td>
<td>.261</td>
<td>.020</td>
<td>-.221</td>
<td>.736</td>
<td>-.123</td>
<td>.208</td>
</tr>
<tr>
<td>X10</td>
<td>-.105</td>
<td>-.093</td>
<td>.027</td>
<td>.095</td>
<td>-.118</td>
<td>.065</td>
<td>.918</td>
</tr>
<tr>
<td>X11</td>
<td>.046</td>
<td>.024</td>
<td>.972</td>
<td>-.021</td>
<td>.063</td>
<td>.023</td>
<td>.000</td>
</tr>
<tr>
<td>X12</td>
<td>-.109</td>
<td>.809</td>
<td>-.031</td>
<td>.216</td>
<td>-.020</td>
<td>-.055</td>
<td>-.034</td>
</tr>
<tr>
<td>X13</td>
<td>-.214</td>
<td>.041</td>
<td>.044</td>
<td>.037</td>
<td>.761</td>
<td>.002</td>
<td>-.334</td>
</tr>
<tr>
<td>X14</td>
<td>.935</td>
<td>-.098</td>
<td>-.043</td>
<td>.011</td>
<td>-.122</td>
<td>.000</td>
<td>-.001</td>
</tr>
<tr>
<td>X15</td>
<td>.953</td>
<td>.080</td>
<td>.033</td>
<td>.133</td>
<td>.009</td>
<td>.005</td>
<td>-.035</td>
</tr>
<tr>
<td>X16</td>
<td>.925</td>
<td>-.016</td>
<td>.031</td>
<td>.240</td>
<td>-.050</td>
<td>.041</td>
<td>-.072</td>
</tr>
</tbody>
</table>

Table 4 shows that the contribution rate of ROE X2 reflecting the profitability indicators is up to 0.854, the contribution rate of liquidity ratio X4 reflecting solvency indicators is up to 0.855, the contribution rate of total asset turnover X7 reflecting the entrepreneurial capacity indicators is up to 0.814, reflecting business growth capacity indicators the greatest contribution to net profit growth rate X11 is 0.972, reflecting cash flow indicators, the greatest contribution to the recovery of cash assets X15 is 0.953. Therefore, the final ROE X2, liquidity ratio X4, total asset turnover X7, net profit growth rate X11 and asset cash recovery rate X15 can be the initial variable to build financial crisis early warning model.

Logistic Regression Early-Warning Model

Select the Critical Point

Before building the logistic regression model, we must firstly determine the model discriminate critical point. The logistic regression model has not the optimal split point, so the split point is selected depending on the specific objectives of the model user. In fact, for any critical point, all models will make two types of errors: the class I error and class II error. The class I error is that ST is usually mistaken as non-ST companies. Class II error is that non-ST is usually mistaken as ST. When class I error reduces, class II error increases, and the cost of two types of errors is the same. Most research ships 0.5 as the critical point, i.e., if the probability of an event calculated by the model is greater than or equal to 0.5, then it is determined that the event occurs, otherwise it is judged that the event does not occur. Selected sample in this article is paired, so, selecting 0.5 to be the critical point.

Logistic Regression Early-Warning Model

Using the version SPSS17 statistical analysis software, this paper makes the logistic regression analysis on the selected five variables and their sample data of the previous two years. By forward stepwise selection variable method, the results are shown in Table 5:

Table 5. Model Coefficients Test

<table>
<thead>
<tr>
<th>Step</th>
<th>Chi-square</th>
<th>df</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>14.812</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>Block</td>
<td>14.812</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>Model</td>
<td>14.812</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td>Step 2</td>
<td>25.020</td>
<td>2</td>
<td>.000</td>
</tr>
<tr>
<td>Block</td>
<td>25.020</td>
<td>2</td>
<td>.000</td>
</tr>
</tbody>
</table>

Note: Chi-square is the chi-square value, df is freedom degrees, Sig is the p-value.

The model corresponding p-value is 0.000, and is less than 0.05, therefore, the overall model is significant.

Table 6 shows that the statistics Cox & Snell R Square and Nagelkerke R Square are 0.341 and 0.455, respectively, that means that the model explains about 60% of the explained variable, the model fitting degree is higher.
Table 6. Model Summary

<table>
<thead>
<tr>
<th>Step</th>
<th>-2 Log likelihood</th>
<th>Cox &amp; Snell R Square</th>
<th>Nagelkerke R Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>68.366a</td>
<td>.219</td>
<td>.292</td>
</tr>
<tr>
<td>2</td>
<td>58.157a</td>
<td>.341</td>
<td>.455</td>
</tr>
</tbody>
</table>

a. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001

Table 7. Variables in the Equation

<table>
<thead>
<tr>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X4</td>
<td>-.015</td>
<td>.005</td>
<td>8.682</td>
<td>1</td>
<td>.003</td>
</tr>
<tr>
<td>Constant</td>
<td>1.669</td>
<td>.594</td>
<td>7.884</td>
<td>1</td>
<td>.005</td>
</tr>
<tr>
<td>X4</td>
<td>-.013</td>
<td>.005</td>
<td>6.272</td>
<td>1</td>
<td>.012</td>
</tr>
<tr>
<td>Step 2 b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X7</td>
<td>-.026</td>
<td>.010</td>
<td>7.151</td>
<td>1</td>
<td>.007</td>
</tr>
<tr>
<td>Constant</td>
<td>3.053</td>
<td>.854</td>
<td>12.788</td>
<td>1</td>
<td>.000</td>
</tr>
</tbody>
</table>

a. Variable(s) entered on step 1: X4
b. Variable(s) entered on step 2: X7

Table 7 shows that two factor variables are through the significance test whose significance level is 0.05 and enter the final model, while the other three variables fail to pass the test, the final logistic early-warning model will be only two variables, respectively, X4 and X7.

According to the formula (2):

\[ Y_i = \alpha + \beta_1 X_{4i} + \beta_2 X_{7i} + \cdots + \beta_j X_{ji} = \alpha + \sum \beta_j X_{ji} \]

Substituting the above results into the above formula, we can get the listed companies' financial crisis early warning model:

\[ Y_i = 3.053 - 0.026 X_{4i} - 0.013 X_{7i} \]  \hspace{1cm} (4)

Substitute into equation (1): \[ P_i = \frac{\exp(Y_i)}{1 + \exp(Y_i)} \]

We can get the financial crisis early warning model of energy industry listed companies:

\[ P_i = \frac{\exp(3.053 - 0.026 X_{4i} - 0.013 X_{7i})}{1 + \exp(3.053 - 0.026 X_{4i} - 0.013 X_{7i})} \]  \hspace{1cm} (5)

\( X_{4i} \) represents the current ratio, reflects the company's solvency indicators;

\( X_{7i} \) represents the total asset turnover, reflects the company's entrepreneurial capacity indicators.

Table 8 shows that the financial crisis Logistic early-warning model obtains a better discriminate accuracy rate before two years. The overall accuracy rate is 75.0%; the accuracy of non-financial crisis is 70.0%, the error rate is 30.0%; the accuracy rate of financial crisis company is 80.0%, the error rate is 20.0%.

Table 8. Classification Table

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted crisis occur or not</th>
<th>Percentage Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>crisis occur or not</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>Step 1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td>70.0</td>
<td></td>
</tr>
<tr>
<td>crisis occur or not</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>Step 2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Overall Percentage</td>
<td>75.0</td>
<td></td>
</tr>
</tbody>
</table>

a. The cut value is .500

Financial Crisis Early-Warning Model Test

Training Sample Test Results

Using the built early-warning model to test sixty training samples, if P-value is bigger than or equal to 0.5, we can judge that the company falls into financial crisis, if less than 0.5, the company does not fall into financial crisis.

Sixty training samples are used to test the accuracy of the built early -warning model, the results show in Table 9:

Table 9. Training samples’ test results

<table>
<thead>
<tr>
<th>Predictive value</th>
<th>Whether the crisis</th>
<th>accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Whether crisis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>26</td>
</tr>
<tr>
<td>Total</td>
<td>29</td>
<td>31</td>
</tr>
</tbody>
</table>

There are five non-financial crisis companies judged to be financial crisis by Logistic early-warning model, the error rate is about 16.67%; Four financial crisis companies are judged to be non-financial crisis, the error rate is about 13.33%. The total error rate both is 15%, the general warning accuracy rate is 85%.

The Test Results of Samples

The early-warning model is derived from the training sample data, so the training sample test results will overestimate its early-warning capacity. To further test the early-warning capability of the model, sixty samples which were not used in the
modeling process test the model, 0.5 is the critical point, the results are shown in Table 10:

Table 10. Test results of the testing samples

<table>
<thead>
<tr>
<th>Crisis occur or not</th>
<th>No</th>
<th>Yes</th>
<th>accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crisis occur</td>
<td>22</td>
<td>8</td>
<td>73.33</td>
</tr>
<tr>
<td>or not</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>23</td>
<td>76.67</td>
</tr>
<tr>
<td>Total</td>
<td>29</td>
<td>31</td>
<td>75.00</td>
</tr>
</tbody>
</table>

The test results are that the general warning accuracy rate of the model is 75%, so the built logistic regression early-warning model has also a good prediction in practical applications.

CONCLUSION

This paper firstly defines the study object of the early-warning model, and selects sixty energy industry listed companies as the financial indicators data and then makes the normal distribution test on the financial indicators data and determines that they are suitable for factor analysis or not. Then, the logistic early-warning model is constructed based on the principal component factors screened by the forward stepwise variable selection method. Finally, this paper gets a good prediction of the model checking through the training and testing samples.
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Secondary soil salinization will result in soil structure degradation. At present, soil salinization has become one of the main factors impeding the improvement of soil fertility. This study is targeted at salinized soil, and in the study, the effect of polymer compounds on the base ions of salinized soil is analyzed through an indoor pot experiment. The results indicate that polymer compounds, including polyacrylate (M1), cellulose (M3), polyacrylate + cellulose (M4), and polyacrylamide + cellulose (M5), are able to reduce the water-soluble base ion content and electrical conductivity of severely salinized soil. The main factors of polymer compounds that can significantly affect the properties of severely salinized soil are EC, Na+, Cl−, SO42−, and Mg2+ ions, and the main factors that significantly affect the soil EC value are Na+, Cl−, SO42−, and Mg2+.

Keywords: Polymer compound; Base ion; Salt content; Main component analysis

INTRODUCTION

Soil salinization is a critical factor impeding the sustainable development of oasis agriculture in draught and semi-draught areas, and it poses a tremendous threat to the stability of the oasis ecological system [1]. The secondary soil salinization of agricultural fields in oasis-irrigated areas has caused a serious deterioration of soil structure, and salt content has become one of the main factors impeding the improvement of soil fertility [2]. The damage caused by soil salinization results in restricted irrigation in draught and semi-draught areas. When the irrigating water contains salt, the salt content in soil accumulates gradually, leading to an excessively high concentration in the soil solution and resulting in physiological drought, yield reduction, or crop death [3, 4]. Currently, the soil of 32.07% of the agricultural fields in Xinjiang has been damaged by salt and alkali, resulting in decreased soil quality. The total area of farmland that has been abandoned due to soil salinization in the entire Xinjiang region is up to 133 thousand hm² [5, 6].

The degree of soil salinization mainly depends on the base ion content in the soil solution [7]. In general, the total salt content in soil equals the sum of various base ions in the soil solution and is used to express the magnitude of the salt content of the soil and the level of soil salinization [8]. Polymer compounds are able to effectively improve the salt-containing condition of the soil [9]. Furthermore, researches demonstrate that polymer compounds can effectively reduce the salt content and pH value of salinized soil [10, 11].

Numerous studies have been conducted on the effect of polymer compounds on improving soil quality, maintaining water and soil, increasing crop yields, and improving the environment, and there have already been some achievements [12, 13, 14, 15, 16]. However, less research has been conducted on the effect of polymer compounds on the base ions of salinized soil. In this paper, the effect of polymer compounds on the base ions of salinized soil is studied through improving the soil with a number of polymer compounds, which provides reference for the study of the draught and salt resistance of salinized soil.

MATERIALS AND METHODS

Test materials

The soil used for testing was severely salinized soil, and its basic physical/chemical properties were summarized in Table 1. The wheat used for the tests was Xinchun No. 6. Table 2 details the classification criteria of salinized soil. For the relationship between electrical conductivity (EC) and total salt content for Xinjiang soil, refer to the Total salt content =3.51×EC1.5 + 0.38 (R²=0.95, P<0.01) [17]. Table 3 gives the treatments of the pot experiment of the polymer compounds used for the tests.

Test design

Potted plant (top diameter 8 cm, bottom diameter 5cm, height 12 cm) was used for the tests. The wheat seedlings were planted in soil treated with different polymers and cultivated indoors.
Table 1. Basic Physical and Chemical Properties of Soil Used for Testing

<table>
<thead>
<tr>
<th>pH</th>
<th>EC</th>
<th>K⁺</th>
<th>Na⁺</th>
<th>Ca²⁺</th>
<th>Mg²⁺</th>
<th>SO₄²⁻</th>
<th>Cl⁻</th>
<th>HCO₃⁻</th>
<th>CO₃²⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(dS·m⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td>(g·kg⁻¹)</td>
<td></td>
</tr>
<tr>
<td>8.8</td>
<td>5.039</td>
<td>0.125</td>
<td>2.574</td>
<td>0.659</td>
<td>1.112</td>
<td>0.320</td>
<td>0.208</td>
<td>0.041</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 2. Classification Criteria of Salinized Soil.

<table>
<thead>
<tr>
<th>Salt content (dry soil weight %)</th>
<th>Degree of salinization</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0.3</td>
<td>Non-salinized soil</td>
</tr>
<tr>
<td>0.3-0.5</td>
<td>Slight salinization</td>
</tr>
<tr>
<td>0.5-1.0</td>
<td>Moderate salinization</td>
</tr>
<tr>
<td>1.0-2.2</td>
<td>Severe salinization</td>
</tr>
<tr>
<td>&gt;2.2</td>
<td>Saline soil</td>
</tr>
</tbody>
</table>

Table 3. Pot Experiment Treatments.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Polymer compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>CK</td>
<td>Polymer compound not used.</td>
</tr>
<tr>
<td>M1</td>
<td>0.2% polyacrylate</td>
</tr>
<tr>
<td>M2</td>
<td>0.2% polyacrylamide</td>
</tr>
<tr>
<td>M3</td>
<td>0.2% cellulose</td>
</tr>
<tr>
<td>M4</td>
<td>0.1% polyacrylic acid +0.1% cellulose</td>
</tr>
<tr>
<td>M5</td>
<td>0.1% polyacrylamide +0.1% cellulose</td>
</tr>
<tr>
<td>M6</td>
<td>0.1% polyacrylic acid +0.1% cellulose</td>
</tr>
</tbody>
</table>

Table 4. Main Index Measuring Method

<table>
<thead>
<tr>
<th>Items</th>
<th>Measuring method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture content</td>
<td>Oven drying</td>
</tr>
<tr>
<td>pH value</td>
<td>2.5:1 Water-soil ratio electrode</td>
</tr>
<tr>
<td>Electrical conductivity</td>
<td>5:1 Conductivity meter</td>
</tr>
<tr>
<td>K⁺ and Na⁺</td>
<td>Flame photometry</td>
</tr>
<tr>
<td>Ca²⁺ and Mg²⁺</td>
<td>EDTA titration</td>
</tr>
<tr>
<td>SO₄²⁻ measurement</td>
<td>EDTA titration</td>
</tr>
<tr>
<td>Cl⁻ measurement</td>
<td>Silver nitrate titration</td>
</tr>
<tr>
<td>CO₃²⁻ and HCO₃⁻ measurement</td>
<td>Double indicator-neutral titration</td>
</tr>
</tbody>
</table>

Three types of polymer compounds were selected and used for the test, and seven treatments were designed, including CK (blank), M1 (polyacrylate), M2 (polyacrylamide), M3 (cellulose), M4 (polyacrylate and cellulose), M5 (polyacrylamide and cellulose), and M6 (polyacrylate and polyacrylamide).

Each treatment was repeated three times, and 10 wheat grains were planted for each treatment. Prior to the experiment, the collected soil was dried naturally. Next, the soil was ground and evenly mixed, and then, the soil was sieved with a 2.5 mm sieve. A pot was filled with 10 cm soil in layers at 1.2 g·cm⁻³ bulk density so that the soil in each pot weighs 0.5 kg.

Then, the polymer compound was mixed evenly with the soil at the specified mix ratio (polymer compound/salinized soil mass ratio was 0.2%, and the mass ratio of each two polymer materials mixed together was 0.1%).

Finally, nitrogen, phosphate, and potassium fertilizers were applied one time during soil filling at a 1:0.9:0.5 ratio to serve as the basal dressing. The test method was shown in Table 4.

RESULTS AND DISCUSSION

Effect of polymer compound on salt content and pH value of salinized soil

As shown in Fig. 1, organic polymer compounds significantly affect the electrical conductivity of saline-alkaline soil. As compared with soil treated with SK, the electrical conductivity of the soil treated with M2 increases significantly, and the changes of the electrical conductivity of the soil treated with M6 are not significant. As compared with CK, the soil electrical conductivities of M1, M3, M4, and M5 are significantly (P<0.05) reduced by 8.3%, 12.1%, 11.8%, and 8.5%, respectively. These results indicate that the polymers increase the water retention capacity of the soil as well as reduce the loss of water evaporation, which weakens the accumulation of soil salt.
Polymer compounds can increase the soil pH value significantly to a range of 7.7~8.0 with a small amplitude of change (Fig. 1). As compared with soil treated with CK, the soils treated with M1, M2, M3, M4, M5, and M6 have pH value rate increases of 0.4%, 0.8%, 3.4%, 2.5%, 0.8%, and 3.6%, respectively. For M1, the difference is not significant. This indicates that the carboxyl group at the end of the hydrophobic association monomer increases the solution viscosity under the alkaline condition, thus increasing the soil pH value.

Effect of polymer compounds on base ion of salinized soil

The effect of different polymer compounds on the cations of severely salinized soil is significant \((P<0.05)\) (Fig. 2). The water soluble cation content in severely salinized soil can be reduced by treating the soil with polymer compounds. As shown in Fig. 2, as compared with the CK treatment, the M1, M2, M3, M4, M5, and M6 treatments reduce the content of water soluble \(K^+\) in the soil by 34.0%, 21.5%, 21.5%, 21.5%, 8.7%, and 23.3%, respectively. Furthermore, the M1, M3, M4, and M5 treatments significantly reduce the content of water soluble \(Na^+\) in the soil by 8.2%, 13.1%, 5.7%, and 6.1%, respectively. Finally, the M1, M3, M4, and M5 treatments reduce the content of water soluble \(Ca^{2+}\) in the soil by 20.7%, 27.6%, 7.6%, 28.16%, 19.7%, and 14.0%, respectively. The effects of the M1, M3, and M5 treatments are significant. The M6 treatment does not significantly affect the water soluble \(Mg^{2+}\) content; however, the M2 treatment does significantly increase the water soluble \(Mg^{2+}\) content in soil.

These results indicate that the M1, M3, M4, and M5 treatments better reduce the base ion content in soil. The \(Ca^{2+}\) and \(Mg^{2+}\) exchange adsorption is activated by soil colloids \(Na^+\), which indicates that the polymer compounds disperse CaCO\(_3\) and MgCO\(_3\). It can easily be washed out of the soil in the pot experiment because the \(Na^+\) in the soil has a strong mobility, which results in a decrease in the soil water-soluble \(Ca^{2+}\), \(Mg^{2+}\), and \(Na^+\) contents. The original sodium hydrophilic colloid becomes a loose calcium colloid, which enhances the salinization of soil structure and permeability and can significantly promote soil desalinization and inhibit soil desalinization [18].

Fig. 2. Effect of different treatments on cationsthe effect of different polymer compounds on the anions of severely salinized soil is significant \((P<0.05)\).

Furthermore, the M1, M3, M4, and M5 treatments significantly reduce the content of water soluble \(Na^+\) in the soil by 8.2%, 13.1%, 5.7%, and 6.1%, respectively. The M2 and M6 treatments do not significantly affect the water soluble \(Na^+\) content in the soil. Additionally, the M1, M2, M3, M4, M5, and M6 treatments significantly reduce the content of water soluble \(Ca^{2+}\) in the soil by 20.7%, 27.6%, 7.6%, 28.16%, 19.7%, and 14.0%, respectively. Finally, the M1, M3, M4, and M5 treatments reduce the content of water soluble \(Mg^{2+}\) in the soil by 59.81%, 44.50%, 18.66%, and 32.54%, respectively. The effects of the M1, M3, and M5 treatments are significant. The M6 treatment does not significantly affect the water soluble \(Mg^{2+}\) content; however, the M2 treatment does significantly increase the water soluble \(Mg^{2+}\) content in soil.

These results indicate that the M1, M3, M4, and M5 treatments better reduce the base ion content in soil. The \(Ca^{2+}\) and \(Mg^{2+}\) exchange adsorption is activated by soil colloids \(Na^+\), which indicates that the polymer compounds disperse CaCO\(_3\) and MgCO\(_3\). It can easily be washed out of the soil in the pot experiment because the \(Na^+\) in the soil has a strong mobility, which results in a decrease in the soil water-soluble \(Ca^{2+}\), \(Mg^{2+}\), and \(Na^+\) contents. The original sodium hydrophilic colloid becomes a loose calcium colloid, which enhances the salinization of soil structure and permeability and can significantly promote soil desalinization and inhibit soil desalinization [18].

Fig. 3. Effect of different treatments on anions However, polyacrylamides dissolve to form
carboxylate ions, and due to the higher Na content, the carboxylate ions are shielded. Molecular clusters occur, and there is a corresponding reduction in apparent size, which results in lower viscosity, and polyacrylamides on soil Na⁺ and Mg²⁺ adsorption capacity decrease.

The content of water soluble anions in severely salinized soil can be reduced by treating the soil with polymer compounds. As shown in Fig. 3, as compared with the CK treatment, the M1, M3, M4 and M5 treatments reduce the content of water soluble SO₄²⁻ in the soil by 4.1%, 15.6%, 22.8%, and 8.7%, respectively, and the M3 and M4 treatments had significant effects. Furthermore, the M1, M3, M4, M5, and M6 treatments reduce the Cl⁻ content in the soil by 26.0%, 27.2%, 21.7%, 1.6%, and 1.7% respectively, and the M1, M3 and M4 treatments had significant effects. Finally, the M1, M2, M3, M4, M5, and M6 treatments reduce the content of water soluble HCO₃⁻ in the soil by 42.63%, 40.40%, 41.81%, 43.31%, 46.96%, and 45.95%, respectively. These results indicate that the M1, M3, M4, and M5 treatments reduce the Cl⁻ content in soil. Additionally, these results demonstrate that the carboxyl group, the hydroxyl group, and the other active groups of these polymers can chelate with the salt ions in the soil and reduce the harm of the salt to the plant [19]. At the same time, the salt concentration of the soil solution can be diluted by maintaining the moisture.

Principal component analysis of salt content in salinized soil treated with different polymer compounds

Principal component analysis was performed for the base ion content, EC values, and pH values of severely salinized soil. The analysis related to main component factor loading is summarized in Table 5. For severely salinized soil, the variance contribution rate of principle component 1 (PC1) is 54.38%, and that of principle component 2 is 24.23%, i.e., the total variance contribution rate of PC1 and PC2 is 78.61%, which can basically reflect most information of the saline/alkaline factors of the soil. The positive correlations between PC1 and soil Na⁺, Cl⁻, and EC are very significant (P<0.01), and the correlation factors are 0.94, 0.88, and 0.95, respectively. Additionally, the positive correlations between PC1 and soil Mg²⁺ and SO₄²⁻ contents in the soil and that the M1, M3, and M4 treatments contribute more to the reduction of ions. The score of the CK treatment on the PC1 axis are higher than those of the M1, M3, M4, M5, and M6 treatments. This indicates that the M1, M3, M4, M5, and M6 treatments significantly reduce the Na⁺, Cl⁻, EC, Mg²⁺, and SO₄²⁻ contents in the soil and that the M1, M3, and M4 treatments contribute more to the reduction of ions. The score of the CK treatment on the PC2 axis is higher than those of the M1, M2, M3, M4, M5 and M6 treatments, which indicates that, on the basis of PC1, the M1, M3, M4, M5, and M6 treatments can further reduce the Ca²⁺ and HCO₃⁻ contents in the soil.

These results indicate that the carboxyl groups and other anionic functional groups are present in some polymer structures. These functional groups have strong ion exchange ability, activated soil

<table>
<thead>
<tr>
<th>Index</th>
<th>PC1</th>
<th>PC2</th>
<th>EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>K⁺</td>
<td>0.61</td>
<td>0.70</td>
<td>0.43</td>
</tr>
<tr>
<td>Na⁺</td>
<td>0.94**</td>
<td>-0.23</td>
<td>0.90**</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>0.19</td>
<td>0.85*</td>
<td>0.13</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.85*</td>
<td>-0.27</td>
<td>0.83*</td>
</tr>
<tr>
<td>SO₄²⁻</td>
<td>0.82*</td>
<td>-0.22</td>
<td>0.91**</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.88**</td>
<td>-0.36</td>
<td>0.88**</td>
</tr>
<tr>
<td>HCO₃⁻</td>
<td>0.58</td>
<td>0.78*</td>
<td>0.39</td>
</tr>
<tr>
<td>EC</td>
<td>0.95**</td>
<td>-0.17</td>
<td>1</td>
</tr>
<tr>
<td>pH</td>
<td>-0.42</td>
<td>-0.16</td>
<td>-0.29</td>
</tr>
</tbody>
</table>

Note: * means the correlation between the factor and the main component is significant on 0.05 level; ** means the correlation between the factor and the main component is very significant on 0.01 level, and the same below.

The positive correlations between EC and soil Na⁺ and SO₄²⁻ and Cl⁻ are very significant (P<0.01), and the correlation factors are 0.90, 0.91, and 0.88, respectively. Additionally, the positive correlation between EC and soil Mg²⁺ is significant (P<0.05). The positive correlations between EC and soil Na⁺, SO₄²⁻, and Cl⁻ are very significant (P<0.01), and the correlation factors are 0.90, 0.91, and 0.88, respectively. The positive correlation between EC and soil Mg²⁺ is significant (P<0.05). This further illustrates that the conductivity value can more accurately reflect the situation in the soil salinization area.

The effect of treatments with different polymer compounds on the salt/alkali content in severely salinized soil varies significantly. In Fig. 4, the apparent difference between the polymer compound treatment and the CK treatment is indicated by the PC axis. The scores of the CK treatment and the M2 treatment on the PC1 axis are higher than those of the M1, M3, M4, M5, and M6 treatments. This indicates that the M1, M3, M4, M5, and M6 treatments will reduce the Na⁺, Cl⁻, EC, Mg²⁺, and SO₄²⁻ contents in the soil and that the M1, M3, and M4 treatments contribute more to the reduction of ions. The score of the CK treatment on the PC2 axis is higher than those of the M1, M2, M3, M4, M5 and M6 treatments, which indicates that, on the basis of PC1, the M1, M3, M4, M5, and M6 treatments can further reduce the Ca²⁺ and HCO₃⁻ contents in the soil.
calcium carbonate, complex metal ions, and so on [20], which changed the composition of the soil salts and salt-based ions. At the same time, for the same electrolyte, different polymers have very different holding capacities, so different polymers have quite different effects on base cations [18]. In this paper, the three polymers in the study were obtained using two mutual copolymerization methods, and the copolymer has a higher salt tolerance than the original monomer polymer because some of the groups in the copolymer are less sensitive to salt [21]. Meanwhile, the carboxyl and amide groups contained in the copolymer easily form hydrogen bonds with water, and the carboxylate ionizes with water, and the skeleton of the anionic repulsion between the negative pressures improves water absorption [11]; therefore, it has a better resistance to salt.

Fig. 4. Analysis of Main Saline/alkaline Components in the Soil Treated with Different Polymer Compounds

CONCLUSION

Polymer compounds can reduce the content of base ions in salinized soil. As compared with CK, polymer compounds, including polyacrylate (M1), cellulose (M3), polyacrylate + cellulose (M4), and polycrylamide + cellulose (M5), are able to reduce the water-soluble base ion content and electrical conductivity of severely salinized soil.

The main factors of polymer compounds that can significantly affect the properties of severely salinized soil are EC, Na⁺, Cl⁻, SO₄²⁻, and Mg²⁺ ions, and the main factors that significantly affect the EC value of the soil are Na⁺, Cl⁻, SO₄²⁻, and Mg²⁺.
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This study discusses the dilemma countries face when implementing energy conservation policies to protect environmental resources. Implementation of such policies has reduced carbon dioxide CO₂ emissions and decreased industrial production momentum along with economic growth. This study employs the bootstrap panel Granger-causality method to address the conditions of heterogeneity and cross-sectional dependence to allow consideration of cross-country correlations. This study analyzes the link between economic growth and CO₂ emissions in 22 emerging countries from 1993 to 2011. The empirical results show that in a few countries positive and negative bidirectional causality exists between economic growth and CO₂ emissions while many countries surveyed exhibited a positive unidirectional relationship between CO₂ emissions and economic growth. A few countries showed other relationship patterns. These results imply that to pursue economic growth a country should adopt more environmentally-friendly sources of energy in addition to using those that produce CO₂ emissions.

Keywords: economic growth carbon dioxide CO₂ emission bootstrap panel Granger-causality test emerging country countries.

INTRODUCTION

Purpose

The main purpose of this study is to investigate the 22 emerging countries in four continents by geographic location namely Africa Asia Europe and America and discuss them respectively to explore the possible causal relationship between CO₂ emissions and economic growth. Under this aspect the study further explores when there is a unidirectional causal relationship from CO₂ emissions to economic growth whether the reduction of CO₂ emissions will impedes economic growth or when there is unidirectional causal relationship from economic growth to the CO₂ emissions whether the reduction of CO₂ emissions will have a negative impact on economic growth.

In this study the bootstrap panel Granger-causality measurement method proposed by Konya 2006 is used to re-examine the nexus between CO₂ emissions and economic growth.

METHODOLOGY

Panel Causality Tests

Based on the proposal of Granger 1969 the Granger causality indicates that the past historical data of variable X can improve the ability of predicting another variable Y. Given the situation that cross-sectional dependence and heterogeneity exist between countries this method can illustrate this feature. Although different panel causality methods have been proposed the bootstrap penal causality method proposed by Konya 2006 is able to take into account both cross-sectional dependence and country-specific heterogeneity. The causal relationship can be tested through the bootstrap panel causality approach by estimating and Wald testing the country-specific critical values based on the SUR. The stability of variables under this system is not necessarily required indicating that there is no need to test the nature of the variables in advance through ADF and co-integration.

The utilization of the bootstrap panel causality method to estimate the system is described as follows

\[ y_{1,t} = \alpha_{1,1} + \sum_{j=1}^{N_1} \beta_{1,j} y_{1,t-j} + \sum_{j=1}^{N_1} \delta_{1,j} x_{1,t-j} + \epsilon_{1,1,t} \]

\[ y_{2,t} = \alpha_{2,1} + \sum_{j=1}^{N_1} \beta_{2,j} y_{2,t-j} + \sum_{j=1}^{N_1} \delta_{2,j} x_{2,t-j} + \epsilon_{1,2,t} \]

...:

\[ y_{N,t} = \alpha_{N,1} + \sum_{j=1}^{N_1} \beta_{1,N} y_{N,t-j} + \sum_{j=1}^{N_1} \delta_{1,N} x_{1,N,t-j} + \epsilon_{1,N,t} \]

and
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where \( x \) denotes the economic growth \( y \) is the CO\(_2\) emissions and \( \ell \) is the length of time delayed. Because each equation under the system has different predetermined variables as long as the error terms may contemporaneously have correlations i.e. cross-sectional dependencies such an equation set is regarded as the SUR system.

To test Granger-causality on the system the causal relationship can be divided into four categories 1 if estimated parameters \( \delta_{1j} \) are not all zero and \( \beta_{2j} \) are all zero there is a unidirectional causal relationship from variable \( X \) to variable \( Y \). 2 If estimated parameters \( \delta_{1j} \) are all zero and \( \beta_{2j} \) are not all zero there is a unidirectional causal relationship from variable \( Y \) to variable \( X \). 3 If neither estimated parameters \( \delta_{1j} \) nor \( \beta_{2j} \) are zero there is bidirectional leading–lagging Granger causality between variables \( X \) and variables \( Y \). 4 If both estimated parameters \( \delta_{1j} \) and \( \beta_{2j} \) are zero there is no any Granger causality between variables \( X \) and variables \( Y \).

Because the causality test is resulted from the selection of a lag structure the choice of the optimal lag number is very important. Therefore the number of lag periods should be described and determined prior to estimation. For the large panel data the equation the variables and the lag structure may lead to a computational burden. To solve this problem Konya 2006 proposed to take into account the maximum lag period between different variables rather than between the same equations. If a lag periods is assumed as 1-4 to estimate the potential pair combinations of \( l_{y}, l_{x}, l_{y_{2}} \) and \( l_{x_{2}} \) under the system in accordance to the Schwarz Bayesian criterion SBC the minimum SBC value will be selected to determine the number of the optimal lag periods.

RESULTS AND DISCUSSIONS

Results and Discussions of the Bootstrap Panel Causality Tests

The determination of the cross-sectional dependence existence and slope heterogeneity in all the countries of four continents can support the empirical results of the bootstrap panel Granger-causality approach. The empirical results of Granger causality between economic growth GDP and CO\(_2\) emissions in the four continents are shown in Table 4.4 – 4.11.

The results of Table 4.3 show that there exists no nexus from economic growth to CO\(_2\) emissions. The results of Table 4.4 show that for the five countries located in Africa, at the 5% significance level the Wald statistics of Egypt and Morocco are greater than the bootstrap critical value and are against the null hypothesis that economic growth will not outpace CO\(_2\) emissions and present a unidirectional relationship from economic growth to CO\(_2\) emissions. However there are no significant relationships between South Africa Zambia and Namibia according to the statistical results.

As we learned from the results in Table 4.5 and 4.6 for the seven countries in Asia there is a bidirectional causal relationship between the economic growth and CO\(_2\) emissions in Korea whereas there is a unidirectional causal relationship from the economic growth to CO\(_2\) emissions in India the Philippines and Malaysia. In China Thailand and Indonesia on the other hand there is no relationship between economic growth and CO\(_2\) emissions.

The results from Table 4.7 and 4.8 show that for the five countries in Europe there is a unidirectional relationship from economic growth to CO\(_2\) emissions in Poland but there is a unidirectional relationship from CO\(_2\) emissions to economic growth in Hungary. In Turkey the Czech Republic and Russia on the other hand there is no relationship between economic growth and CO\(_2\) emissions.

As we learned from the results in Table 4.9 and 4.10 for the five countries of America there is a bidirectional relationship between economic growth and CO\(_2\) emissions in Mexico but there is a unidirectional relationship from economic growth to CO\(_2\) emissions in Brazil Colombia and Chile. In Peru however there is no relationship between economic growth and CO\(_2\) emissions.

The causal relationships between economic growth and CO\(_2\) emissions in the above 22 emerging countries of the four continents are shown in Table 4.11.
CONCLUSIONS

The present study analyzes the causal relationships between the economic growth and CO₂ emissions in 22 emerging countries for the period from 1993 to 2011. For the five countries located in Africa there are unidirectional relationships from economic growth to CO₂ emissions in Egypt and Morocco. For the seven countries located in Asia there is a bidirectional relationship between economic growth and CO₂ emissions in Korea whereas in India the Philippines and Malaysia there are unidirectional relationships from economic growth to CO₂ emissions. For the five European countries there is a unidirectional relationship from economic growth to CO₂ emissions in Poland whereas in Hungary there exists a unidirectional relationship from CO₂ emissions to economic growth. For the five American countries there are bidirectional relationships between economic growth and CO₂ emissions in Mexico whereas in Brazil Colombia and Chile there are unidirectional relationships from economic growth to CO₂ emissions.

In addition to the positive and negative bidirectional causality between economic growth and CO₂ emissions respectively in Mexico and Korea there is a positive and unidirectional relationship from CO₂ emissions to economic growth in Egypt Morocco India Malaysia and Poland whereas the results of the Philippines are on the opposite. At last we observe the negative and unidirectional relationship from CO₂ emissions to economic growth only in Hungary.

RECOMMENDATIONS

Based on the discussion of the causal relationship between economic growth and CO₂ emissions of the above 22 emerging countries we have learnt the dilemma faced by the countries on the implementation of energy conservation policies for the protection of environmental resources because the implementation of energy conservation policies has not only reduced the CO₂ emissions but also driven down the industrial production momentum along with their economic growth. However for the two countries of Korea and the Philippines in this study the former has negative and the bidirectional causal relationship between economic growth and CO₂ emissions and the latter has a negative and unidirectional causal relationship from economic growth to CO₂ emissions. That is to say to pursue the positive economic growth of a country in addition to the use of energy that produces CO₂ emissions policy makers can adopt alternative energy that is more environment friendly as the energy for corporate expansion to promote the economic growth of the country.

Table 4.1. Cross-sectional Dependence Tests

<table>
<thead>
<tr>
<th>Continent</th>
<th>Variable</th>
<th>CD₀₀</th>
<th>CD₁₁</th>
<th>CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>Economic growth/ CO₂</td>
<td>12.989***</td>
<td>0.549***</td>
<td>6.945***</td>
</tr>
<tr>
<td>Asian</td>
<td>growth/</td>
<td>37.028***</td>
<td>3.244***</td>
<td>15.869***</td>
</tr>
<tr>
<td>Europe</td>
<td>CO₂ emissions</td>
<td>20.958***</td>
<td>1.431***</td>
<td>8.811***</td>
</tr>
<tr>
<td>America</td>
<td></td>
<td>8.156***</td>
<td>1.754***</td>
<td>4.347***</td>
</tr>
</tbody>
</table>

Note *** at the 1% significance level the null hypothesis of invalid cross-sectional dependence is rejected.

Table 4.2. Slope Homogeneity Tests

<table>
<thead>
<tr>
<th>Continent</th>
<th>Variable</th>
<th>SH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>Economic growth/ CO₂</td>
<td>226.9***</td>
</tr>
<tr>
<td>Asian</td>
<td></td>
<td>245.23***</td>
</tr>
<tr>
<td>Europe</td>
<td></td>
<td>150.97***</td>
</tr>
<tr>
<td>America</td>
<td></td>
<td>114.47***</td>
</tr>
</tbody>
</table>

Note *** at the 1% significance level the null hypothesis of slope homogeneity is rejected.

Table 4.3. H₀ CO₂ Emissions Will Not Outpace Economic Growth

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egypt</td>
<td>2.716</td>
<td>17.416 9.333 6.199</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.009</td>
<td>17.371 8.284 5.514</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.816</td>
<td>18.855 10.034 6.502</td>
</tr>
<tr>
<td>Zambia</td>
<td>4.767</td>
<td>19.038 10.392 6.966</td>
</tr>
<tr>
<td>Namibia</td>
<td>2.170</td>
<td>24.534 11.481 7.626</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

Table 4.4. H₀ Economic Growth Will Not Outpace CO₂ Emissions

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egypt</td>
<td>37.022**</td>
<td>15.162 7.530 5.102</td>
</tr>
<tr>
<td>Morocco</td>
<td>17.234***</td>
<td>16.695 8.368 5.596</td>
</tr>
<tr>
<td>South Africa</td>
<td>1.804</td>
<td>14.432 7.394 5.060</td>
</tr>
<tr>
<td>Zambia</td>
<td>8.132</td>
<td>23.775 12.550 8.931</td>
</tr>
<tr>
<td>Namibia</td>
<td>2.528</td>
<td>21.725 10.924 7.414</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.
### Table 4.5. H₀ CO₂ Emissions Will Not Outpace Economic Growth

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>India</td>
<td>1.676</td>
<td>29.190</td>
</tr>
<tr>
<td>The Philippines</td>
<td>0.283</td>
<td>22.697</td>
</tr>
<tr>
<td>Indonesia</td>
<td>1.431</td>
<td>30.468</td>
</tr>
<tr>
<td>Thailand</td>
<td>0.000</td>
<td>27.848</td>
</tr>
<tr>
<td>Korea</td>
<td>12.339**</td>
<td>21.163</td>
</tr>
<tr>
<td>China</td>
<td>9.147</td>
<td>29.003</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.6. H₀ Economic Growth Will Not Outpace CO₂ Emissions

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>India</td>
<td>15.449**</td>
<td>15.100</td>
</tr>
<tr>
<td>The Philippines</td>
<td>6.051*</td>
<td>15.112</td>
</tr>
<tr>
<td>Indonesia</td>
<td>14.116</td>
<td>7.258</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.974</td>
<td>17.794</td>
</tr>
<tr>
<td>Thailand</td>
<td>12.853**</td>
<td>17.697</td>
</tr>
<tr>
<td>Korea</td>
<td>0.725</td>
<td>25.273</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.7. H₀ CO₂ Emissions Will Not Outpace Economic Growth

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>Hungary</td>
<td>22.071***</td>
<td>17.139</td>
</tr>
<tr>
<td>Poland</td>
<td>0.282</td>
<td>16.421</td>
</tr>
<tr>
<td>Russia</td>
<td>2.050</td>
<td>19.335</td>
</tr>
<tr>
<td>Turkey</td>
<td>1.055</td>
<td>17.629</td>
</tr>
<tr>
<td>The Czech Republic</td>
<td>0.427</td>
<td>17.343</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.8. H₀ Economic Growth Will Not Outpace CO₂ Emissions

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.212</td>
<td>15.054</td>
</tr>
<tr>
<td>Poland</td>
<td>15.824**</td>
<td>15.542</td>
</tr>
<tr>
<td>Russia</td>
<td>1.878</td>
<td>14.139</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.512</td>
<td>14.595</td>
</tr>
<tr>
<td>The Czech Republic</td>
<td>0.008</td>
<td>12.864</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.9. H₀ CO₂ Emissions Will Not Outpace Economic Growth

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.836</td>
<td>19.311</td>
</tr>
<tr>
<td>Mexico</td>
<td>8.388**</td>
<td>14.854</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.548</td>
<td>15.134</td>
</tr>
<tr>
<td>Chile</td>
<td>2.974</td>
<td>15.904</td>
</tr>
<tr>
<td>Peru</td>
<td>0.285</td>
<td>15.941</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.10. H₀ Economic Growth Will Not Outpace CO₂ Emissions

<table>
<thead>
<tr>
<th>Country</th>
<th>Wald Statistic</th>
<th>Bootstrap Critical Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>20.285***</td>
<td>14.528</td>
</tr>
<tr>
<td>Mexico</td>
<td>14.058**</td>
<td>18.615</td>
</tr>
<tr>
<td>Colombia</td>
<td>5.466*</td>
<td>13.874</td>
</tr>
<tr>
<td>Chile</td>
<td>30.269***</td>
<td>13.079</td>
</tr>
<tr>
<td>Peru</td>
<td>4.009</td>
<td>15.344</td>
</tr>
</tbody>
</table>

Note 1. Bootstrap critical values are obtained from 10,000 replications.

### Table 4.11. The Leading–Lagging Relationships between Economic Growth and CO₂ Emissions

<table>
<thead>
<tr>
<th>Region</th>
<th>Country</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>Egypt</td>
<td>GDP → CO₂</td>
</tr>
<tr>
<td></td>
<td>Morocco</td>
<td>GDP → CO₂</td>
</tr>
<tr>
<td></td>
<td>South Africa</td>
<td>No leading–lagging relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td></td>
<td>Zambia</td>
<td>No leading–lagging relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td></td>
<td>Namibia</td>
<td>No leading–lagging relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td>Asia</td>
<td>India</td>
<td>GDP → CO₂</td>
</tr>
<tr>
<td></td>
<td>The Philippines</td>
<td>GDP → CO₂</td>
</tr>
<tr>
<td></td>
<td>Indonesia</td>
<td>No leading–lagging relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td></td>
<td>Malaysia</td>
<td>GDP → CO₂</td>
</tr>
<tr>
<td></td>
<td>Thailand</td>
<td>No causal relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td></td>
<td>Korea</td>
<td>CO₂ ↔ GDP</td>
</tr>
<tr>
<td></td>
<td>China</td>
<td>No causal relationship between economic growth and carbon emissions</td>
</tr>
<tr>
<td>Country</td>
<td>Relationship</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>$\text{CO}_2 \rightarrow \text{GDP}$</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>$\text{GDP} \rightarrow \text{CO}_2$</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>No causal relationship between economic growth and carbon emissions</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>No any causal relationship between economic growth and $\text{CO}_2$ emissions</td>
<td></td>
</tr>
<tr>
<td>The Czech Republic</td>
<td>No causal relationship between economic growth and carbon emissions</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>$\text{GDP} \rightarrow \text{CO}_2$</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>$\text{CO}_2 \leftrightarrow \text{GDP}$</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>$\text{GDP} \rightarrow \text{CO}_2$</td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>$\text{GDP} \rightarrow \text{CO}_2$</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>No causal relationship between economic growth and carbon emissions</td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
1. $\rightarrow$ Unidirectional causal relationship
2. $\leftrightarrow$ Bidirectional causal relationship
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This paper primarily explores a methodological framework to analyze demand of an omnipresent public good, the concrete instantiation of setting up an aerial demand function to describe its application of influencing on air quality change, for the purpose of compensating the air pollution impairing environmental quality and human health negatively and chronically, and conducing to avoiding cognitive complexity of air quality variety. Bottom-up approach of acquiring individual state preference sampling, and top-down technique of attaining the related air quality variables’ sampling, are jointly adopted to support the empirical survey. Due to the former data, contingent valuation method is used to calculate Hicks’ consumer surplus; owing to the latter data and the foregoing result, air demand functions is computed to explain the predictor variables’ marginal effects. The findings are that the decreased 10 units AQI to improve air quality leads to the average individual willingness to pay in 2 to 4 Yuan, and PM10 concentration engenders the larger effect on human health.

Keywords: Air quality index (AQI); air demand function (ADF); contingent valuation method (CVM); air economic value; marginal effect

AIMS AND BACKGROUND

The air pollution in urban areas has been chronically negatively impaired human health. At the moment, particulate matter (PM), volatile organic compound (VOC) and aerosol pollutants are widely discussed. Simultaneously, TSP (Total Suspended Particulate, of diameter greater than 10 micrometers), PM2.5 (Particulate matter with diameter of 2.5 micrometers or less), and PM10 (Particulate matter less than 10 micrometers diameter), are attracted increasing attention [1, 2]. Those are regarded as the chief culprit of the air pollutions and concealed in the morphologies of dust, smoke, powder or fog. The chemist, environmentalist, and meteorologist et al agree on the pollutant components of oxides of nitrogen (NOx, the oxidized No readily forms No2, nitrogen dioxide), monoxide (Co), sulfur dioxide (So2), ozone (O3), methane (CH4), metals or metalloid. Naturally, the chemical ingredients involved water soluble ions, such as anions No3− and So42− formed mainly from oxidation of So2 and NOx, and arsenic, cadmium, nickel, mercury and lead etc. Those play a key role to produce PM currently [3]. Those chemical ingredients impair our organs and tissues, many studies have indicated that exposure to air pollution can increase risks of developing cancer, respiratory and allergy diseases, and aggravate the condition of people suffering from respiratory or heart diseases [1,4].

Within our limited atmosphere, the high-quality air attracts a variety of profits, even has a therapeutic effect on human health, and also brings on much social welfare enjoying ourselves of outdoor interests and activities on recreation and leisure in the free high-quality air. On the one hand, people present a high demand for various beautiful natural environments included inhalational absorbable fresh air, and many tremendous economic values on extraordinary sight of tourism sites. On the other hand, devastating of the human economic activities not only counteracts our health, but also sometimes erodes environment. The air possesses the characteristic of non-market resource, under many situations, the marketable prices of non-market resources may not exist. Nevertheless, the non-existence of price does not mean zero economic value to be accrued to those non-market resources, neither are their values very low. The value assessment of those environmental goods is comprehensively proposed, which contributes to compensating for the reduction of the fresh air and boosting the conservation of the high-quality air.

For the nonmarket public good non-evaluated by mean of market price, the total economics value (TEV) included use and nonuse value (existence, bequest, and option), is preferred to scholar’s research on the environmental economic values [5]. One instrument which is commonly used to measure economic value on non-market resource is the consumer surplus hypothetically acted as a price or value. Furthermore, the related literatures have long
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spatiotemporal spans and have been prosperous till now, and the value is frequently measured through Contingent Valuation Method (CVM) and Choice Experiment Model (CEM), which have been used in many research fields such as healthy, risk, waste, environment etc [5-7]. 

At present, the atmospheric modeling can solve some complex environmental problems aiming at forecasting [8] what are statuses of NO2, Co, SO2, O3, CH4, metals or metalloid toxins in order to improving air quality. Furthermore, which can help fostering a more informed and creative environmental programming and respond to the challenges to science practice with other stakeholders such as politics, governance, media, etc [9]. Additionally, econometric approaches are used to analyze the air pollution trend through time series or conventional statistic analysis [10]. The purpose of this research is to measure the marginal effect of air quality diversity to help decision-making environment, and the study is an update and extension of current research on air quality. The new methodology holds three-stage sequential procedures consisted of assessing economic value through CVM after surveying individual state preference, achieving demand function by regression analysis of the partial factors mentioned above, and exploring marginal effect and analyzing finally.

EXPERIMENTAL PART

Hicks summarized important findings in his paper “The Four Consumer's Surpluses” published at journal of The Review of Economic Studies (Vol. 11, No. 1, Winter, 1943, pp.31-41), and explored the distinct relations between the corrected measures of consumer surplus and Marshallian measure. CV (Compensating variation), EV (Equivalent surplus) were primarily systematically introduced and argued in the content, which benchmarked Hicks consumer surplus.

According to environmental microeconomic foundation, the four consumer surpluses can be used to explain Willingness to Pay (WTP) or Willingness to Accept (WTA). WTP, the maximum expected value by an individual, is worthy of procuring a good (CV or CS) or avoid something with low quality (EV or ES). WTA is the minimum monetary amount to be worth accepting to a low quality or undesirable good (CV or CS), or abandoning the good (EV or ES). When not directly consuming by participants in the experiment, the consumers determine to acquire a good’s value through their WTP, for example, WTP for the air is the expected value of a high-quality air. CV expresses the effect of a price change on an agent's net welfare at the context of new prices and the initial utility level, which is widely used to measure mean WTP per capita and the consumer surplus.

When thinking about the indifference curves of two goods, let price vector $p = (p_1, p_2, p_3, p_4)$, where $p' = (p_1', p_2')$ and $p' = (p_1', p_2')$, $p_1 = p_2 = p_3$ is constant variable respectively, the wealth level is M, and an expenditure function is $e (P, u)$. Adopted the traditional method in virtue of the expenditure function of utility u and price P, the derivative through Shephard Lemma is calculated to get Hicks demand function $h(1, u)$. Therefore then, consumer surpluses are achieved through the function’s integrals, shown at Equ1.

$$CV = e(p_1^*, u_1) - e(p_1^*, u_0) = \int_{p_1}^{p_1^*} h(P, u)dp = \int_{p_1}^{p_1^*} \frac{e(\partial u(\partial P))}{\partial P} dp.$$  

Hypothetical, the utility functions of the air good are $u(P, M)$ before improving and $u(P, M - CV)$ in the high-quality condition to ensure getting the consistency utility, that is, $u(P, M) = u(P, M - CV)$. Through indirect utility function, $v(p, y) = max u(x) = [x(p, y)] s.t. p \cdot x \leq y$, get $u(P, y) - WTP_{max}$ for maximized willingness to pay, while $u(P, y - WTP) > u(P, y)$ for individual willingness to pay variable.

Any good expression on demand elasticity like the air can be written as follows:

$$E_D = (\Delta Q / Q) / (\Delta P / P) = (\Delta Q / \Delta P) \cdot (P / Q) \text{ or } E_D = (dQ / dP) \cdot (P / Q).$$  

An ordinary good or service is suitable for use of the law of diminishing returns, a fundamental principle of economics. Marginal utility can be used to analyze the utility change of increasing or decreasing in unit consumption of the good or service. Nevertheless utilization of demand function is ineffectiveness on disposing of the marginal utility, but marginal effect equal to the reciprocal of the coefficient is adequate for solving the change of any explanatory variable owing to increasing or decreasing in unit good consumption, and brings on indirect explanation of the utility change. The marginal effect can be defined as the following equation.

$$ME = \Delta P / \Delta Q = 1 / (\Delta Q / \Delta P) \text{ or } ME = 1 / (\partial Q / \partial P).$$
RESULTS AND DISCUSSION

Sampling and survey

The dichotomous choice (DC) empirical survey is easier on the respondents, though it statistically requires a larger sample to attain a given level of precision. The background explanation is one of the crucial steps to get the credible data, and the paper explores a new state preference survey mode through the actual air quality apperception.

In the light of Technical Regulation on Ambient Air Quality Index, there are six AQI levels promulgated by Environmental Protection Ministry of China. Each level is a clustering of many integrated AQIs in the series, and every AQI is the maximization of calculated individual AQI of So2, No2, CO, O3 etc. The first four AQI levels are grouped according to four aggregations every other 50 AQIs of sort ascending. The level 5 is an aggregation of AQIs equal to 201-300, and the level 6 is collected AQIs more than 300. Based on the classifying AQI levels, the choice date of the surveyed layout is fixed on the date of AQI level 3, 4 and 5, helping to respondent apperception and perceived comparison with high-quality air. Meanwhile, the greatly high-quality air is also disclosed and introduced.

![Fig. 1. Air demand function curves of three state preference survey scenarios](image)

The questionnaires are simplification with double/single bounded DC (DBDC/SBDC) items (biding and optioning items) and several socio-economic variables of sex, age, income, education and occupation, for the purpose of acquiring samplings rapidly and largely. The biding value variable is named as BIDV. To sum up the empirical survey, three scenarios are respectively chosen to achieve surveys on March, May or June in Tianjin, and each investigation is implemented 3 days per capita.

The paper also necessarily employs an empirical sampling of top-down approach to obtain the data. Base on clustering data from the official websites, China Meteorological administration, Ministry of Environmental Protection of People’s Republic of China, Tianjin Environmental Protection Bureau, and Tianjin Meteorological Bureau, 245 samplings are gained. The descriptive statistics can be browsed at Tab. 1.

**Estimating Hicks’ consumer surplus**

The paper adopts an empirical sampling of bottom-up approach to obtain the data. Two CVMs included SBDC and DBDC is used to calculate Hicks’ Compensating variation (CV) which is a deputy of the consumer surplus or the mean WTP per capita, equal to the existence value to be used to similarly reflect TEV per capita, named pseudo price (P. Price) of the air or the other ubiquitous type of public goods. The marginal value (mean WTP per capita) represents the hypothetical price of the public good (air) on several dozens of AQI amount. The computing results are shown at Tab. 2.

In the maximum likelihood estimation, measures of goodness-of-fit and joint significance of the coefficient are often estimated by McFadden's R² and the likelihood ratio, while McFadden's R² cannot be used to calculate the double-bounded Logit model. Through comparison among the three asymptotically equivalent tests including the likelihood ratio statistic, the Wald statistic, and the Lagrange multiplier statistic, Wald statistic can be exploited in the context of the double-bounded DC model because of its utilization based solely upon the value of the unrestricted likelihood function. For the six models at tab. 2, the variable coefficient is statistically significant: SBDC is tested by LR-ratio and McFadden pseudo R², and DBDC through LR-ratio and Wald test.

**Calculating air demand function**

The interesting factors comprise of the three chemical (Co, No2, and So2) and four atmospheric (temperature, dew, humidity, and wind speed) factors, AQI and AQI's levels (the classification of AQIs). According to the definition of the chemist, environmentalist, and meteorologist et al, the AQI’s levels embody the compositive explanation of many factors (pm2.5, pm10, So2, No2, O3, and Co etc). Assumptions in the paper is: (i) the AQI firstly is taken as the supposed demand quantities of the ubiquitous air, and (ii) individual economic value represents the hypothetical price of the air quality reckoned with the process above. The early analysis and research of the author (Li, in publishing) shows that, although the influences of the atmospheric factors are synchronously occurred and statistically significant, if their cross-influences are not
considered better, the evident impact will contort their truly acted results. In this paper, the regressed consequence emerges the disordered situation of regression involved with the atmospheric factors; therefore the air demand function ignores their influences. According to classification of the three scenarios mentioned above, the author utilizes the trend extrapolation approach to acquire the other Mean (WTP) at different AQI level. And then pseudo price is respectively computed through an equably transformation of Mean (WTP). Thereupon then, a new variable is created to exhibit the air value assimilated top-down data.

The ordinary least square method (Model1 and Model2) and the two stages least squares (Model3 and Model4) are used to achieve the regression equation of air demand function, the solution and statistic test shown at Tab.3&4, which presents the strictly statistic significance at each model, except that the regressed coefficients or marginal effects of No2 and So2 are not commonsensible apperception at Model 1 of Tab. 3. Their reversed deflection seems to be influenced by AQI’s definition, that is to say, squeezing out a maximization of many individual contamination’s AQIs cannot imply the associated factors or independents’ regression relationship in existence, and thus the paper develops Model 2-4 of Tab. 4. The explanatory variables, PM2.5, PM10 and CO, express the acceptable correlation, and get the indicative marginal effects of scarce elasticity.

Based upon the estimation results of the air demand functions, their air demand function curves are drawn at Fig. 1, which depicts an instinctive illustration on demand characteristics of the air good to rely on the individual state preference survey. Certainly, the newly designed survey mode can clearly perceive the survey background, adding up short-term survey can reduce the error, whereas a cognized attention span of AQI amount can hardly aim at an individual state preference WTP at the limited scenarios. The hypothesis is there are approximately the exclusive correspondence between a large number of AQI and a small quantity of WTPs.

Analyzing marginal effect

At model 1 from Tab. 5, the new increase of unit AQI arouses the marginal effect of PM10 reached 16.7 times, and 2.3 times PM2.5. According to Model 3&4, the air good’s pseudo price represents the approximate unit elasticity, while at Model 1&2, PM10, PM2.5 Co, No2, So2 etc impact on the pseudo price to an insufficient elasticity, which demonstrates that the air pollution can bring about a calamitous influence of human health and environmental safety.

In this paper, the marginal effect resultings present that the increased unit AQI will give rise to the average individual WTP decreased in 0.2 to 0.4 Yuan, raising 0.1 Co concentration can induce the AQI at one unit high, and the PM2.5’s or PM10’s concentration respectively goes up 2.3 and 16.8 to lead to the air quality impaired one index. Which expresses that PM10 concentration engenders the larger effect on human health.

Table 1. Descriptive Statistics on the relative factors of air quality

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. E.</th>
<th>Median</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQI</td>
<td>131.10</td>
<td>4.21</td>
<td>112</td>
<td>4341.23</td>
<td>1.060</td>
<td>0.603</td>
<td>30</td>
<td>361</td>
</tr>
<tr>
<td>Level</td>
<td>3.02</td>
<td>0.07</td>
<td>3</td>
<td>1.30</td>
<td>0.496</td>
<td>-0.792</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>PM2.5</td>
<td>94.03</td>
<td>3.88</td>
<td>77</td>
<td>3682.22</td>
<td>1.286</td>
<td>1.670</td>
<td>12</td>
<td>330</td>
</tr>
<tr>
<td>PM10</td>
<td>154.76</td>
<td>5.38</td>
<td>139</td>
<td>7097.35</td>
<td>1.108</td>
<td>1.478</td>
<td>21</td>
<td>476</td>
</tr>
<tr>
<td>Co</td>
<td>1.91</td>
<td>0.06</td>
<td>1.67</td>
<td>0.76</td>
<td>1.286</td>
<td>1.721</td>
<td>0.45</td>
<td>5.57</td>
</tr>
<tr>
<td>No2</td>
<td>60.61</td>
<td>1.49</td>
<td>57</td>
<td>541.47</td>
<td>0.659</td>
<td>0.117</td>
<td>16</td>
<td>129</td>
</tr>
<tr>
<td>So2</td>
<td>70.56</td>
<td>3.22</td>
<td>55</td>
<td>2540.22</td>
<td>1.022</td>
<td>0.576</td>
<td>4</td>
<td>261</td>
</tr>
<tr>
<td>Tem</td>
<td>9.77</td>
<td>0.66</td>
<td>8</td>
<td>108.28</td>
<td>0.275</td>
<td>-1.219</td>
<td>-8</td>
<td>31</td>
</tr>
<tr>
<td>Dew</td>
<td>-1.22</td>
<td>0.66</td>
<td>-3</td>
<td>107.67</td>
<td>0.165</td>
<td>-0.803</td>
<td>-25</td>
<td>19</td>
</tr>
<tr>
<td>Hum</td>
<td>52.84</td>
<td>1.15</td>
<td>52</td>
<td>325.95</td>
<td>0.058</td>
<td>-0.797</td>
<td>15</td>
<td>95</td>
</tr>
<tr>
<td>Spd</td>
<td>11.27</td>
<td>0.34</td>
<td>10</td>
<td>27.98</td>
<td>1.307</td>
<td>2.083</td>
<td>3</td>
<td>32</td>
</tr>
<tr>
<td>P. Price</td>
<td>30.55</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>58</td>
</tr>
</tbody>
</table>
### Table 2. Evaluating air quality through two models under three scenarios

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>SBDC</td>
<td>DBDC</td>
</tr>
<tr>
<td>Coefficient</td>
<td>0.043</td>
<td>0.012</td>
</tr>
<tr>
<td>t-probability</td>
<td>0.878</td>
<td>0.002</td>
</tr>
<tr>
<td>Mean</td>
<td>108.472</td>
<td>115.00</td>
</tr>
<tr>
<td>Observations</td>
<td>106</td>
<td>111</td>
</tr>
<tr>
<td>LR-ratio</td>
<td>18.765</td>
<td>205.306</td>
</tr>
<tr>
<td>McFadden</td>
<td>0.141</td>
<td>0.110</td>
</tr>
<tr>
<td>Wald test</td>
<td>57.013</td>
<td>56.251</td>
</tr>
<tr>
<td>Mean(WTP)</td>
<td>81.080</td>
<td>68.395</td>
</tr>
</tbody>
</table>

### Table 3. Air demand function estimation (Model 1)

<table>
<thead>
<tr>
<th>(Constant)</th>
<th>P. Price</th>
<th>PM2.5</th>
<th>PM10</th>
<th>CO</th>
<th>No2</th>
<th>So2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>159.669</td>
<td>-2.451</td>
<td>0.429</td>
<td>0.060</td>
<td>8.010</td>
<td>-0.225</td>
</tr>
<tr>
<td>S.E.</td>
<td>8.926</td>
<td>0.156</td>
<td>0.070</td>
<td>0.044</td>
<td>3.276</td>
<td>0.111</td>
</tr>
<tr>
<td>Sig.</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.181</td>
<td>0.015</td>
<td>0.044</td>
</tr>
<tr>
<td>Adj. R Sq.</td>
<td>0.923</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Air demand function estimation (Model 2-4)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>(Constant)</td>
<td>P. Price</td>
<td>(Constant)</td>
</tr>
<tr>
<td>Coeff.</td>
<td>259.839</td>
<td>-4.214</td>
<td>280.212</td>
</tr>
<tr>
<td>S.E.</td>
<td>3.611</td>
<td>0.107</td>
<td>4.466</td>
</tr>
<tr>
<td>t</td>
<td>71.957</td>
<td>-39.470</td>
<td>62.743</td>
</tr>
<tr>
<td>Sig.</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Adj. R Sq.</td>
<td>0.865</td>
<td>0.841</td>
<td>0.844</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>instrumental</th>
<th>PM10, PM2.5</th>
<th>PM10, PM2.5</th>
<th>Co, No2, So2</th>
</tr>
</thead>
</table>

### Table 5. Price elasticity and marginal effect of demand function

<table>
<thead>
<tr>
<th>Mode1</th>
<th>Mode2</th>
<th>Mode3</th>
<th>Mode4</th>
</tr>
</thead>
<tbody>
<tr>
<td>P. Price</td>
<td>PM2.5</td>
<td>PM10</td>
<td>CO</td>
</tr>
<tr>
<td>$-\frac{\partial Q}{\partial P}$</td>
<td>2.451</td>
<td>4.214</td>
<td>4.881</td>
</tr>
<tr>
<td>$-E_{P}$</td>
<td>0.571</td>
<td>0.982</td>
<td>1.137</td>
</tr>
<tr>
<td>$-ME$</td>
<td>0.408</td>
<td>0.237</td>
<td>0.205</td>
</tr>
</tbody>
</table>
This paper mainly gropes for the economic value and marginal effect of air quality change through creating the demand function of air attributed an omnipresent public good. The key contributions are (i) providing an analytical framework of ubiquitous public good’s demand, (ii) predicting air economic value based on Hicks consumer surplus, (iii) defining and analyzing the marginal effect of the independents based upon the air demand function. As well as, the surveys comply with two approaches of bottom-up and top-down technique, and samplings of the field investigation on individual state preference and the official websites’ data clustering are combined organically.

The marginal value (mean WTP per capita) is measured; meaning that newly increasing dozens of AQI amount can arouse WTP with 68.4 Yuan at the scenario of AQI level 3, 81.5 Yuan at the scenario of AQI level 4, and 90.1 Yuan at the scenario of AQI level 5. Meanwhile, according to analysis of marginal effect, the decreased one unit AQI (to improve air quality) leads to the average individual willingness to pay in 0.2 to 0.4 Yuan, and Co’s, PM2.5’s and PM10’ marginal effect respectively is 0.1, 2.3 and 16.8, which indicates that PM10 emerges a bigger change during improving air quality at one AQI reduced, that is to say, PM10 concentration brings about the larger effect on human health.
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Land consolidation and reclamation is an important measure to increase the quantity and quality of arable land. Because the land consolidation and remediation covers a long construction period, the sustainability of the project has become the subject of controversy and suspicion. Combining the characteristics and the theory of sustainable land consolidation and rehabilitation management by building a sustainable evaluation system, the implementation and sustainability of land remediation effect was evaluated. In this paper, the Land consolidation and rehabilitation project of Ban Lun town, Mu yang town, Gui chao town, Li da town, Hua jia town in Funing County as an example, on the basis of investigation and study on the use of Delphi method, Analytic Hierarchy Process (AHP), index summation method other methods, by 18 index. The results show that the effect of the implementation of Funing County land remediation and sustainability is good.

Keywords: land consolidation and rehabilitation; sustainability; evaluation

INTRODUCTION

At present, China is facing a severe shortage of land resources, and land consolidation and remediation is an important measure to increase the amount of arable land, improve the quality of cultivated land and maintain the dynamic balance of farmland. In 1999, the promulgation of The Law of Land Administration of the People’s Republic of China ushered the prelude of large-scale land consolidation and remediation. Through more than ten years of development, land consolidation and remediation have made a series of achievements, developed and consolidated a lot of land, increased the effective agricultural acreage, and made a positive contribution to the dynamic equilibrium of total cultivated land area as well as macro strategies of food security. The launch of land consolidation and remediation alleviated the tense situation of arable land to some extent, but it outweighed the economic value and functions of land over the ecological functions of land, with relatively weak awareness of ecological environment protection. For instance, it still lays too much emphasis on the increase of quantity regarding the benefit evaluation index system of measuring the land consolidation and remediation project, with the lack of mandatory indexes that measure quality, environment and other aspects. Besides, land consolidation and remediation has broad construction contents, long duration, difficult supervision of construction quality and other characteristics, the project effect and post-implementation sustainability have received controversy and suspicion[1-8]. In November 2009, “Land Consolidation Project for Border Development” Farmland Consolidation and Remediation Key Project in the Western Ecological Construction Region Yunnan Province declared by Yunnan was approved by the joint review of the Ministry of Land and Resources and Ministry of Finance, and was commenced in 2010. This key project involves 210,000 hectares of land consolidation and remediation in 25 border counties (cities) of the border areas in Yunnan Province, with a construction period of 5 years and a total project budget of 8.62 billion yuan. Being one of the 25 border counties, Funing County is located in the southwest fragile ecological environment, with large differences in vertical elevation, complex topography and landforms, diverse land use patterns, frequent natural disasters and numerous ethnic minorities, hence it has strong representativeness in the evaluation of the effect and sustainability of land consolidation and remediation.

In this paper, the land consolidation and rehabilitation project of Banlun Town, Muyang
Town, Guichao Town, Lida Town, Huajia Town in Funing County was taken as an example to analyze and study the project sustainability after land consolidation and remediation, the results can provide a certain reference for similar studies and land administrative departments.

**Overview of the Study Area**

Located in southeastern Yunnan Province and the east of Wenshan Zhuang and Miao Autonomous Prefecture, Funing County is the channel connecting Southeast Asia and Yunnan. Its geographical coordinates are about east longitude 105°13′-106°12′ and north latitude 23°11′-24°09′, with the Tropic of Cancer crossing the south border. The county has an altitude of 684m, with the highest and lowest altitudes of 1,851.8m and 142m, respectively. Land area covers 5,352 km², wherein mountainous and semi-mountainous areas cover 5,067.84km², accounting for 96% of the total county area, the county has 69,300 hectares of arable land and is very rich in water resources, with an average annual rainfall of 1,103mm. Funing County is located in the low latitude hot region, with vast mountainous areas and undulating terrains, forming a monsoon climate that are mainly southern sub-tropical and tropical with distinct dry and wet seasons. Funing is a multi-ethnic settlement, the territory is inhabited by six ethnic groups--Zhuang, Han, Miao, Yao, Yi, Gelao, and the county has a total of 95,000 households and 418,300 people.

**METHODS**

**Construction of evaluation index system**

In this paper, the screening of evaluation index is mainly based on the existing benefit evaluation index of land department, while referring to the relevant existing evaluation index of the financial department and the relevant departments, combined with the evaluation characteristics, evaluation contents and purpose, research results at home and abroad[5-8]. The sustainability of land consolidation and remediation evaluation is divided into: comprehensive index, evaluation factors and evaluation index, evaluation factors are divided into cultivated land utilization factor, economic factors, social factors and ecological factors, including 18 evaluation indexes.

**Determination of evaluation index weight**

In this paper, Delphi method is adopted to determine the evaluation index weight. It generally takes several rounds of expert scoring, and the experts modify their views according to the weight mean values and variances gained in the previous round, thus achieving closer mean values and smaller variances until meeting the requirement. Specific requirements of the experts in scoring process are:

a) Experts carry out independent scoring based on their own theoretical knowledge and practical work experience, and no discussions among each other; b) the sum of selection factor weights is 1.00, otherwise invalid; c) the final classification factors and the determination of their weights must meet certain mathematical statistics requirements, otherwise the next round of scoring must be conducted. On the basis of preliminary indexes selection and project evaluation needs of “land consolidation project for border development” farmland consolidation and remediation key project in the western ecological construction region Yunnan Province, the research group invited 22 experts who are familiar with Yunnan land consolidation and remediation and agricultural production, and made final determination of evaluation index weights by using Delphi method to carry out several rounds of expert consultation and weight scoring until the expert opinions are close to each other. Refer to the evaluation index system of sustainable land consolidation and rehabilitation and evaluation index weight in Tab.1.

**Classification of the sustainability of land consolidation and remediation**

In this paper, comprehensive index of the sustainability of land consolidation and remediation is adopted to measure the sustainable level of land consolidation and remediation, the comprehensive index of the sustainability of land consolidation and remediation can be calculated by using index sum method, calculation formula is as follows:

\[ SLC = \sum_{i=1}^{n} W_i C_i \]

Where, \( W_i \) is the comprehensive index of weights, \( C_i \) is the index’s score, \( n \) is the total number of indexes.
Table 2. Funing County land consolidation and rehabilitation sustainability post evaluation the calculation data

<table>
<thead>
<tr>
<th>Evaluation Index</th>
<th>Evaluation Index and Weight</th>
<th>Comprehensice Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultivated land utilization factor</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>Comprehensice index of sustainable land consolidation and rehabilitation</td>
<td>0.27</td>
<td>0.09</td>
</tr>
<tr>
<td>Social factors</td>
<td>0.29</td>
<td>0.04</td>
</tr>
<tr>
<td>Ecological factor</td>
<td>0.20</td>
<td>0.03</td>
</tr>
<tr>
<td>Irrigation guarantee rate C1</td>
<td>0.21</td>
<td>0.05</td>
</tr>
<tr>
<td>Irrigation and drainage ditches density C2</td>
<td>0.17</td>
<td>0.04</td>
</tr>
<tr>
<td>Road density in the field C3</td>
<td>0.13</td>
<td>0.03</td>
</tr>
<tr>
<td>Cultivated land quality level C4</td>
<td>0.25</td>
<td>0.06</td>
</tr>
<tr>
<td>Area ratio of cultivated land C5</td>
<td>0.25</td>
<td>0.06</td>
</tr>
<tr>
<td>Muni cost reduction rate C8</td>
<td>0.25</td>
<td>0.06</td>
</tr>
<tr>
<td>Production improvement factor C9</td>
<td>0.19</td>
<td>0.05</td>
</tr>
<tr>
<td>Per capita GDP growth rate C10</td>
<td>0.34</td>
<td>0.10</td>
</tr>
<tr>
<td>Per capita annual net income increased C11</td>
<td>0.19</td>
<td>0.05</td>
</tr>
<tr>
<td>Poor people out of poverty rate C12</td>
<td>0.28</td>
<td>0.08</td>
</tr>
<tr>
<td>Public satisfaction rate C13</td>
<td>0.17</td>
<td>0.05</td>
</tr>
<tr>
<td>The rate of increase in agricultural productivity C14</td>
<td>0.21</td>
<td>0.06</td>
</tr>
<tr>
<td>Land reclamation rate increment C15</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td>Drought and flood disaster reduction rate C16</td>
<td>0.3</td>
<td>0.06</td>
</tr>
<tr>
<td>Green vegetation cover increment C17</td>
<td>0.2</td>
<td>0.04</td>
</tr>
<tr>
<td>Soil and water loss control rate C18</td>
<td>0.35</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Note: No1 instead Ban Lun town, No2 instead Mu Yang town, No3 instead Gui Chao town, No4 instead Li Da town, No5 instead Hua Jia town.

Table 3. Funing County land consolidation and rehabilitation sustainability post evaluation index scores Standard
Upon calculating the comprehensive index of the sustainability of land consolidation and remediation, classify the sustainability level of land consolidation and remediation on this basis. This paper divides the sustainability of land consolidation and remediation into four levels based on comparative analysis, expert consultation, reference to relevant literature[9-16], specifically: SLC value is not sustainable between 0-35; SLC value is barely sustainable between 35-70; SLC value is moderately sustainable between 70-85; SLC value is highly sustainable between 85-100.

Finishing of data acquisition

To ensure the comprehensiveness, representativeness and scientific rationality of the study results, method of correspondence survey, literature search, questionnaire, field observation and interview combined together for data acquisition.

Collate data of the five project areas collected via the above methods, calculate the comprehensive index of the sustainability of land consolidation and remediation based on the sustainability of land consolidation and remediation evaluation index system, evaluation index weight, standard for evaluation, etc., and classify and evaluate the sustainability of land consolidation and remediation in Funing County as per the classification standard of the sustainability of land consolidation and remediation. Specific evaluation process is shown in Tab. 2-3.

RESULTS AND DISCUSSION

A comprehensive evaluation analysis of the sustainability of land consolidation and remediation project in the 5 project areas in Funing County has been carried out, the results are shown in Tab. 4:

(1) After land consolidation and remediation, the infrastructure of the five project areas in Funing County have been perfected, a certain improvement have been made in the quality of cultivated land, sustainability of arable land has been enhanced, and the comprehensive indexes value of sustainability by the increased from 12.22, 11.24, 12.14, 10.76 and 11.24 before consolidation and remediation to 17.85, 16.84, 17.33, 17.92 and 16.88 after consolidation and remediation.

(2) After land consolidation and remediation, rural income of the five project areas in Funing County and social stability both increased, social, economic and ecological benefits increase significantly, as for the comprehensive index values of sustainability, socially sustainable comprehensive indexes increased from 10.85, 6.86, 8.27, 8.48 and 9.18 before consolidation and remediation to 19.91, 18.5, 19.01, 20.37 and 18.94 after consolidation and remediation; economically sustainable comprehensive indexes increased from 17.04, 16.9, 16.9, 17.16 and 15.84 before consolidation and remediation to 20.8, 20.47, 20.28, 20.94 and 20.7 after consolidation and remediation; ecologically sustainable indexes increased from 8.43, 7.48, 8.21, 8.33 and 8.43 before consolidation and remediation to 14.47, 14.39, 16.29, 15.38 and 14.81 after
consolidation and remediation;

(3) After land consolidation and remediation, the comprehensive index values of sustainability of Banlun Town, Muyang Town, Guichao Town, Lida Town, Huajia Town in Funing County before land consolidation and remediation were 48.53, 42.47, 44.51, 44.72 and 44.68, respectively, and became 73.04, 70.21, 72.90, 74.62 and 71.33 after land consolidation and remediation, with increments of 24.51, 27.73, 27.38, 29.90 and 26.65, and the classification of the sustainability of land consolidation and remediation of the five project areas is promoted to moderately sustainable from barely sustainable.

CONCLUSION

Table 4. Funing County land consolidation and rehabilitation sustainability post evaluation index comprehensive index

<table>
<thead>
<tr>
<th>evaluation index</th>
<th>No.1 SLC consolidation before SLC</th>
<th>No.2 SLC consolidation after SLC</th>
<th>No.3 SLC consolidation after SLC</th>
<th>No.4 SLC consolidation after SLC</th>
<th>No.5 SLC consolidation after SLC</th>
</tr>
</thead>
<tbody>
<tr>
<td>irrigation guarantee rate C1</td>
<td>4.08 3.36 3.84 3.60 3.12 4.32 3.84 4.32 4.80 3.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>irrigation and drainage ditches density C2</td>
<td>2.81 1.30 0.86 1.51 2.16 3.67 2.59 1.73 3.02 3.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>road density in the field C3</td>
<td>1.25 1.25 0.94 0.94 0.94 2.81 1.87 1.87 2.18 2.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cultivated land quality level C4</td>
<td>2.21 2.21 2.76 2.21 2.21 3.31 3.86 4.42 3.86 3.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>raise the level of grain output C5</td>
<td>1.87 3.12 3.74 2.50 2.81 3.74 4.68 4.99 4.06 4.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>area ratio of cultivated land C6</td>
<td>5.83 5.47 5.47 5.83 5.83 6.20 5.83 5.83 6.20 6.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the increasing rate of income per mu C7</td>
<td>3.42 4.66 3.42 4.04 2.17 4.35 5.28 4.35 4.97 3.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mu cost reduction rate C8</td>
<td>3.85 2.05 3.59 3.08 3.59 4.10 3.08 3.85 3.59 4.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>production improvement factor C9</td>
<td>2.16 3.24 3.24 2.43 2.16 3.78 4.05 4.32 3.51 3.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per capita GDP growth rate C10</td>
<td>1.78 1.49 1.19 1.78 2.08 2.38 2.23 1.93 2.67 2.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subtotal</td>
<td>17.04 16.90 16.90 17.16 15.84 20.80 20.47 20.28 20.94 20.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per capita annual net income increased C11</td>
<td>2.70 2.25 1.80 2.70 3.60 6.74 5.39 5.84 6.74 6.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>poor people out of poverty rate C12</td>
<td>2.52 0.84 1.68 2.10 1.26 4.21 4.21 3.36 5.05 3.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>public satisfaction rate C13</td>
<td>3.39 3.13 2.87 2.09 2.09 4.18 4.44 4.70 4.70 4.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the rate of increase in agricultural productivity C14</td>
<td>2.23 0.64 1.91 1.60 2.23 4.79 4.47 5.10 4.15 5.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subtotal</td>
<td>10.85 6.86 8.27 8.48 9.18 19.91 18.50 19.01 20.37 18.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>land reclamation rate increment C15</td>
<td>2.40 2.10 2.25 2.55 2.40 2.55 2.40 2.40 2.40 2.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>drought and flood disaster reduction rate C16</td>
<td>2.32 1.74 2.32 1.16 2.32 4.64 4.64 4.93 4.35 4.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>green vegetation cover increment C17</td>
<td>3.36 2.94 2.94 3.57 3.36 3.78 3.15 3.36 3.78 3.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>soil and water loss control rate C18</td>
<td>0.35 0.70 0.70 1.05 0.35 3.50 4.20 5.60 4.55 4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>48.53 42.47 45.52 44.72 44.68 73.04 70.21 72.90 74.62 62.71 33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: No.1 instead Ban Lun town, No.2 instead Mu Yang town, No.3 instead Gui Chao town, No.4 instead Li Da town, No.5 instead Hua Jia town.

(2) The study gives a comprehensive analysis of the various factors that affect the sustainability of land consolidation and remediation, but the screening index of Delphi method has a certain degree of subjectivity, the 18 indexes selected in the evaluation index system and their weights have certain limitations.

(3) In future studies, multiple regions in Yunnan
Province can be selected as the study object, finding the similarities and differences between districts through a comparative analysis, and building a project evaluation index system that can be applied to the sustainability of land consolidation and remediation in Yunnan Province and even a wider range, providing reference to the sustainability of land consolidation and remediation project evaluation in Yunnan Province and even the country.
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This research puts forward four-stage EKC hypothesis based on the traditional EKC theory (two stages), and also checks the hypothesis by investigating the relationships among CO₂ emissions, energy consumption and economic growth with a cubic model in logarithm form based on the panel data for 29 provinces in China over the period 1995–2010. The empirical tests find some evidences for the existence of the four-stage EKC for CO₂ emissions in China. The long-run cointegrated relationships among the three variables have been found in our empirical results. The regression results find a maxima turning point of the four-stage EKC between economic growth and CO₂ emissions. The causality results show that there exist two bidirectional causalities between energy consumption and CO₂ emissions, and also between economic growth and energy consumption. Moreover, there is a Granger causality running from CO₂ emissions to economic growth. Some policy implications of the theoretical and empirical analysis results are proposed at last.
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INTRODUCTION

The increasing threat of global warming has called for more and more discussions all over the world. The major greenhouse gas (GHG) is CO₂ emissions which are considered to be the main gas leading to global warming [1]. But CO₂ emissions have the nature of the "tragedy of the commons" and damage indirectly, so countries may be not interested in reducing CO₂ emissions during its rapid economic development period. So, CO₂ emissions problem has increasingly become the focus of academic research.

The relationship between economic growth and environmental pollution is described usually by the hypothesis of Environmental Kuznets Curve (EKC) in which, environmental pollution increases with economic growth first, and then decreases when the per capita income reaches a certain critical level [2]. Ever since, the EKC hypothesis has become an important research issue which has led to a large number of theoretical and empirical literature. There is also vigorous discussion on the applicability of EKC for CO₂ emissions [3; 4; 5; 6; 7; 8; and so on).

Some researchers claimed the EKC for CO₂ emissions was non-existent. Selden and Song performed a study on the EKC in both RE and FE models, and found no turning point for CO₂ emissions [9]. Gangadharan and Valenzuela adopted data from the World Development Indicators (WDI) 1998 and found an upward straight line for CO₂ emissions [10]. Lindmark performed a study on the EKC for CO₂ emissions just in Sweden, using dynamic structural model [11]. And he didn’t find any turning point for CO₂ emissions and no evidences for inverted U-shape EKC. Richmond and Kaufman tested the EKC for CO₂ emissions and energy use with a panel data of 36 countries [12]. For OECD nations, there is limited support for a turning point in the relationship between income and CO₂ emissions. For non-OECD nations, there is no turning point in the relationship between income and CO₂ emissions. Miah et al. studied the EKC for greenhouse gases (GHG) including CO₂, SO₃ and NO₃ which showed that EKC for CO₂ emissions was following a monotonous straight line in most cases [13]. Ajmi et al. tested EKC for CO₂ emissions in the G7 countries, the finding of inverted N-shaped curves in Italy and Japan lends no support to the traditional EKC hypothesis [14]. Kang et al. tested EKC for CO₂ emissions in China using a spatial panel data model, and found that the relationship between economic growth and CO₂ emissions shapes as an inverted-N trajectory [15]. Dogan and Turkekul tested EKC for CO₂ emissions, and did not support the validity of the environmental Kuznets curve (EKC) hypothesis for the USA because real output leads to environmental improvements while GDP² increases the levels of gas emissions [16].

Other researchers considered the EKC for CO₂ emissions was existent. Holtz-Eakin and Selden tested the EKC for CO₂ emissions [3]. They used a quadratic model for data estimation, and obtained some support of EKC for CO₂ emissions. However, their estimated turning point occurs at a very high
level of per capita income ($35,428 in per capita 1986 price). Agras and Chapman examined data from 34 countries including developed and developing country, and found a turning point of per capita GDP for CO2 emissions at $13,630 [17]. Maradan and Vassiliev examined a number of countries, and they found a turning point of per capita GDP for CO2 emissions at $5,924 [18]. Their minimum per capita GDP for turning point was $325 and maximum was $17,508 in 1985 price (expressed in PPP). Saboori et al. studied the EKC for CO2 emissions in Malaysia, and they found the turning point of per capita real income for CO2 emissions was $4700 [7]. Apergis found that the EKC hypothesis holds in 12 out of the 15 countries [8]. Bilgilia et al. studied the EKC for CO2 emissions with a panel data of 17 OECD countries, the findings supported the EKC hypothesis, and they found the turning point was from $10400 to $88890, so they believed EKC hypothesis was independent of income level [19].

Some recent studies added other potential determinants of CO2 emissions such as energy consumption by Ang [20], Menyah and Wolde-Rufael [21], Ajmi et al. [14]; foreign trade by Halicioglu [22], Nasir and Rehman [23]; urbanization by Zhang and Cheng [24], Iwata et al. [6] and Hossain [25]; population, industry energy intensity and share of nonfossil fuels in primary energy by Liddle [28]; trade openness and financial development by Dogan and Seker [29]; trade openness, energy structure, urbanization and population density by Kang et al. [15]. But still, their conclusions cannot be unified.

The affirmative results of EKC show that there is a turning point of per capita GDP for CO2 emissions, but the turning point is not unified. Some negative studies show there is no evidence of inverted U-shape EKC for CO2 emissions, and some other authors even found upward straight line for many countries. It is of course a warning for developing countries that waiting for the CO2 emissions reduction automatically is dangerous.

Our study extends EKC hypothesis and provides a new empirical analysis on the EKC for CO2 emissions in China.

FOUR-STAGE EKC

We analyze in the circumstances of an open economy, and assume that the economy can always maintain growth. We propose another possible form of EKC theory that may exist in four-stage EKC.

Subject to space, we simplified the analysis. The process can be reflected in figure 1, the curve slope is negative. The per capita environmental pollution increases with per capita output, and the growth rate is changing gradually from increasing to decreasing at the inflection point G1 where convex function converts to concave function.

Define y is per capita output, p is per capita environmental pollution. Then the left of G1 is \( \frac{\partial y}{\partial p} > 0 \), \( \frac{\partial^2 y}{\partial p^2} > 0 \); on the right of G1 is \( \frac{\partial y}{\partial p} > 0 \), \( \frac{\partial^2 y}{\partial p^2} < 0 \). The left of G3 is \( \frac{\partial y}{\partial p} < 0 \), \( \frac{\partial^2 y}{\partial p^2} < 0 \); on the right of G1 is \( \frac{\partial y}{\partial p} < 0 \), \( \frac{\partial^2 y}{\partial p^2} > 0 \).

DATA AND MODEL

Based on the four-stage EKC hypothesis we can build a per capita quadratic equation model as follows:

\[
\ln(c_i) = \alpha_0 + \beta_0 \ln(E_i) + \beta_1 \ln(y_i) + \beta_2 \ln(y_i^2) + \epsilon_i
\]

Where \( c \) is per capita CO2 emissions; \( y \) is per capita GDP; \( E \) is per capita energy consumption; \( i \) denotes the provinces in China; \( t \) denotes the time period; \( \epsilon \) is the standard error term. But based on our research in section 2, the model may not be a quadratic function. As the study in Grossman and Krueger [2], cubic curve may also occur. So we can build the estimation model as follows:

\[
\ln(c_i) = \alpha_0 + \beta_0 \ln(E_i) + \beta_1 \ln(y_i) + \beta_2 \ln(y_i^2) + \beta_3 \ln(y_i^3) + \epsilon_i
\]

This study uses annual panel data from 1995 to 2014 in 29 provinces. The province of Tibet is excluded in the empirical analysis because of the lack of data. And the data for Chongqing municipality is merged into Sichuan province for maintaining the consistency throughout the whole study period. The data of energy consumption and GDP for each province comes from “China Energy Statistical Yearbook” (EDNBSC, various years) and “China Statistical Yearbook” (NBSC, various years). China’s provinces did not release the CO2 emissions.
emissions data, but release the fossil energy consumption breakdown by each fuel category, and the data also comes from “China Energy Statistical Yearbook” (EDNBSC, various years). According to the chapter sixth volume two in national greenhouse gas inventory guide formulated by the IPCC (2006) which provides the reference method, total CO2 emissions can be estimated according to all kinds of fossil energy consumption. On this basis, Chen estimated the CO2 emission coefficient (logarithm) for the selected years. This paper will draw on this CO2 emission coefficient [30]. Per capita CO2 emissions and per capita energy consumption are measured in metric tons, and real per capita GDP is measured in constant 1985 Chinese Yuan. Table 1 above shows the summary statistics of the three variables (in nature logarithm) for the selected years.

Table 1. Summary statistics of 29 provinces for selected years in China

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>c (Ton)</td>
<td>Mean</td>
<td>1.048</td>
<td>1.081</td>
<td>1.378</td>
<td>1.746</td>
<td>2.007</td>
<td>2.136</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.526</td>
<td>0.514</td>
<td>0.464</td>
<td>0.445</td>
<td>0.408</td>
<td>0.416</td>
</tr>
<tr>
<td>E (Ton)</td>
<td>Mean</td>
<td>0.132</td>
<td>0.165</td>
<td>0.463</td>
<td>0.830</td>
<td>1.092</td>
<td>1.220</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.513</td>
<td>0.511</td>
<td>0.487</td>
<td>0.473</td>
<td>0.456</td>
<td>0.440</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.538</td>
<td>0.563</td>
<td>0.548</td>
<td>0.542</td>
<td>0.502</td>
<td>0.136</td>
</tr>
</tbody>
</table>

And then we make the curve between per capita CO2 emissions and real per capita GDP as Fig. 2.

**Fig 2.** Long-run EKC relationship

The graphical representation of the relationship between per capita CO2 emissions and real per capita GDP in log levels in Fig. 2 does not accord with an inverted-U shape of EKC like other studies. The curve may have an inflection point (cut-off point of the concave curve and convex curve) except the extremum, just like the left part of figure 1. So model 3 may pass the testing. Under the analyses above, it is expected that $\beta_2 < 0$, $\beta_3 > 0$ and $\beta_4 < 0$. And It is expected that $\beta_1 > 0$ as an increase in energy consumption will probably cause an increase in CO2 emissions.

ESTIMATION METHODOLOGY AND RESULTS

**Panel unit root tests**

The null hypothesis of the unit root tests is that there exists unit root (i.e. the variables are non-stationary), and the alternative hypothesis is that no unit root exists in the series (i.e. the variables are stationary). Table 2 shows the results of the panel unit root tests for variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level</th>
<th>First-order differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(c)</td>
<td>1.8275(0.9662)</td>
<td>-4.3426(0.0000)***</td>
</tr>
<tr>
<td>ln(E)</td>
<td>1.8560(0.9765)</td>
<td>-4.6563(0.0000)***</td>
</tr>
<tr>
<td>ln(y)</td>
<td>2.0902(0.9830)</td>
<td>-3.5462(0.0002)***</td>
</tr>
<tr>
<td>ln(y^2)</td>
<td>2.0901(0.9829)</td>
<td>-3.5462(0.0002)***</td>
</tr>
<tr>
<td>ln(y^3)</td>
<td>2.0901(0.9829)</td>
<td>-3.5461(0.0002)***</td>
</tr>
</tbody>
</table>

Notes: All panel unit root tests were performed with restricted intercept and trend for all variables. * Represent significance at 10%. ** Represent significance at 5%. *** Represent significance at 1%.

It can be seen from Table 2 that the variables ln(c), ln(E), ln(y), ln(y^2) and ln(y^3) are statistically insignificant in level form due to the IPS test. However, all the variables with first-order differential form become stationary. Therefore, we may conclude that each variable is integrated of order one.

**Panel cointegration tests**

Since all the variables with first-order differential form are stationary, so we can do the panel cointegration tests. If panel and group statistics reject the null hypothesis, then there exist cointegration relationships among variables. Table 3 shows the results of panel cointegration test.

<table>
<thead>
<tr>
<th>Panel (within dimension)</th>
<th>Statistics Value(Prob )</th>
<th>Group (between dimension)</th>
<th>Statistics Value(Prob )</th>
</tr>
</thead>
<tbody>
<tr>
<td>v-Statistic</td>
<td>(0.000)***</td>
<td>Group</td>
<td>0.309</td>
</tr>
<tr>
<td>Panel</td>
<td>4.569</td>
<td>Group</td>
<td>0.309</td>
</tr>
<tr>
<td>rho-Statistic</td>
<td>(0.005)***</td>
<td>Group</td>
<td>-6.174</td>
</tr>
<tr>
<td>Panel</td>
<td>-2.573</td>
<td>Group</td>
<td>4.510</td>
</tr>
<tr>
<td>PP-Statistic</td>
<td>(0.000)***</td>
<td>PDF-Statistic</td>
<td>(0.000)***</td>
</tr>
<tr>
<td>Panel</td>
<td>-3.660</td>
<td>PDF-Statistic</td>
<td>(0.000)***</td>
</tr>
<tr>
<td>ADF-Statistic</td>
<td>(0.000)***</td>
<td>PDF-Statistic</td>
<td>(0.000)***</td>
</tr>
<tr>
<td>Panel</td>
<td>-4.521</td>
<td>PDF-Statistic</td>
<td>(0.000)***</td>
</tr>
</tbody>
</table>
It can be seen from Table 3 that there are four panel statistics reject the null hypothesis, two groups of statistics reject the null hypothesis, and one group statistics admits it. Considering the rho-statistics has lower power than the PP-statistics, and all other statistics support the existence of cointegration relationship, so it may be reasonable to accept the existence of cointegration relationship.

Then we can obtain the following long-run cointegration equation by estimating Eq. (2):
\[ \Delta \ln(c_t) = a_1 + \sum_{i=1}^{q} \delta_{i} \Delta \ln(c_{t-i}) + \sum_{i=1}^{q} \epsilon_{i} \Delta \ln(E_{t-i}) + \sum_{i=1}^{q} \phi_{i} \Delta \ln(y_{t-i}) + \sum_{i=1}^{q} \theta_{i} \Delta \ln(y^2_{t-i}) + \epsilon_{it} \] (4)

**Using fixed effects model we get estimation results above. The system estimated AR^2=0.966, and F=875. Due to Eq. (3), we find that the sign of the coefficients are just as the expected: ln(E) has a positive promotion to ln(c); ln(c) is negatively related to ln(y), positively related to ln(y^2), and negatively related to ln(y^3).**

Let \( \Delta \ln(c) / \Delta \ln(y) = 0 \), we get \( \Delta \ln(c) = 5.4860 \) and \( \Delta \ln(y) = 10.6334 \) approximately. So we get a very low minimum value about 241 Chinese Yuan in 1985 price (in our analysis after section 1, all the price is in year 1985), and get a maximum value about 41500 Chinese Yuan which has not yet occurred. Let \( \Delta \ln(c) / \Delta \ln(y)^2 = 0 \), we get \( \Delta \ln(y) = 8.2587. \) If \( \Delta \ln(y) > 8.2587, \Delta \ln(c) / \Delta \ln(y)^2 < 0, \) and if \( \Delta \ln(y) < 8.2587, \Delta \ln(c) / \Delta \ln(y)^2 > 0. \) So we get an inflection point (cut-off point of the concave and convex curve). Value of \( \Delta \ln(y) = 8.2587, \) means inflection point is about 3861 Chinese Yuan which has happened in all provinces. So the growth rate of CO2 emissions may be declined after that. The trend of factor price equalization seems to appear in China already, especially the labor price. So the estimations may fit for China’s facts. Now, China has got through the first stage of four-stage EKC, and is in the second stage of four-stage EKC. We do not get a traditional inverted U-shaped curve, but the results provide some evidences for the four-stage curve presented in fig 1.

**Granger causality tests**

The panel cointegration test results in table 3 suggest that cointegrating relationships exist among CO2 emissions, energy consumption and economic growth. So it is reasonable to test the Granger causality relationships among the variables. The dynamic error correction model can be expressed as follows:

\[ \Delta \ln(c_t) = a_1 + \sum_{t=1}^{q} \delta_{it} \Delta \ln(c_{t-i}) + \sum_{t=1}^{q} \epsilon_{it} \Delta \ln(E_{t-i}) + \sum_{t=1}^{q} \phi_{it} \Delta \ln(y_{t-i}) + \sum_{t=1}^{q} \theta_{it} \Delta \ln(y^2_{t-i}) + \epsilon_{it} \] (5)

\[ \Delta \ln(E_t) = a_2 + \sum_{t=1}^{q} \delta_{2t} \Delta \ln(c_{t-i}) + \sum_{t=1}^{q} \epsilon_{2t} \Delta \ln(E_{t-i}) + \sum_{t=1}^{q} \phi_{2t} \Delta \ln(y_{t-i}) + \sum_{t=1}^{q} \theta_{2t} \Delta \ln(y^2_{t-i}) + \epsilon_{2t} \] (6)

\[ \Delta \ln(y_t) = a_3 + \sum_{t=1}^{q} \delta_{3t} \Delta \ln(c_{t-i}) + \sum_{t=1}^{q} \epsilon_{3t} \Delta \ln(E_{t-i}) + \sum_{t=1}^{q} \phi_{3t} \Delta \ln(y_{t-i}) + \sum_{t=1}^{q} \theta_{3t} \Delta \ln(y^2_{t-i}) + \epsilon_{3t} \] (7)

Table 4 summarizes the results of panel Granger causality tests 1995-2014.
is a Granger causality running from CO₂ emissions to economic growth. So it’s to say CO₂ emissions are the cost to promote Chinese economic development.

In the long-run tests, there exist bidirectional causality between energy consumption and CO₂ emissions as shown in Table 4. However, economic growth doesn’t respond to deviations from long-run equilibrium.

CONCLUSION

Our research put forward the four-stage EKC hypothesis based on but expands the application of the traditional EKC theory. Chinese data of CO₂ emissions and economic growth provided some evidences for the existence of the four-stage EKC. The four-stage EKC has three turning point. So we believe that CO₂ reduction along with economic growth after a turning point is not certain, it depends on which stage the country is in.
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In order to extract and to track the drop zone of storm cells under severe convection weather, a modified SCIT (Storm Cell Identification and Tracking) algorithm is proposed, and then, the coordinates (including longitude and latitude) of starting and ending positions of all segments in modified SCIT algorithm are calculated, based on these, the extraction and tracking methods of drop zones of storm cells on the ground are proposed to track and to simulate the precipitation processes. By using the raw weather radar data of CINRAD/CB type at Ordos city of China, one precipitation process in Central Region of Inner Mongolia on 31st July, 2014 afternoon are simulated and replayed, and the tracking results show that the proposed methods can locate and extract the probable precipitation belts precisely which play an important role in making out the precipitation forecast and precipitation assessment more accurately.

**Key words:** Modified SCIT algorithm, Drop zone of storm cells, Precipitation belts.

**INTRODUCTION**

If the accurate drop zones of active storm cells are obtained, the activity region of severe convection weather like hails can be accurately located too, and it can also meet the need of fine weather forecast in high resolution. The most well-known of storm cell identification and tracking algorithms include TITAN [1-3]. These algorithms attempt to decrease the dimensionality of the problem by first finding contiguous reflectivity values above a specific threshold along one-dimensional segments, grouping those segments to form two-dimensional components, and then grouping these two dimensional components to identify storm cells. Storm cells are then stored and identified by a centroid position or an ellipse with a shape, size, and orientation similar to that of the identified storm [1-2, 4]. But the exact shape of storm cell’s drop zone cannot be fixed by these algorithms. Matthews and Trostel proposed an improved cell identification and tracking algorithm based on DBSCAN (short for Density-Based Spatial Clustering of Applications with Noise) clustering and JPDA (short for Joint Probabilistic Data Association) tracking methods, but they did not introduce the extraction methods of exact shape and the application of these in detail [4]. The occurrence of severe hail in China is not often, but these are significant meteorological phenomena from the point of view of damage to agriculture, transportation and property. Hail events are limited in time and space, and the ground observation network can only provide partial information about the hail spatial distribution [5]. In order to solve these problem, an extraction and tracking method of drop zone of storm cells which can locate the exact drop zone of storm cells and track the storm cells for acquiring the movement direction was proposed, in the end, it was tested by raw data of CINRAD/CB radar in Ordos of city China.

**PRINCIPLE OF THE MODIFIED SCIT ALGORITHMS**

The storm cell is taken as a three-dimensional shape in SCIT algorithms, and the identification process of storm cell can be divided into three stages: (1) Searching the one-dimensional storm segments; (2) Combining the two-dimensional storm components; (3) Associating two or more components into three-dimensional storm cells vertically. It searches the storm segments which meet some certain conditions with 7 threshold values (The default values are 30, 35, 40, 45, 50, 55, 60 dBZ) on all radials of all cuts of raw data in the first stages. If neighboring segments at the same cuts are close to one another azimuthally and overlap in a range with a threshold value, then the segments are combined into storm components in...
the second stages. Feature core extraction is employed to isolate the cells from surrounding areas of lower reflectivity. If the centroid of a higher-reflectivity thresholded component falls within the area of a lower-reflectivity thresholded component, the latter component is discarded. In the third stage, the storm components are sorted by decreasing mass from the great to the little firstly, and then two or more components are associated into 3D storm cells vertically. (For further details, see [2].

The storms identified by the above methods, are really the core of storms, and are not the external outline. In order to identify the external outline of storm cells accurately, the SCIT algorithms are modified in this paper. We search the segments by one reflectivity threshold value like 35dBZ and 40dBZ firstly, and then combine the components and associate the three-dimensional storm cells vertically. So the contour surface of reflectivity of storms can be obtained by the modified SCIT algorithm. If the different reflectivity threshold values are adopted, the internal structure of 3D storm cells can be acquired. The diagram is shown by Fig. 1.

EXTRACTION AND TRACKING METHOD OF DROP ZONE OF STORM CELLS

Extraction Method of Drop Zone of Storm Cells

The outline of 3D storm cells can be obtained by the above algorithm, while the drop zone of storms cannot be acquired. In fact, the drop zone of storms is more useful. In this section, the extraction methods of drop zones by the modified SCIT algorithm will be introduced.

After searching all the segments in the modified SCIT algorithm, we calculate and save the angle of elevation (marked by $E_l$), azimuth (marked by $A_Z$), starting distance (marked by $R_{S_{beg}}$), ending distance (marked by $R_{S_{end}}$) and length of segments (marked by $L_{en_{seg}}$). The calculation formulas of starting distance and ending distance are shown by formula (1) and (2).

\[ R_{S_{beg}} = SV_{beg} \times SVL - SVL / 2 \]  
\[ R_{S_{end}} = SV_{end} \times SVL + SVL / 2 \]  

In the above formulas, $SV_{beg}$ is the first range bin of one segment and $SV_{end}$ is the last, and $SVL$ is the length of one range bin. Its value is 500 meters for CINRAD/CB-type C-band all coherent Doppler radar.

If the coordinates of weather radar (including the longitude, latitude and elevation) are known, the starting and ending coordinates of storm segments can be calculated out. In the following paragraphs, the calculation methods will be introduced in detail.

Because of the atmospheric influence, pulsed electromagnetic waves sent by weather radar are bent from the rectilinear propagation path. Generally, the electromagnetic waves bend down, which increases the maximum detecting distance. In that case, we introduce the concept of equivalent earth radius, $R_e$, and we assume straight propagation of the electromagnetic waves on the surface of the “earth.” The equivalent earth radius is usually larger than the real earth radius, $R_e$. The relative curvature between electromagnetic waves and the surface of the earth does not change; it does not matter if they are transmitted on the real earth or on the equivalent earth. On that condition, and assuming standard atmospheric refraction, we can calculate $R_e$ using equation (3) [6, 7].

\[ R_e = \frac{R}{1 + \frac{dn}{dh} R_e} \]  

Where the change in refractivity with height, $\frac{dn}{dh}$, is $-4 \times 10^{-8}$ m$^{-1}$ and the known radius of the earth, $R_{e}$, is $6.378137 \times 10^6$ m, then $R_e$ becomes $8.5627 \times 10^6$ m.

Fig. 2. Diagram for calculating the height value, H, where the unit of angle is °
As shown in Fig. 2, a radar station is located at Point A, with height h. Assuming the earth is a standard sphere, when a radar scanning ray with length r, and an elevation angle \( \delta \) is sent from Point A to Point B, the length of BC is equal to \( r \cos \delta \), and the length of OC is equal to \( r \sin \delta + h + R_e \). Using the right angle \( \angle OCB \), we can calculate the standard height, \( H \), of Point B using Equation (4):

\[
H = \sqrt{r^2 \cos^2 \delta + (r \sin \delta + h + R_e)^2} - R_e
\]  

(4)

Angle \( \alpha \) and the arc length \( s \) from Fig. 2 can also be calculated as shown in equation (5) and equation (6):

\[
\begin{align*}
\alpha &= \arctan \left( \frac{r \cos \delta}{r \sin \delta + h + R_e} \right) \\
 s &= \frac{\alpha R_e}{180}
\end{align*}
\]  

(5)

(6)

In Fig. 2, if we know the longitude and latitude of Point A, the azimuth, and the spherical distance from Point A to Point B, the longitude and latitude of Point B can be calculated using the sine formula of spherical triangle and the cosine formula of spherical triangle [8].

In Fig. 2, longitude and latitude of point A are \((\lambda_A, \varphi_A)\), the longitude and latitude of point B are \((\lambda_B, \varphi_B)\), and the azimuth from Point A to Point B is \( \theta \). Then the longitude and latitude of Points D and E are also \((\lambda_D, \varphi_D)\) and \((\lambda_E, \varphi_E)\), and the azimuth from Point D to Point E is equal to \( \theta \) in Fig. 3. Note that Point D and Point E are equivalent on Fig. 2 and Fig. 3. The North Pole is designated N, and the spherical distance from Point D to Point E is equal to \( s \). We also save the spherical distance per 1° on the equator, and mark it by \( \Delta S \), its calculating formula is shown by equation (7).

\[
\Delta S = \frac{\pi R_e}{180}
\]  

(7)

Then angle \( \angle DON \) is equal to \((90 - \varphi_D)\), and the spherical distance from Point D to Point N is equal to \((90 - \varphi_D) \times \Delta S \). While the angle \( \angle NOE \) is equal to \((90 - \varphi_E)\), and the spherical distance from Point E to Point N is equal to \((90 - \varphi_E) \times \Delta S \). Since the spherical distance from Point D to Point E is equal to \( s \), and the angle \( \angle DOE \) is marked by \( \theta \), then the three points D, N, and E form a spherical triangle on the surface of the earth. According to the cosine formula of spherical triangle shown in equation (8):

\[
\cos(90 - \varphi_D) = \cos(90 - \varphi_E) \cos \alpha + \sin(90 - \varphi_E) \sin \alpha \cos \theta
\]  

(9)

which corresponds to equation (9) and Equation (10):

\[
\begin{align*}
\sin(90 - \varphi_D) &= \sin(90 - \varphi_E) \cos \alpha + \sin(90 - \varphi_E) \sin \alpha \cos \theta \\
\sin \varphi_D &= \sin \varphi_E \cos \alpha + \cos \varphi_E \sin \alpha \cos \theta
\end{align*}
\]  

(10)

Which transforms to calculate the latitude of Point B, \( \varphi_B \), as shown in equation (11).

\[
\varphi_B = \arcsin(\sin \varphi_E \cos \alpha + \cos \varphi_E \sin \alpha \cos \theta)
\]  

(11)

According to the sine formula of spherical triangle, shown in equation (12):

\[
\begin{align*}
\sin(90 - \varphi_D) &= \sin(90 - \varphi_E) \cos \alpha + \sin(90 - \varphi_E) \sin \alpha \cos \theta \\
\sin \alpha &= \sin(90 - \varphi_D) \sin(90 - \varphi_E) \sin \theta
\end{align*}
\]  

(12)

which transforms to equation (13):

\[
\frac{\sin(\lambda_D - \lambda_E)}{\sin \theta} = \frac{\sin \varphi_E}{\sin(90 - \varphi_E)}
\]  

(13)

The longitude of Point B can be calculated after transforming to equation (14):

\[
\lambda_B = \arcsin(\frac{\sin \alpha \sin \theta}{\sin(90 - \varphi_E)}) + \lambda_E
\]  

(14)

In Fig. 2, Point G is the blocking point during the visibility analysis between Point A and Point B. The GetLineofSight method of IGeoDatabaseBridge2 interface in ArcGIS Engine was used to calculate the longitude and latitude of Point G, which is equal to the longitude and latitude of Point J. This allows the angle \( \angle DOJ \), \( \beta \), to be calculated. From triangle \( \triangle AFG \) and \( \triangle OFG \), the length of AG can be derived from trigonometric functions and calculated using equation (15):

\[
AG = \frac{\tan \beta \tan \delta (h + R_e)}{\sin \theta (1 - \tan \beta \tan \delta)}
\]  

(15)

We can calculate the coordinates (including longitude and latitude) of starting and ending positions of all segments by the above formulas.

After combining the segments into storm components by using the modified SCIT algorithms, one component will contain certain numbers of segments which are sorted by azimuth, and it is shown in Fig. 4. In this figure, we connect the starting points of segments to a line (marked by Line1) in a clockwise direction. In the same way,
we connect the ending points of segments to another line (marked by Line2). Then we connect the two lines to form a closed region which can be taken as the outline of this storm component.

![Fig. 4. Extraction of the outline of one component](image)

During the connection, we create a List type of data structure which can save the starting point sets (marked by LstStartPnts) and the ending point sets (marked by LstEndPnts) of storm segments. If the points are saved into the list in a clockwise direction, we add the points in List LstEndPnts into the List LstStartPnts. After that, all the points of one closed storm components can be obtained. As the coordinates of these points saved in the list only include the longitude and latitude, the closed regions formed by these points are really the projection of storm components on the ground. By using this method, we can get all the projections on all cuts which can be used to form the drop zone of storm cells.

![Fig. 5. Union operation of some components in one storm cell](image)

As one storm cell contains two or more storm components which are relative in the vertical direction, we can get the same number of projections of storm components which are saved in lists. Then we can unite the projections of storm components by using the Union operation of polygon-on-polygon-overlay tools in ArcGIS software. The final result of this operation will be the projections of storm cells on the ground, and it is also the drop zone of storm cells on the ground at this time, and it is shown in Fig. 5 marked by red line. At last, we extract the drop zones of all storm cells, and all the drop zones of storm cells scanned by the weather radar at this time can be obtained.

**Tracking Method of Drop Zone of Storm Cells**

As the storm cells are always moving on the echo maps at different scanning time, after the identification of storm cells, we need to track the storm cells according to the radar data at different time. This operation can be realized by using the modified SCIT algorithms further. As the storm cells move, the drop zones of storm cells move too, we need to track the drop zone for acquiring the accurate probable precipitation belts.

![Fig. 6. Tracking method of Drop Zone of Storm Cells](image)

In the above section, the drop zones of storm cells have been calculated accurately. In this section, we will introduce the tracking method of drop zones. In Fig. 6, we mark the drop zone of storm cells at the first observation time, whose color is carmine, by T1, and the drop zone at the second observation time is marked by T2. Supposing that the moving direction, which can be taken as the connection of centroid between polygon T1 and T2, is from A to B (marked by line AB), we draw the vertical lines from all the vertexes of polygon T1 and T2 to line AB. The vertexes (marked by C and E) corresponding to the two longest vertical lines above the line AB will be the vertexes of the precipitation belts, in the same way, we can get the vertexes D and F. The curve a is the left part of polygon T1 divided by vertexes C and D, and curve d is the right part of polygon T2 divided by vertexes E and F. Then the closed region formed by Line CE, Curve d, Line FD and Curve a will be the accurate probable precipitation belts between the observation time from T1 to T2.
By using the above method, the accurate probable precipitation belts for all the observation times can be acquired, based on this, and then we can make out the precipitation forecast and precipitation assessment more accurately.

**TEST AND VERIFICATION OF THIS METHODS**

Based on the above methods, we track and simulate one precipitation process in Central Region of Inner Mongolia on July 31, 2014 afternoon (Beijing Time, similarly hereinafter) by using the raw radar data scanned at 18:56. The identified storm cells by using the modified SCIT algorithms at different threshold values (including 35dBZ, 40dBZ and 45dBZ) are shown in Fig. 7, 8 and 9.

![Fig. 7. Identified storm cells by using the modified SCIT algorithms at 35dBZ](image)

![Fig. 8. Identified storm cells by using the modified SCIT algorithms at 40dBZ](image)

![Fig. 9. Identified storm cells by using the modified SCIT algorithms at 45dBZ](image)

The identification results of storm cells at different observation time are shown in one map, and it is shown in Fig. 10. From this figure, we can know that the storm cells are moving to east-southeast direction. Then the storm cell identification and tracking results are analyzed. From this results, we can locate the drop zone and the passing region of storm cells, besides, the results have certain instructive effect on forecasting and estimating the amount of precipitation and the precipitation intensity.

![Fig. 10. Tracking results of storm cells at different observation time](image)

**CONCLUSIONS AND DISCUSSIONS**

A modified SCIT algorithms proposed by the authors is introduced firstly in this paper, based on the algorithms, and then the extraction and tracking methods of drop zones of storm cells on the ground are proposed to track and to simulate the precipitation processes. By using the raw weather radar data of CINRAD/CB type at Ordos city of China, one precipitation process in Central Region of Inner Mongolia on July 31, 2014 afternoon are simulated and replayed, and the tracking results show that the proposed methods can locate and extract the probable precipitation belts precisely which play an important role in making out the precipitation forecast and precipitation assessment more accurately. In this paper, we just tracked and simulated the precipitation belts, not including the hail-fall area. If the hail detection algorithms are added into these methods and the hail-fall area can be calculated out in the future, it will have more significance for forecasting the hail-fall area and appraising the damage caused by hailstorms more accurately.
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As a fishery commodity for more than a thousand years, edible jellyfish is an important seafood worldwide. In order to form the crunchy and crispy texture, jellyfish is traditionally processed by curing with salt and hydrated aluminum potassium sulfate. Therefore, potential bioaccumulation of aluminum after dietary consumption of alum-processed jellyfish has received great attention. Here, the concentration of Al in alum-processed jellyfish was measured by inductively coupled plasma mass spectrometry. Furthermore, the safety assessment of alum-processed jellyfish, especially its effects on Al accumulation in different organs were evaluated in mouse. The results indicated alum-processed jellyfish contain high concentrations of Al (549.90±4.66 mg/kg), which could be released into the in vitro human gastric digestion fluid achieving a concentration of 50.92±4.26 µg Al/L. Although no significant changes in the mortality rate, body weight, behavioral patterns, and neurotoxicity signs were observed after 30 days with intragastric administration of jellyfish slurry (up to 34.7 g/kg.bw), consumption of desalted jellyfish slurry significantly increased the Al accumulation in liver when given at medium (17.4 g/kg.bw) and high (34.7 g/kg.bw) doses. Moreover, the relative liver weights in the medium and high dose consumption group were lower than that in the control group. Furthermore, we show for the first time that organic acids such as citric acid may be a useful way to lower the Al concentration in jellyfish.

Keywords: Aluminiums, jellyfish, hepatotoxicity, simulated gastric fluid.

INTRODUCTION

Edible jellyfish is a popular seafood consumed in the world. The global catch of edible jellyfish is estimated to be more than 300,000 tons annually [1] and is valued as a multi-million dollar business with an increasing demand [2]. However, traditional processing of jellyfish involves the use of alum, which raises a food safety concern due to the possible bioaccumulation of aluminum in humans. Furthermore, marine food resources can accumulate high levels of trace elements and heavy metals in their edible tissues, such as mercury (Hg), cadmium (Cd), plumbum (Pb), arsenic (As), zinc (Zn), magnesium (Mg), iron (Fe), copper (Cu), manganese (Mn), nickel (Ni) and stannum (Sn) [3], which could interfere with human physiology, leading to a negative impact on renal, endocrine, gastrointestinal, cardiovascular and nervous systems [4].

Edible jellyfish belong to the order Rhizostomeae, in the class of Scyphomedusae, with symmetrical soft bodies consisting of a gelatinous umbrella-shaped bell and trailing tentacles.[5]. Jellyfish has been commercially exploited for food consumption worldwide for more than a thousand years, especially in Asian countries including China, Japan, Philippines, Vietnam, Thailand, Malaysia, Indonesia, Singapore and Myanmar [6-8]. Jellyfish is often served as a salad or appetizer in these countries due to its firm texture. A range of studies have reported that jellyfish possesses immuno-stimulatory, anti-fatigue, anti-oxidation properties and promotes weight loss and skin beauty [9-12]. Jellyfish has positive effects on hypertension, asthma and gastric ulcer[13].

Owing to its perishability, jellyfish is traditionally treated with a dehydration processing using a mixture of salt (NaCl) and alum (KAl(SO4)2·12H2O) to reduce the water content and decrease the pH [14]. This traditional processing procedure can extend the shelf life to up to 6-12 months at ambient temperature. Meanwhile, alum treatment also creates a crunchy texture as aluminum is a firming agent interacting with the carboxyl groups on the side chains of collagen [15], which constitutes more than 60% of tissue protein in jellyfish[16]. Although alum treatment has its merits for improving the durability and texture of jellyfish, it was also demonstrated to increase aluminum levels in processed jellyfish [7]. Therefore, possible bioaccumulation of aluminum after consumption of alum-processed jellyfish has become a food safety concern. Indeed, the Centre for Food Safety (CFS),
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the food safety authority of the Hong Kong government, has issued an advice to the public to limit the consumption of jellyfish due to confirmed reproductive toxicity and developmental toxicity of aluminum compounds in experimental animals. A number of studies also suggested that long-term exposure of aluminum shows toxicity to plants, animals and humans [17-19]. For example, aluminum can evoke several changes in neurons, which are similar to degenerative lesions observed in patients suffering from Alzheimer’s disease [20].

Here we examined the Al content in aluminized jellyfish and its release in an in vitro human gastric digestion system. Furthermore, the accumulation of Al and other trace elements and heavy metals (including Co, Mn, Zn, Cu, Pb, Mg, As, Hg, Fe, Cd, Sn and Ni) in different organs in vivo after consumption of aluminized jellyfish was also determined using inductively coupled plasma mass spectrometry (ICP-MS). In addition, a possible economic and rapid processing technology to lower the Al residues in jellyfish was investigated.

MATERIAL AND METHODS

Materials

Male SPF KM mice, weighed 33 g to 36 g (aged 8 to 10 weeks), were purchased from Xiamen University Laboratory, Xiamen, PR China. The animals were group housed in polysulphonate cages (five animals per sex). The rooms are controlled for temperature (20-22 °C), relative humidity (45-65 %) and lighting (12 h light/dark cycle). The animals were allowed to acclimatize for one week before the initiation of experiments with food and water available ad libitum. All of the animal experiments were performed according to the ethics rules approved by the Xiamen University Ethics Committee (Xiamen, China) (Permit Number: XMUMC2012-12-9).

The aluminized jellyfish was purchased from the aquatic products market of Mawei in Fuzhou, PR China and immediately stored at -20 °C until use.

Ethylene diamine tetraacetic acid solution, acetic acid, citric acid, and peroxide of hydrogen were analytical grade and purchased from Sigma Chemicals (St. Louis, MO, USA). Nitric acid and perchloric acid were ultrapure grade and purchased from Sigma Chemicals (St. Louis, MO, USA). Studied elements including Co, Zn, Cu, Pb, Mg, As, Hg, Fe, Cr, Mn, Sn, Ni and Hg were purchased from Sigma Chemicals (St. Louis, MO, USA). Standard stock solutions (1 g/L) were prepared by dissolution of corresponding spectrum metal and inorganic compounds with 1.2 mol/L HNO₃. Working solutions were obtained by diluting of these standard solutions with 1.2 mol/L HNO₃. Milli-Q ultrapure (Elix UV5 and MilliQ, Millipore, USA) water was used in the whole experiment.

Methods

Preparation of jellyfish slurry

Jellyfish was prepared according to a traditional method as previously reported [7]. Briefly, aluminized jellyfish, 15 cm in diameter for the part of the umbrella, were split into 5 equal wedges from the center and then were soaked in tap water (material: water ratio is 1:20) for 8 hours. During the procedure, the water was changed every two hours. Then, they were wiped with a paper towel for several seconds, cut into strips and ground into slurry by a miller. The slurry was sealed in zip-lock bags and stored in a 4 °C refrigerator.

Chemical composition analysis

Content of the total carbohydrate and total protein in the jellyfish slurry were determined calorimetrically using phenol-sulfuric acid [21] and bicinchoninic acid protein assay [22] as described previously. Standard methods published by the Association of the Official Analytical Chemists (1995) were used to measure the content of moisture, crude fat and ash [23].

In vitro human gastric digestion model

The experimental setup of the in vitro human gastric digestion model used was modified from the previous report [24]. The components of gastric juices used were prepared as follows: 2 g of NaCl and 7 mL of HCl (Merck, 37%), with the addition of 3.33 g of pepsin (Sigma, P7125) were diluted to 1 L and the pH was adjusted to 1.2 using 1.0 M HCl. 0.1 g of jellyfish slurry was digested under simulated 40 mL gastric juices with continuous shaking at approximately 60 rpm at 37 °C for 2 h to mimic the conditions in the stomach. After the digestion, the mixtures were centrifuged at 10,000 g for 10 min at 4 °C in order to separate the digestion fluids (aqueous phase) from the particulate residue. The quantification of Al in samples was performed through the ICP-MS before/after digestion. The concentration of Al solubilized in gastric juices was calculated as the Al (mg) released from jellyfish slurry (kg).

Intragastric administration of jellyfish slurry

The animal experiments were performed according to the ethics rules approved by the Xiamen University Ethics Committee (Xiamen, China) (Permit Number: XMUMC2012-12-9). Forty mice (7-week-old male) were randomly divided into four groups. Group A: Control mice received injections of saline (10 mL/kg.bw·d); group B: positive control mice received 34 mg (Al)/kg.bw by the means of AlCl₃ solutions; group C (low dose): mice treated...
with jellyfish slurry at 1.74 g/kg.bw; group D (mid dose): mice treated with jellyfish slurry at 3.47 g/kg.bw; group E (high dose): mice treated with jellyfish slurry at 34.7 g/kg.bw. Jellyfish slurry was administered to the mice by intragastric administration. All mice were allowed free access to diets and water throughout the test period. Signs of toxicity (general status and behavioral characteristics) were observed daily. Mice were weighed every five days. After 30 days, blood was collected from the eyeballs of mice before executed using cervical dislocation, and then the brains, liver, kidney and brain were dissected and weighed. Samples of organs were quickly frozen in liquid nitrogen, and then stored at -80°C to perform the measurements of trace elements and metal concentrations.

Trace element and heavy metals quantification by ICP-MS

Inductively coupled plasma mass spectrometry (ICP-MS, Agilent 7700) with external calibration approach was applied to quantify Al in mouse diet, jellyfish slurry and gastric juices. The sample digestion method performed, was as described in the previous report [10, 25]. For solid samples (mouse diet, jellyfish slurry), a portion of sample was accurately weighed and digested on a block heater with 500 μL of nitric acid 3 % and 500 μL of hydrogen peroxide at 120°C for 3 min followed by 150°C for 3 min, then increased the digestion temperature to 180°C for 18 min. After partial evaporation, samples were cooled down and diluted to 5 or 10 mL with ultrapure water. For liquid sample (gastric juices and blood), 50 μL of gastric juices were wet digested with 500 μL of concentrated nitric acid at 65°C for 1 h in a plastic digestion vessel on a block heater. Reagent blanks were prepared in the same manner. The sample solutions were stored in polyethylene vials below 8°C and analyzed within 5 days.

Similarly, the presence and content of the following metals in mice blood and tissue including Al, Co, Mn, Zn, Cu, Pb, Mg, As, Hg, Fe, Cd, Sn and Ni were determined by ICP-MS (Agilent 7700) with an external calibration approach. Concentrations were expressed in μg or mg per wet weight of tissue samples (μg/kg or mg/kg). Calibration and verification of instrument performance were realized using multi-element solutions, respectively tune F and tune A (Thermo®). The internal standard used was rhodium (Agilent Technologies, USA) to correct for matrix effects and instrumental drift. Calibration ranges preparation was carried out using a multi-element calibrator solution (SCP Science® Plasma Cal).

The limits of detection (LOD) and quantification (LOQ) of each analyte were calculated through the analyte concentration that corresponded to three and ten times the standard deviation of ten independent blank measurements respectively. The correlation coefficient of the standard curves ranged from R²=0.9994 to R²=0.9999, with the calibration curves displaying great linearity in the concentration range from 1 to 100 ng/g. The result is then divided by the slope of the calibration curve run on the same day of the experiment. Recovery (%), were in accordance with the performance criteria required by the European Commission (EC, 401/2006).

Organic acids treatment on alum-treated jellyfish

Different organic acids used to remove the Al in jellyfish was based on the protocol reported previously [26]. 10 g alum-treated jellyfish were soaked in 200 mL organic acids solutions, including ethylenediamine tetraacetic acid (EDTA) solution (0.01-0.2 g/L), acetic acid (AA) solution (0.1-2 g/L) and citric acid (CA) solution (0.1-2 g/L), for 100 min, and during the procedure, the solution was changed every 40 min. Jellyfish soaked in tap water was used as control.

After equilibration, the solutions were removed and jellyfish slurry was prepared as described above. The Al content was measured using ICP-MS as described above.

Statistical analysis

All experiments were performed in triplicate. All data were presented as means ± SD and all statistics were performed using GraphPad Prism 5.0 software. Differences between means were analyzed by student’s t-test or one-way ANOVA followed by Dunnett’s multiple comparison. Differences were considered to be statistical significant at p<0.05.

RESULTS

Chemical compositions

Edible jellyfish has been considered as natural diet food for its low calories and richness in protein and minerals for a long time. Consistent with previous results[7, 27], nutritional composition analysis of alum-processed jellyfish demonstrated samples mainly consists of water and protein. The jellyfish samples had very high moisture content(82.7-86.8 %) and protein content (14.3-15.8%), but low crude fat content (0.38-1.5 %). Besides, the ash content and the carbohydrate content of jellyfish sample were 0.71±0.34% and 0.82±0.21 %, respectively. These results suggested jellyfish may be a good source of protein content.
Fig. 1. (A) Aluminum content (mg/kg) in normal laboratory rodent diet (RD) and jellyfish measured by ICP-MS. (B) Aluminum content (µg/L) in gastric juices before and after digested measured by ICP-MS. Data are represented as mean ±SD (n=3), statistical significance was assessed by student’s t-test. ****P< 0.01 compared with the aluminum content in normal laboratory rodent diet.

Al residue in alum-processed jellyfish is released in simulated gastric juices in vitro

Next, we analyzed Al content in alum-processed jellyfish by ICP-MS and compared with normal laboratory rodent diet. The results showed that alum-processed jellyfish contain significantly higher (~10-fold) amount of aluminum than normal laboratory rodent diet (549.90±4.66mg/kg and 45.90±5.46 mg/kg, respectively) (Figure 1.A), suggesting alum-processed jellyfish is a Al-rich food, which is consistent to a previous report [10]. Moreover, after 2 hours digestion in the in vitro human gastric juices, Al content in gastric juices was significantly increased to 50.92±4.26 µg Al/L (Figure 1.B), indicating that Al in jellyfish slurry might be released after human gastric digestion and absorbed by the digestive system.

Alum-processed jellyfish affect liver-to-body weight index (%) of mice

The appearance and general behavioral patterns of mice were observed daily after jellyfish administration. No toxic symptoms or mortality were observed in all groups. All tested mice lived up to 30 days after the administration of jellyfish slurry at a dose of 34.7 g/kg.bw (Table 1). Furthermore, the animals in both control group and jellyfish slurry-treated groups displayed no significant changes in behavior, skin appearance, hair loss, breathing, neurotoxicity signs, and postural abnormalities.

The effect of jellyfish slurry on the body weight was determined by recording the body weight at the beginning of the experiment (day 0) and after feeding for 30 d. As summarized in table 1, the control animals gained a mean of approximately 3.51±0.98(govern the four-week experimental period. Over the same period, the weight gains for jellyfish slurry treated mice was 3.76±0.97, 4.16±0.71 and 4.68±0.93for animals receiving 1.74 g/kg.bw, 3.47 g/kg.bw and 34.7 g/kg.bw of jellyfish slurry, respectively. These values did not differ significantly from the control group.

Although no significant changes in body weight were found, the analysis of organ-to-body weight index (%) of several organs including brain, kidney and liver showed an interesting result. The organ-to-body weight index of liver in mice receiving medium-dose and high-dose of jellyfish slurry significantly lower from the control group(Figure 2), indicating alum-processed jellyfish may affect the functions of liver [7].

Fig. 2. Organ-to-body weight index (%) of mice exposed to different doses of jellyfish slurry. Organ body index (%) was calculated as (organ weight/body weight) ×100. PC: AlCl₃-treated positive control group; LDG: low dose group; MDG: medium dose group; HDG: high dose group. Each value is represented as mean ±SD (n=10), statistical significance was assessed by one-way ANOVA (Dunnett’s multiple comparison test). **P< 0.01 compared with control group.

Table 1. The effects of jellyfish slurry on mice survive and body weights

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Number of mice (day 1)</th>
<th>Number of mice (day 30)</th>
<th>Body weight day 1 (g)</th>
<th>Body weight gain (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>10</td>
<td>10</td>
<td>34.52±4.66</td>
<td>3.51±0.98</td>
</tr>
<tr>
<td>Positive control group</td>
<td>10</td>
<td>10</td>
<td>35.14±2.23</td>
<td>-1.27±2.40*</td>
</tr>
<tr>
<td>Low dose group</td>
<td>10</td>
<td>10</td>
<td>34.31±5.24</td>
<td>3.76±0.97</td>
</tr>
<tr>
<td>Mid dose group</td>
<td>10</td>
<td>10</td>
<td>36.65±2.94</td>
<td>4.16±0.71</td>
</tr>
<tr>
<td>High dose group</td>
<td>10</td>
<td>10</td>
<td>34.56±4.35</td>
<td>4.68±0.93</td>
</tr>
</tbody>
</table>

All values are presented as mean ± SD.

Alum-processed jellyfish up-regulates aluminum accumulation in liver and kidney

We next investigated the effects of alum-processed jellyfish on Al accumulation in blood,
liver, kidney, brain and bone of mice. Accumulation of Al was found to be increased in all tested organs in AlCl3 treated mice compared to the control group. Meanwhile, around 2-fold and 3-fold increase in Al accumulation in the liver were observed in mice after receiving intragastic administration of jellyfish slurry at medium- and high-doses, respectively, while a significant increase of Al accumulation was also found in the kidney. The Al concentrations in the liver and the kidney were positively correlated to the amount of jellyfish consumption, suggesting the direct contribution of jellyfish to hepatic and renal Al accumulation.

We also quantified several other trace elements and heavy metals including Co, Mn, Zn, Cu, Pb, Mg, As, Hg, Fe, Cr, Sn and Ni, in blood, liver, kidney, brain and bone of mice by ICP-MS. Values obtained are summarized in table 2. The results demonstrated that only Zn and Cu accumulation were found to increase upon medium-dose and high-dose jellyfish slurry consumption. However, compared to the dramatic change of Al accumulation in the liver (~2 folds in medium-dose group and ~3 folds in high-dose group), the changes of Zn and Cu in all other organs were relatively smaller, suggesting Al should be the major concern with regards to the food safety of alum-processed jellyfish. Interestingly, several heavy metals such as Pb, As and Hg showed a significant decrease in the organs, indicating that the jellyfish may also affect the metabolism of other heavy metals. Finally, metals such as Cd, Mn, Sn and Ni were found to be present at very low levels, beyond detection limits.

Effect of organic acids treatment on removal of Al in jellyfish

To test the effects of organic acids on lowering Al in jellyfish, EDTA, citric acid, and acetate acid solutions were used to soak jellyfish. As shown in Figure 3, the amount of Al existing in the jellyfish decreased significantly after treatment with all these three organic acids. Among the three organic acids, citric acid and acetate acid demonstrated stronger abilities in lowering the Al residues in jellyfish. Treatment with a 0.5 g/L citric acid solution significantly decreased (~80 %) the Al content in jellyfish compared to controls, while a higher concentration of citric acid (up to 2 g/L) can lower the amount of Al further (Figure 3.B).

**DISCUSSION**

The determination of harmful trace elements and heavy metals accumulation is an important part in health risk assessment in the food industry [28]. This could provide important information and help formulate guidelines for food consumption to authorities, industry and consumers. To date, the systematic study of the bioaccumulations of Al, Co, Mn, Zn, Cu, Pb, Mg, As, Hg, Fe, Cr, Sn and Ni after jellyfish consumption are lacking.

Previous studies have shown that alum-processed jellyfish contain a significantly higher amount of aluminum than fresh jellyfish, suggesting that the curing of jellyfish with alum leads to high concentrations of alum in jellyfish[7, 10].Our results support these findings - alum-processed jellyfish contains higher amount of Al (549.90±4.66 mg/kg) than regular rodent diet (45.90±5.46 mg/kg). Furthermore, it was demonstrated that the Al in alum-processed jellyfish could be released into the gastric digestive liquids after 2 hours digestion through the in vitro human digestion model. The in vitro human digestion model has been demonstrated to offer an appealing alternative to human and animal studies [29], which can mimic the human gastrointestinal conditions to study the structural changes, digestibility, and release of food components[30]. Therefore, the results here highlights and provide compelling data that the Al in alum-processed jellyfish is available for absorption in the intestinal epithelium, and the consumption of these jellyfish may possess a risk for Al accumulation in human.

Notably, chronic exposure to Al has been linked with several pathological processes, including neurodegenerative diseases [31, 32], microcytic anaemia [33] osteoporosis [34] and liver damage [35].

**Table 2.** Mean concentrations (W./W.) and standard deviations (Mean ± SD) of trace elements and heavy metals in the matrices of mouse from different groups.
Although current evidence suggests that dietary exposure to aluminum may not pose a risk for developing Alzheimer’s disease, the food safety authorities of some countries have listed aluminum residues in alumi-processed jellyfish as a significant food safety concern, and have encouraged the public to limit their consumption of jellyfish.

In vivo studies found that the medium- and high-dose consumptions of jellyfish significantly lowered the relative liver weights and increased the hepatic Al accumulation in mice. There has been numerous reports on the adverse effects of Al on the liver [17, 36]. For example, it has been reported that the treatment with AlCl₃ solutions (25-36 mg Al³⁺/kg.bw) in mice or rats resulted in liver damage by cell death or apoptosis of hepatocytes [37, 38].

Therefore, our results indicate that the liver functions may be impaired due to the Al accumulation after consumption of traditional alumi-processed jellyfish.

Previous studies also found that the bone, brain and kidney are important accumulation sites of Al in the body[17]. Our results are also consistent with these findings. Among tested organs, the highest Al accumulation is found in the kidney, followed by the bone. Furthermore, after jellyfish slurry treatment, a significant increase in Al accumulation was also found in the kidney. It was also found that Al concentration in these organs was positively correlated to the amount of jellyfish consumption, indicating a possible direct link between the jellyfish consumption and Al accumulation.

Furthermore, it is widely known that seafood consumption possesses a higher risk of bioaccumulation of heavy metals, such as Hg, Cd, Pb, As, Zn, Mg, Fe, Cu, Pb, Mn, Ni and Sn [3]. Among all the analyzed metals, Cd and Ni are recognized as human carcinogens [39]. Despite being weak mutagens, these metals also have the ability to enhance the mutagenicity and carcinogenicity of directly acting genotoxic agents such as ultraviolet or ionizing radiation [39]. Although it has been reported that jellyfish contained abundant inorganic and organic constituents including Zn, Mg, Ca, Al, Sr, Si and alkali metals [10], our data indicated that jellyfish consumption had little influence on the accumulation of these ions in mice compared to Al. Heavy metal contamination also appears not to be a major concern in the safety evaluation of jellyfish since the concentration of
several heavy metals even show a significant decrease after jellyfish consumption. Our data support the hypothesis that the excessive consumption of alum-processed jellyfish will increase the risk of Al poisoning for the consumers. The recommended dietary allowance of jellyfish should be considered based on the Al metabolism in vivo.

Several studies have documented that chelating agents such as EDTA and citric acid (CA) can effectively extract heavy metals from waste water and soil [33, 40]. We also applied these organic acids in the desalination process in order to decrease the Al concentration in jellyfish. The results indicate that organic acids would be effective chelators to reduce the content of Al in jellyfish. Future research should focus on the cost, toxicity and degradability of these chelators in the development of novel jellyfish food processing technologies[41].

CONCLUSION

Consumption of jellyfish slurry worsens the Al accumulation in liver and affects the relative liver weights at medium-dose (17.4 g/kg.bw) and high-dose (34.7 g/kg.bw) in mice, indicating a possible toxic effect of over-dose consumption of alum-processed jellyfish. Although no significant changes in mortality rates were observed after 30 days feeding with processed jellyfish, however, considering the adverse effects on liver reported here, the long-term effects of aluminum-rich jellyfish consumption warrants further investigation. Citric acid solutions may reduce Al in alum-processed jellyfish and increase its safety.

The present study provides novel and important data on the safety assessment of alum-processed jellyfish consumption, consistent with the recommendations of food authorities in some countries to reduce the consumption of alum-processed jellyfish. Moreover, this study highlights the urgent need to develop novel processing food technologies of jellyfish, which lowers the aluminum bioaccumulation in jellyfish.
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Because the effect of tensile strength on the calculation of the earth pressure of loess is worthy of further evaluation, based on the joint strength theory that fully considers tensile and shear properties of loess, this paper first analyzes active and passive limit stress equilibrium, then derives new calculation formulae for active and passive earth pressures, and finally verifies these new formulae and compares them with Rankine’s classical formulae for active and passive earth pressures. The results show that the active earth pressure of loess based on the joint strength theory is larger than the Rankine’s active earth pressure; the passive earth pressure of loess based on the joint strength theory is smaller than the Rankine’s passive earth pressure.

**Keywords:** loess, tensile strength, joint strength formula, active earth pressure, passive earth pressure

**INTRODUCTION**

Classical earth pressure theories derived from the Mohr-Coulomb strength theory, mainly include Rankine’s earth pressure theory and Coulomb’s earth pressure theory [1].

The concept of earth pressure calculation was put forward in 1773. Coulomb’s earth pressure theory [2] and Rankine’s earth pressure theory [3] are two classical earth pressure theories proposed in 1776 and 1857 respectively. These studies have laid the preliminary foundation for the research on earth pressures.


To expand the research fields of earth pressures, Nakai et al. [7] introduced the FEM into the calculation of earth pressures on the retaining wall. Zhu et al. [8] set up unified expressions of earth pressures on the inclined retaining wall. Hu et al. [9] studied active earth pressures on a retaining wall in a non-limit state via the thin-layer element method. Zhao et al. [10] established a unified solution to Coulomb’s active earth pressures of unsaturated earth. And Ma et al. [11] introduced the concept of structurality of loess to the calculation of earth pressures. The above studies have promoted the development of earth pressure. However, all these studies failed to discuss or evaluate the tensile strength of structural loess.

In order to consider the tensile strength of structural loess reasonably, Li et al. [12-14] introduced structural parameters into the joint strength theory for structural loess, and put forward a simplified hyperbolic strength formula for structural loess. In addition, based on the hyperbolic strength formula for structural loess, Song et al. [15] introduced structural parameters to the hyperbolic strength formula for structural loess. The above results have fully considered the tensile strength and the shear strength of structural loess.

Therefore, based on the joint strength theory that fully considers tensile and shear properties of loess and through analyzing active and passive limit stress equilibrium, new calculation formulae for active and passive earth pressures will be derived, verified and compared with Rankine’s classical formulae in the present study.

**METHODS**

The joint strength theory

To evaluate the tensile strength effect of structural loess reasonably, the curvilinear relation between tensile strength \( \sigma_t \) and cohesion force \( c \) obtained by tests, as shown in Fig.1. Formula (1) is the fitting formula.

\[
\sigma_t = 10^9c^3 - 0.0011c^2 + 0.7081c - 1.8913 \quad (1)
\]

Via tensile tests and triaxial shear tests, Li et al. [12] obtained strength failure stress circles as shown in Fig.2. Via analyzing Fig.2, the tensile strength values based on the reverse extension lines of Mohr-Coulomb strength lines are 2~3 times significantly higher than the corresponding actual test values.
Results indicate that the Mohr-Coulomb failure criterion overestimate the tensile strength of loess.

Fig. 1. The correlation between the tensile strength and the cohesive force of structural loess.

In Fig.2, Mohr-Coulomb strength lines in the tension-shear region are represented by smooth curves. Apparently, one strength line can be obtained after curve-fitting with a smooth curve used in the tension-shear zone and pressure-shear zone respectively. As a result, the strength line can reflect the tension-shear and pressure-shear failure. In plane $\sigma-\tau$, the joint strength formula can be shown as follow:

$$\tau^2 = (c + \sigma \tan \phi)^2 - \left(c + \tau \tan \phi \right)^2$$

Among them, $\phi$ is the internal friction angle of the backfill behind the wall.

Derivation premise and hypothesis on loess earth pressures based on the joint strength theory

The basic assumption is adopted in the Rankine’s earth pressure theory. As shown in Fig.3, $\sigma_h$ stands for the horizontal stress, and $\sigma_v$ stands for the vertical stress.

For the convenient description, the joint strength line is divided into three sections: section I indicates the strength line with the horizontal stress in the tensile-shear region, section II indicates the strength line with the horizontal stress in the pressure-shear region, and section III indicates the strength straight line with the horizontal stress in the pressure-shear region, as shown in Fig.4.

Fig. 3 The stress state of soil in slope.

Fig. 4. The segmentation of a joint strength line.

RESULTS

Derivation and analysis of active earth pressures of loess based on the joint strength theory

Analysis of limit equilibrium state in active earth pressure

When the horizontal force $\sigma_h$ decreases to a certain extent, the Mohr’s stress circle is right tangent to the joint strength line. At this point, the horizontal force $\sigma_h$ is the active earth pressure $p_a$.

The active limit equilibrium state of soil can be analyzed in three cases (Fig.4). In the first case, the horizontal stress decreases to the extent that the Mohr’s circle is tangent to section III; in the second case, the horizontal stress decreases to the extent that the Mohr’s circle is tangent to section II; and in the third case, the horizontal stress decreases to the extent that the Mohr’s circle is tangent to section I.

When the soil is in a state corresponding to the first case:

$$p_a = y z \tan \left(45^\circ - \frac{\phi}{2} \right) - 2c \tan \left(45^\circ - \frac{\phi}{2} \right)$$

When the soil is in a state corresponding to the second or third case, active earth pressures on the retaining wall can be derived based on the joint strength.

(2) Derivation of new loess active earth pressure

When the Mohr’s stress circle is in an active limit equilibrium state (as shown in Fig.5). Assume that point G is the tangent point, point E is the center of
the Mohr’s stress circle, and line segment GF is perpendicular to axis σ with point F as the pedal point.

Fig. 5. The active limit equilibrium state

According to formula(2), the ordinate of point G can be obtained. So
\[
g = \sqrt{(c + \sigma_g \tan \phi)^2 - (c + \sigma_g \tan \phi)^2}
\]
with point F as the pedal point.

Accordingly, the equation for the normal line at point G can be calculated as:
\[
\tau - \tau_0 = -\frac{1}{k_t} (\sigma - \sigma_o)
\]

Based on formula(5) and equation \(\tau = 0\), the abscissas of E can be acquired as:
\[
\sigma_e = \frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi
\]

Therefore, center point E \((\sigma_e, 0)\).

The equation for the corresponding Mohr’s stress circle can be determined as:
\[
\left[\sigma - \left(\frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi\right)\right]^2 + \tau^2 = \tau_0^2\left(1 + k_t^2\right)
\]

When \(\tau = 0\) in equation(8), the major principal stress \(\sigma_1\) and the minor principal stress \(\sigma_3\) can be calculated respectively as:
\[
\sigma_1 = \frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi + \sqrt{\tau_0^2 + \frac{1}{\cos \phi} \tan \phi^2}
\]
\[
\sigma_3 = \frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi - \sqrt{\tau_0^2 + \frac{1}{\cos \phi} \tan \phi^2}
\]

Put formula (4) and \(\tau_0\) into formula(9) and formula(10), then:
\[
\sigma_1 = \frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi + \sqrt{(c + \sigma_g \tan \phi)^2 - (c + \sigma_g \tan \phi)^2}
\]
\[
\sigma_3 = \frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi - \sqrt{(c + \sigma_g \tan \phi)^2 - (c + \sigma_g \tan \phi)^2}
\]

According to formula(11), an inverse solution can be made as:
\[
\sigma_o = \frac{1}{\sin \phi} \cdot \sigma_1 + 2c \sin \phi \cdot \cos \phi \cdot \sigma_g - \cos \phi \left(\sigma_o \tan \phi + 2c \cdot \sigma_g \tan \phi\right)
\]

To simplify formulae, let:
\[
\begin{align*}
A &= -\cos \phi \left(\sigma_1 \tan \phi + 2c \cdot \sigma_g \tan \phi\right) \\
B &= 2c \sin \phi \cdot \cos \phi \\
D &= \sin \phi
\end{align*}
\]

Then formula(13) can be simplified as:
\[
\sigma_o = -\sqrt{D \cdot \sigma_1^2 + B \cdot \sigma_1 + A + \sigma_t}
\]

In the same vein, formula(12) can be simplified as:
\[
\sigma_o = -\sqrt{D \cdot \sigma_3^2 + B \cdot \sigma_3 + A + \sigma_t}
\]

Formula(15) and formula(16) are equal:
\[
\sqrt{D \cdot \sigma_1^2 + B \cdot \sigma_1 + A + \sigma_t} = \sqrt{D \cdot \sigma_3^2 + B \cdot \sigma_3 + A + \sigma_t}
\]

After transforming formula(17), \(\sigma_3\) can be calculated as follows:
\[
\sigma_3 = \frac{\left(\frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi - \tau_0\right)^2}{2 - \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \tan \phi^2 - \tau_0^2}
\]

When the soil is in an active limit equilibrium state, \(\sigma_1 = \gamma z\), and \(\sigma_3 = p_a\). Then it can be inferred from formula(18) that:
\[
\sigma_3 = \frac{\left(\frac{1}{\cos \phi} \sigma_o + \frac{1}{\cos \phi} c + \frac{1}{\cos \phi} \tan \phi - \tau_0\right)^2 - \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \tan \phi^2 - \tau_0^2}{2 - \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \cdot \frac{1}{\cos \phi} \tan \phi^2 - \tau_0^2}
\]

where \(\gamma\) refers to the weight of the backfill behind the wall, and \(z\) refers to the depth of the backfill behind the wall.

(3) Verification of the new method of calculating active earth pressures

To verify the joint strength method, active earth pressures on a retaining wall (Fig.3) at the height of 25m are calculated. The calculation conditions are as follows:

In condition C1-1: cohesive force \(c=20\text{kPa}\), internal friction angle \(\phi=20^\circ\), and tensile strength \(\sigma_t\) of soil \(-12\text{kPa}\).

In condition C1-2: cohesive force \(c=40\text{kPa}\), internal friction angle \(\phi=20^\circ\), and tensile strength \(\sigma_t\) of soil \(-25\text{kPa}\).

In condition C1-3: cohesive force \(c=60\text{kPa}\), internal friction angle \(\phi=20^\circ\), and tensile strength \(\sigma_t\) of soil \(-37\text{kPa}\).

After putting the parameters into formula(3) and formula(19), two distribution curves can be obtained, as shown in Fig. 6.
It can be known from Fig.6: active earth pressure values of loess based on the joint strength theory are nonlinearly distributed and larger than Rankine’s active earth pressure values; the tensile crack depth of the backfill behind the wall based on the joint strength theory is smaller than that based on the Mohr-Coulomb theory.

The above results show that the Mohr-Coulomb strength theory overestimates the tensile strength of loess.

Derivation and analysis of passive earth pressures of loess based on the joint strength theory

(1) Analysis of limit equilibrium state in passive earth pressure

When the horizontal force $\sigma_h$ increases to a certain extent, the Mohr’s circle is tangent to section II; in the second case, the horizontal stress increases to the extent that the Mohr’s circle is tangent to section III.

When the soil is in a state corresponding to the second case:

$$ p_p = \gamma z \tan \left( 45^\circ + \frac{\phi}{2} \right) + 2c \tan \left( 45^\circ + \frac{\phi}{2} \right) \tag{20} $$

When the soil is in a state corresponding to the first case, passive earth pressures of loess can be derived based on the joint strength.

(2) Derivation of new loess passive earth pressure

When the Mohr’s stress circle is in an passive limit equilibrium state (Fig.7). Assume that point N is the tangent point, point M is the center of the Mohr’s stress circle, and line segment NQ is perpendicular to axis $\sigma$ with point Q as the pedal point.

![Fig. 7. The passive limit equilibrium state.](image)

According to the method of Section 3.1.2. It can be inferred that:

$$ \sigma_N = \sqrt{D \cdot \sigma_1^2 + B \cdot \sigma_1 + A + \sigma_1} \tag{21} $$

$$ \sigma_N = \sqrt{D \cdot \sigma_3^2 + B \cdot \sigma_3 + A + \sigma_3} \tag{22} $$

Formula(21) and formula(22) are equal. After transforming formula, $\sigma_1$ can be calculated, and $\sigma_3=\gamma z$, and $\sigma_1=p_p$, therefore:

$$ p_p = \frac{44w + B ( \gamma z + B + D \cdot \gamma z + D \cdot B \cdot \gamma z )}{2w + B + D \cdot \gamma z + D \cdot B \cdot \gamma z} \tag{23} $$

(3) Calculating verification of passive earth pressures

To verify the joint strength theory, passive earth pressures on a retaining wall (Fig.3) at the height of 25m are calculated and analyzed. The adopted groups of parameters are identical to those in Section 3.1.3.

After putting these different condition parameters into formula(20) and formula(23) respectively, two distribution curves of passive earth pressures can be obtained, as shown in Fig.8.

It can be obtained from Figure 8: passive earth pressure values of loess based on the joint strength theory are approximately linear distribution and smaller than Rankine’s passive earth pressure values; with increasing backfill depths, passive earth
pressure values of loess based on the joint strength theory and Rankine’s passive earth pressure values gradually approach. The above results show that the Mohr-Coulomb strength theory overestimates the tensile strength of loess.
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A novel Induction Motor with Compound Cage Rotor (IMCCR) is proposed in this paper, in which rotor bars are composed of upper parts made of Cu-Fe alloy (conductor for electric and magnetic) and lower parts made of cast aluminum. By using time-stepping Finite Element Method (FEM), the electro-thermal fields coupling analyses of IMCCR are implemented. Firstly, the electromagnetic and thermal fields of the motor under locked rotor condition are analyzed, and the transient thermal process of motor is also studied, the calculated results are validated by the experimental results. Then, the electromagnetic and thermal fields of the motor excited by impulse current are studied, and the influence on transient heat transfer process in IMCCR are analyzed, especially for the effects on stator windings insulation. The obtained results are compared with that of machine operating under locked rotor condition, which may provide references for the studies on thermal performances of machine operating with impulse current and the heat transfer characteristics of the stator winding insulation.

Keywords: Cu-Fe alloy, compound cage rotor, transient thermal field, locked rotor, inrush current.

INTRODUCTION

The novel alloy materials are widely applied to the motor. By replacing the rotor bars and the end rings of the motor, the electromagnetic parameters and the mechanical parameters are improved, thus the motor can get better performances and safer than it before. A novel alloy material, composed of copper, iron and the other elements, is developed to fabricate the rotor bars of the motor. It is conductor both for current and the magnetic field. Taking advantages of the novel Cu-Fe alloy, a novel induction motor with compound cage rotor, which is very different with the conventional motor, is developed in the paper [1,2].

In practical applications, especially in the occasion of starting with heavy load and the large voltage drop of the long wire, the motor would operate at very low speed or even under locked condition; the auto-reclosure would work. Due to the existence of residual voltage, while power is supplied again, the winding terminal voltage would exceed the rated value and the instantaneous current may ten times more than the rated ones. During the instantaneous process, the current turbulence would occur, and the harm is complicated, for example the local temperature of the motor rise sharply in such a very short time that may cause the damage of motor insulation, or even the burnt-out of the motor itself [3,4,5,6,7,8,9,10].

Thus, the novel induction motor with compound cage rotor, having high performance during starting process, is researched in the paper. The electromagnetic characteristics of the motor under locked rotor condition and operated with impulse current (2.5 times of the locked current) are analyzed. The transient thermal process of the motor under the two special conditions during 10s is also calculated. The transient temperature varies process of the stator winding insulation is detailed in the paper, which would provide reference for fault analysis about insulation in motor.

Fig. 1. Structure of IMCCR and the heat equivalent diagram of the cage bar

DESIGN OF IMCCR

In this paper, the main element of the Cu-Fe alloy material is industrial pure iron (81.7% in weight) and electrolytic copper (17% in weight). Before smelting, magnesium (0.25% in weight), ferromanganese (0.7% in weight),
copper phosphorus (0.05% in weight), ferrosilicon (0.2% in weight) and aluminum (0.3% in weight) are added in the raw materials. From associate tests, the permeability of the alloy is about 20 times than that of air and its electric conductivity is about 1.5 times than that of iron. By using the alloy material, a novel induction motor with compound cage rotor is developed. The upper part of rotor bar is made of alloy material and the lower part is made of cast aluminum. The structure of the novel IMCCR and the heat equivalent diagram of the cage bar are shown in Figure1.

ELECTRO-THERMAL ANALYSIS

Electromagnetic Analysis

To simplify the calculation of the electromagnetic field, the following assumptions are made [11]:

1) For there is no skew slot in motor and air-gap length is so small compared with motor polar pitch, the flux distribution in motor core would be 2-D perpendicular to axial direction.

2) Kelvin effect in stator core and windings is ignored.

3) Flux density, magnetic intensity, and magnetic vector potential are sinusoidal waves with time.

Based on the aforementioned assumptions, the whole cross-sectional region of motor core perpendicular to the axial direction (z-axial) is selected as the 2-D analysis model, as shown in Figure 1. The boundary of stator outer periphery $s_1$ and rotor inner periphery $s_2$, $A_x = 0$. Thus the electromagnetic equations would be

$$\begin{align*}
\frac{\partial}{\partial x} \left( \frac{1}{\mu_x} \frac{\partial A_x}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\mu_y} \frac{\partial A_y}{\partial y} \right) = j\omega \sigma \mu_x A_y - J_z \\
A_y \big|_{s_1+s_2} = 0
\end{align*}$$

(1)

where $A_x$ and $J_z$ are magnetic vector potential and the source current density exclude the eddy current in the $z$-axial component (in A/m²) respectively, $\sigma$ is the conductivity (in S/m), $s$ is slip, $\mu_x$ is effective permeability.

In the electromagnetic analysis under locked rotor and inrush current operating condition, the stator currents are iterated calculated, in which (2) is selected as the convergence conditions.

$$\begin{align*}
\hat{U} = I(R_1 + jx_1) - \hat{E} \\
n_s^{(k)} = n_s^{(k-1)} \frac{U}{U_s^{(k-1)}}
\end{align*}$$

(2)

where $\hat{U}$ is the terminal voltage(in V), $\hat{E}$ is stator phase electromotive force(in V), $n_s$ is winding current (in A), $R_1$ and $x_1$ are the windings resistance and end leakage reactance, respectively.(in ohm).

A 3kW prototype of IMCCR is produced and tested, and Table I shows the comparisons of the prototype starting performance with that of same power IM, from which the good starting performance of IMCCR could be clearly.

| Table 1. Comparison of motor starting performance. |
|-----------------|-----------------|-----------------|
|                  | IMCCR calculated | Normal induction motors Test |
| Starting current(A) | 33.69            | 34.1            | 38.9 |
| Starting torque(N.m) | 23.68            | 23.7            | 21.6 |

Figure 2 shows the distributions of eddy current density in rotor bars while motor operating with locked rotor and inrush current. Comparing with that in locked rotor operating, the maximum value of induced rotor eddy current density increases about 86.3% in inrush current operating. However, the distributions tendencies have no obvious difference.

Transient Thermal Analysis

To consider the eddy loss (heat sources) in rotor bars comprehensively, and make the thermal analysis model more accurately, the layered equivalent model for rotor bars is developed as shown in Figure 1.

The IMCCR adopts totally-enclosed outer fan cooling system. To simplify the calculation, the 3D temperature field problem is converted into 2D situation and the solve model and temperature measured positions are shown in Figure 3.

In the figure, $l_1$ is the inner surface of rotor core, $l_2$ is terminal box on the shell and the tooth ends of cooling fin, $l_3$ is other part on the shell. Test points $S_1$ and $S_2$ locate at stator wedges, and test points $d_1$ locates at stator windings, whereas test points $R_1$ and $R_2$ at casting aluminum bar and alloy bar, respectively.

According to [10], the mathematical model for 2D transient temperature field could be (3), in which the second equation is the condition of initial temperature, and the third one is the heat transmission boundary conditions, and the last equation is the adiabatic boundary conditions for shaft.
where, \( T \) is temperature (in \(^\circ\text{C}\)), \( \lambda \) is the thermal conductivity coefficient (in \(\text{W/(m·}\ ^\circ\text{C))}\), \( q_r \) is the heat source density(in \(\text{W/m}^2\)), \( \rho \) is the density (kg/m\(^3\)), \( C \) is mass heat capacity (in \(\text{J/(kg·}\ ^\circ\text{C})\)), \( t \) is time(in s), \( n \) is unit normal vector on the surface, \( \alpha \) is heat transfer coefficient(in \(\text{W/m}^2\cdot\ ^\circ\text{C}\)), \( T_{f} \) is the ambient air temperature (in \(^\circ\text{C}\)), \( \varphi(x,y) \) is the temperature at each node when \( t = 0 \).

From the electromagnetic analysis, the stator copper loss and rotor eddy loss are obtained, and the corresponding heat generation rates are shown in Figure4. In the figure, \( d_1 \) is for stator windings heat generation, which is determined by stator current. However, for the induced eddy current distributes unevenly in a rotor bar, the heat generation is different between parts (shown in Figure2), among which casting aluminum at rotor notch (\( c_1 \)) has the highest heat generation density in the motor.

**Fig. 3.** Thermal analysis model and temperature test positions for IMCCCR

**Fig. 4.** Heat generation densities in IMCCCR different parts under different operating conditions

**TRANSIENT TEMPERATURE ANALYSIS OF IMCCCR**

In this study, temperature of motor operating with short time locked rotor had been tested. The experiment equipments are shown in Figure5. Here, magnetic powder brake is selected as the simulation load. The temperature on the shell was tested by infrared thermos cope, and the temperatures inside motor are tested by heat sensitive resistance with precision of 0.1 \(^\circ\text{C}\).

**Table 2.** Comparison of calculated temperatures with the measured data in locked rotor operating at 10\(^{th}\) second.

<table>
<thead>
<tr>
<th>positions</th>
<th>calculated((^\circ\text{C}))</th>
<th>test((^\circ\text{C}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_1 )</td>
<td>21.39</td>
<td>16.76</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>21.40</td>
<td>17.16</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>41.44</td>
<td>38.34</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>44.72</td>
<td>40.52</td>
</tr>
</tbody>
</table>

The comparisons of test temperature with the calculated values are shown in Table II. For equivalent model could not simulate motor actual situation completely and transient temperature measurement also have certain deviation, the calculated temperature is higher than that of measured.
During the locked rotor operating and inrush current operating, the isothermals in stator slots at time of 10\textsuperscript{th}s are shown in Figure 6. In locked rotor operating the highest temperature is 42.4\,\textdegree C, and temperature rise up about 2.9\,\textdegree C per second. Whereas in inrush operating, the highest temperature is about 195.5\,\textdegree C temperature rise rate is about 18.2\,\textdegree C per second, which is 6.28 times than that in locked rotor.

The temperature drop in insulation layer in locked operating is 10-25\,\textdegree C, whereas it is about 90-150\,\textdegree C in inrush operating. The highest temperature is over the extreme temperatures of insulation already, which would reduce the life of insulation.

**Temperature Distribution in IMCCR Stator**

Figure 7 shows the variation of temperature along the inner boundary of stator insulation layer with time. At 1\textsuperscript{st} second, temperature distribution curves are nearly straight lines, and the temperature difference of insulation in locked rotor operating is only 0.8 \,\textdegree C, which is about 15\,\textdegree C in operating with inrush current. While operating for 5 second, generated heat in stator windings increase obviously, which made temperature rise significantly. The average temperature in insulation inner boundary reaches up to 89.6\,\textdegree C in operating with inrush current, which about 3.53 times than that in locked rotor operating. While to 10s, the average temperature reaches to 160.5\,\textdegree C, and the temperature difference is about 35\,\textdegree C, which are 36.8\,\textdegree C and 5.6\,\textdegree C for motor operating with locked rotor.

Figure 8 shows the variation of temperature along the insulation layer outer boundary with time. Due to the poor heat transfer ability of insulation material, the heat generated in stator windings could not be delivered timely, so temperatures at these positions are comparatively lower than that in inner boundary shown in Figure 7. The highest temperatures here in motors operating with locked rotor and inrush current are 15\,\textdegree C and 23.4\,\textdegree C respectively. Comparing to teeth, the heat transfer conditions of yoke is better due to its larger area, so the temperature of insulation connect to yoke is lower than that to teeth. Thus, in Figure 7 and Figure 8, it is relatively lower in middle of temperature distribution curves.

From the analysis above, in the short time special operating, the temperature difference between two boundaries of insulation is so big that the temperature distribution along the radial direction is extremely uneven. Thus, radial thermal analysis for insulation layer is significantly to associate thermal stress study.

Considering the structure symmetry, only one side of insulation layer is analyzed here. From above analysis, the high temperature region of insulation includes positions at node 1, 2, 3, and 4. Thus, in following analysis, the temperature on line through node 2 and node 3 along the radial direction is studied, and temperature radial distribution in insulation layer at different time are shown in Figure 9. The temperature difference in insulation layer along the radial direction is rising sharply, and the temperature changes from 1.6\,\textdegree C to 141.7\,\textdegree C in 10 second operating with inrush current, which is about 6.3 times than that of locked rotor operating, which would lead to aging or damaged for insulation.

In addition to above analysis, the thermal process of motor for the next 600 second natural cooling is also studied, as shown in Figure 10. In this stage, temperature of insulation layer next to stator windings is dropping quickly, whereas for that close to stator teeth the temperature is still increasing. In the inrush current operating, temperature of insulation reaches its maximums values after 50s, and then begins to decrease, but it begins to rise after 170s due to the influence of the heat transfer from rotor. The same process of locked rotor operating is studied in [12] already.

**Transient Temperature Variation in Rotor**

Figure 11 shows the temperature distribution of rotor in the inrush current operating. From the isotherm when \(t=1\text{s}\) and \(t=10\text{s}\), it can be indicated that temperature in the rotor bar increased more quickly than other parts for higher heat density here. Temperature at the notch is the highest since the higher heat flux density and bad heat transfer conditions. The temperature in rotor is decreasing gradually along the radial directing to shaft, which is similar to that in locked rotor operating studied in [12].

The highest temperatures at stator windings center (node d1) and rotor notch (node c1) are studied next, and temperature time variation curves
in locked rotor and inrush current operations are shown in Figure 12. Because the heat transfer condition at rotor notch is much better than that of stator insulation layer, temperature at rotor notch is always lower than that in windings center in locked rotor operating, although heat generation at rotor notch is comparatively bigger. Whereas in the inrush current operating, stator windings temperature is higher than that of the rotor notch in the initial period, but temperature of rotor notch is becoming higher than that of stator windings gradually due to the high heat generation.

![Fig. 6. Isotherm of the stator slots in IMCCR under different operating (℃).](image)

![Fig. 7. Variations of temperature at insulation inner boundary with time](image)

![Fig. 8. Variations of temperature at insulation outer boundary with time](image)

![Fig. 9. Radial temperature distribution in insulation layer with time](image)
Fig. 10. Variation of radial temperature difference in insulation with time in IMCCR operating with inrush current

Fig. 11. Isothermal of rotor at different time in operating with inrush current

Fig. 12. Variation of the highest temperature with time in IMCCR
CONCLUSIONS

1) Comparing with that in motor operating with locked rotor, the highest temperature in motor operating with inrush current appears at different position and becomes higher.

2) The temperature distributes unevenly along the inner boundary of windings insulation layer, the temperature difference is 5.6°C after locked rotor operating for 10 seconds, whereas for operating with inrush current it is about 35°C.

3) The temperature difference in insulation layer along the radial direction is rising sharply in these two operating, which changes from 1.6°C to 141.7°C in 10 second operating with inrush current, and this would lead to aging or damaged for insulation.
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It will be conducive to promote sustainable development of the western rural economy by breaking financial restraints on rural economic development and fully playing the catalyst role of financial capital in improving rural production efficiency. Based on the endogenous economic growth theory, this paper analyzed the decisive relationships between variables such as economic growth in western rural China and capital marginal output rate, transformation rate of rural saving to investment and rural savings rate, analyzed the factors affecting changing of these variables, tested the factors by Johansen co-integration test method in the vector auto-regressive model by taking the relevant data of western rural economic development and rural finance from 1985-2012 in China as sample.
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INTRODUCTION

After years of rapid growth, the economy in western rural China has made considerable development, while integrally still in a state of small-scale peasant economy or of natural economy production with low efficiency of agricultural production. The growth of western rural economy and increasing of farmers' income mainly rely on the inputs of land and labor force instead of total factor productivity. The development pattern of western rural economy is still characterized in extensive growth. Under the constraints of domestic and international market competition intensifying, production factors outflow increasing and ecological environment deteriorating, the western rural economic development is unsustainable. In order to solve the above problems, a fundamental transformation of western rural economy development pattern is required which means transformation from extensive pattern to intensive pattern. And the intensification of production factor inputs is the premise and foundation of realizing transformation from extensive growth to intensive economic growth in western rural economy. The important features of western rural economy, intensification and sustainable development, is extensive inputs of resources and labor replacing by the intensive input of capital and technology especially. The current status of development in western rural China is that supply of labor and land are sufficient and of capital and technology are scare. Under the condition of fixed rural production technical level, the capital element, especially the rural financial capital, has significant restraint effects on intensification and sustainable development of western rural economy. Consequently, it will be conducive to promote sustainable development of the western rural economy by breaking financial restraints on rural economic development and fully playing the catalyst role of financial capital in improving rural production efficiency. For this reason, it is necessary to study the relationship between rural economy sustainable development in western China and the financial capital so as to explore deeply how to promote transformation of western rural economy development pattern.

Literature reviews

Regarding the effect of financial capital on rural economy development, the effect of finance on economy growth has been emphasized in foreign early classical literatures made by Bagehot, Schumpeter, Gurley, Shaw, Goldsmith and McKinnon etc [1]. While according to Robinson [2] and Lucas [3], finance has no substantial contribution to economy growth. Till now, foreign academic circles still pay close attention to the study of the effect of finance on economy growth. It has been found by Alessandra [4], August etc [5], Ferda [6], Hsu etc [7], Kar etc [8], Ikonen [9], James [10] and so on that, finance, in the way of private savings and investment, can promote economy growth, through theoretical research and empirical analysis both. Levine [11], who has further broken up the functions of financial system into five areas, i.e. mobilizing savings, resource configuration, convenient for risk management,
supervising administrators as well as convenient for goods and service exchanging, also thought that finance, through capital accumulation and technical progress, can promote economy growth. Finance, which leads capital from low-efficiency department to high-efficiency department, finally realizes improving of the integral economy efficiency through optimizing capital allocation. In recent years, the effect of technological innovation on economy development is getting greater; the endogenous financial development theory is getting deeper; the finance innovation efficiency is paid close attention[12].

Generally speaking, there are very less literatures about the effects of financial capital on sustainable development of western rural economy. Most of the literatures are concerned on the relationship between finance development and rural economy growth, while no consistent conclusion has been made. And the study of the effects of financial capital on sustainable development of western rural economy, in particular, is scarce. Based on the endogenous economic growth theory frame and taking the relevant data of western rural economic development and rural finance from 1985-2012 as sample, this paper analyzed the restrictive factors of financial capital on western rural economy, and gave answer for whether financial capital can effectively promote transformation of economy development pattern in western rural China.

SPECIFICATION AND PARAMETER SETTING OF THE MODEL

Capital moderate over expansion or through promotion of government direct investment or financial capital, increasing capital investment to western rural economy is proper. While for western rural sustainable economy development, the crucial point is to stimulate economic endogenous growth by financial capital. In order to analyze the effects of financial capital on sustainable economic development in western rural area, we suppose that the western rural economy is a closed economy without government, only produce one kind of product, which can be used for consumption or investment, and suppose that the labor force input scale remains constant, thereby the gross output function can be simplified as:

\[ Y_t = AK_t \]  

(1)

In which A is the capital marginal output rate, K is the total capital stock. In case the product is used for investment and be depreciated at a certain rate terminally, given the capital depreciation rate \( \delta \) as a constant, it can be conclude

\[ I_t = K_{t+1} - (1 - \delta)K_t \]  

(2)

Make \( g \) as the western rural economy growth rate of term \( t \), from (1) knows that \( g_{t+1} = \Delta Y_{t+1}/Y_t = (AK_{t+1} - AK_t)/Y_t \). It is obtained by substitution of (2):

\[ g_{t+1} = A \frac{I_t}{Y_t} - \delta \]  

(3)

In a western rural economy system with government involvement, the effects of financial capital mainly reflect in accumulating fund and transforming into capital more efficiently. The capital market reaches equilibrium when the gross saving \( St \) equals to gross investment \( It \). With profit-seeking nature and high transaction cost, the financial capital will have leakage in the process of rural saving transforming into rural investment. Suppose the leakage rate is \((1-\theta)\), then equilibrium is achieved if \( I_t = \theta S_t \), in which \( \theta \) is saving to investment transformation rate. In this way the economy growth rate under equilibrium is:

\[ g = A\theta \delta - \delta \]  

(4)

In which \( s=S/Y \) is saving rate. It is observed from (4) that capital marginal output rate \( A \), saving to investment transformation rate \( \theta \) and saving rate \( s \) are decisive variables for western rural economy growth. Any factors which affecting these three variables will affect the endogenous growth of western rural economy. The expansion of financial capital scale and efficiency improving will increase saving and improve transformation rate of saving to investment which will transform more savings into investment and further increase capital accumulating; ultimately, the output is increased by increasing the scale effect of capital accumulating and technological progress.

RESULTS AND DISCUSSION

Variable selection and data source

It is known from the above that the decisive variables for economy growth in western rural area \( g \) are capital marginal output rate \( A \), saving to investment transformation rate \( \theta \) and saving rate \( s \), and any factors which affecting \( A \), \( \theta \) and \( s \) three variables will affect western rural economy growth. Normally, western rural economy growth \( g \) is measured by rural income. Due to lacking of complete statistics data, this paper indicated western rural economy growth index by variation of the sum of primary industry added value (GDP) and township enterprise added value. Capital expansion supports innovation activities of research
department, promotes technological progress which brings output scale increasing return that makes up the defect of capital marginal return diminishing and realizes western rural economy sustainable growth. Therefore, capital marginal output rate is affected by investment ratio. Under the assumption of a clearing western rural market and no stock for producer, the gross investment equals to the fixed capital investment; and capital marginal output rate can be indicated by the ratio of western rural economy growth to fixed capital investment TZ. Saving to investment transformation rate θ is subject to the level and efficiency of western rural financial development. According to financial development theory, western rural financial development level FIR is indicated by the ratio of western rural financial assets to western rural economy growth, in which western rural financial total asset is indicated by the sum of western rural deposits and loans. Western rural financial development efficiency XL, which is the efficiency of deposits transforming into loans by western rural financial system, reflects allocation capability of western rural financial system on rural financial resource and is indicated by the ratio of loans to deposits in this paper. The saving ratio s reflects integral rural saving condition. The western rural savings are affected more by the actual rural disposable assets balance, which is taken up mostly by rural savings. For this reason, the western rural saving ratio is indicated by western rural deposits ratio CB in this paper.

Considering the effects of factors such as data availability and statistical caliber etc, the statistical data of relevant provinces and cities in west part from 1985-2012 were adopted in the paper. Primary industry Gross Domestic Product (gross output of agriculture, forestry, animal husbandry and fishery), township enterprise added value as well as fixed assets investment data were from statistical yearbook of relevant provinces and cities. The rural deposits were the sum of farmers’ savings and deposits and agricultural deposits; the rural loans were the sum of loans of agriculture, forestry, animal husbandry and fishery as well as of township enterprise, of which data were from each issue of Almanac of China's Finance.

**Model specification**

Based on the above mentioned theoretical analysis, the measurement model of this article was established with consideration of variable selection and data source:

$$ g = \beta_0 + \beta_1 TZ + \beta_2 FIR + \beta_3 XL + \beta_4 CB + \mu \quad (5) $$

In the above equation, $\beta_0$ is a constant term, and $\beta_1, \beta_2, \beta_3, \beta_4$ are western rural investment ratio TZ, western rural financial development level FIR, western rural financial development efficiency XL, coefficient of western rural deposits ratio CB respectively. $\mu$ is a random error term.

**Empirical analysis**

In order to judge the stationeriness of the above variables, Eviews8.0 was adopted to ADF test all variables. The result (see table 1) showed that $g$, TZ, XL, FIR, CB were all non-stationary variables and all data sequences which have been first difference treated were all stationary and integrated of order one under 1% significance level. In which $\Delta g$, $\Delta TZ$, $\Delta XL$, $\Delta FIR$, $\Delta CB$ indicated integrated of order one of corresponding variables. It was known from the ADF test that $g$, TZ, XL, FIR, CB were all I (1) process. According to the cointegration theory, there may exist co-integration relationship, namely long-term stable relationship in case the variables were the same order single whole(Table1).

According to the AIC and SC criterion, it was determined that the optimum lag phase of VAR model of $g$, TZ, XL, FIR, CB was phase II. The whole test process was realized by Eviews8.0 of which cointegration result was shown in Table 2.

From Table 2, it could be seen that co-integration relationship, namely long-term stable relationship existed between the five variables $g$, TZ, XL, FIR, CB under 1% significance level within sample range of 1985-2012. The equilibrium vector was as follows:

$$ \beta' = (1.00,0.405870,-0.012720, -0.887561,0.137883,0.140613) \quad (6) $$

The cointegration equation of the five variables was as follows:

$$ \ln g = -0.405870 + 0.012720 \times \ln TZ + 0.887561 \times \ln XL - 0.137883 \times \ln FIR - 0.140613 \times \ln CB $$

\[\begin{array}{cccccc}
0.04681 & 0.00093 & 0.08333 & 0.02132 & 0.04086 \\
\end{array}\]
The cointegration equation shows that long-term equilibrium relationship existed between the five variables during 1985-2012 and positive relationship exists between western rural investment ratios (TZ), western rural financial development efficiency (XL) and rural economy growth (g). The contribution degree of western rural financial development level (FIR), western rural deposits ratio were unfavorable factors for western rural financial development. Capital marginal output rate is 0.064067; capital moderate over investment to western rural economy is 10% (-2.660720); the contribution degree of western rural deposit was -0.400193; while western rural sustainable economic development, the crucial point is to stimulate economic endogenous growth by financial capital. Capital marginal output rate, saving to investment transformation rate and saving rate are decisive variables for western rural economy growth. Any factors which affecting these three variables will affect the endogenous growth of western rural economy. The increasing of transformation rate will transform more savings into investment and further increase capital accumulating; ultimately the output is increased by increasing scale effect of capital accumulating and technological progress.

The western rural economy is still small-scale peasant economy or in natural economy production state integrally. Due to small capital scale and outdated production technology, the contribution degree of western rural investment ratios to economic growth was low. The economy growth in western rural area are greatly restricted by the low western rural marginal production rate which is unable to motivate investment will in western rural area as well as excessive saving rate leading to continuous reducing of investment requirements.

### Table 1. The original sequence of unit root test results

<table>
<thead>
<tr>
<th>Data Name</th>
<th>Type</th>
<th>ADF Value</th>
<th>ADF critical value</th>
<th>conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>(C, T, 3)</td>
<td>-2.453265</td>
<td>10% (-3.238)</td>
<td>No Stationary</td>
</tr>
<tr>
<td>Δg</td>
<td>(0, 0, 1)</td>
<td>-12.6655</td>
<td>1% (-2.660720)</td>
<td>Stationary</td>
</tr>
<tr>
<td>TZ</td>
<td>(0, 0, 2)</td>
<td>-2.168632</td>
<td>10% (-3.243079)</td>
<td>No Stationary</td>
</tr>
<tr>
<td>ΔTZ</td>
<td>(0, 0, 1)</td>
<td>-5.691089</td>
<td>1% (-4.374307)</td>
<td>Stationary</td>
</tr>
<tr>
<td>XL</td>
<td>(C, T, 3)</td>
<td>-0.400193</td>
<td>10% (-3.233456)</td>
<td>No Stationary</td>
</tr>
<tr>
<td>ΔXL</td>
<td>(0, 0, 0)</td>
<td>-3.805632</td>
<td>1% (-2.660720)</td>
<td>Stationary</td>
</tr>
<tr>
<td>FIR</td>
<td>(C, T, 1)</td>
<td>-2.794157</td>
<td>10% (-3.233456)</td>
<td>No Stationary</td>
</tr>
<tr>
<td>ΔFIR</td>
<td>(0, 0, 1)</td>
<td>-6.043114</td>
<td>1% (-2.660720)</td>
<td>Stationary</td>
</tr>
<tr>
<td>CB</td>
<td>(C, T, 1)</td>
<td>-2.42833</td>
<td>10% (-4.356068)</td>
<td>No Stationary</td>
</tr>
<tr>
<td>ΔCB</td>
<td>(0, 0, 1)</td>
<td>-3.030852</td>
<td>1% (-2.660720)</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

### Table 2. Cointegration Test

<table>
<thead>
<tr>
<th>The null hypothesis</th>
<th>Characteristic value</th>
<th>Trace statistics</th>
<th>The critical value of 1% significant level</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0^*</td>
<td>0.950294</td>
<td>140.0853</td>
<td>76.97277</td>
<td>0</td>
</tr>
<tr>
<td>Up to 1**</td>
<td>0.792754</td>
<td>68.04609</td>
<td>54.07904</td>
<td>0.0018</td>
</tr>
<tr>
<td>Up to 2</td>
<td>0.499426</td>
<td>30.27367</td>
<td>35.19275</td>
<td>0.1541</td>
</tr>
<tr>
<td>Up to 3</td>
<td>0.395401</td>
<td>13.66565</td>
<td>20.26184</td>
<td>0.3131</td>
</tr>
<tr>
<td>Up to 4</td>
<td>0.064067</td>
<td>1.589083</td>
<td>9.164546</td>
<td>0.8572</td>
</tr>
</tbody>
</table>

Note: ** said to reject the null hypothesis at the 1% level of significance.

The conclusion and policy

According to the endogenous growth theory, we know that the output scale return of technological innovation is incremental, which is an important theoretical basis for realizing sustainable economy growth which is driven by technology progress. Capital, one of the important factors for technological progress, being able to expand at a speed faster than that of economy growth is an necessary condition for western rural sustainable economic development. Capital moderate over expansion or through promotion of government direct investment or financial capital, increasing capital investment to western rural economy is proper. While for western rural sustainable economic development, the crucial point is to stimulate economic endogenous growth by financial capital. Capital marginal output rate, saving to investment transformation rate and saving rate are decisive variables for western rural economy growth. Any factors which affecting these three variables will affect the endogenous growth of western rural economy. The increasing of transformation rate will transform more savings into investment and further increase capital accumulating; ultimately the output is increased by increasing scale effect of capital accumulating and technological progress.

The western rural economy is still small-scale peasant economy or in natural economy production state integrally. Due to small capital scale and outdated production technology, the contribution degree of western rural investment ratios to economic growth was low. The economy growth in western rural area are greatly restricted by the low western rural marginal production rate which is unable to motivate investment will in western rural area as well as excessive saving rate leading to continuous reducing of investment requirements. After financial reform in rural China, the
phenomenon of western rural capital flowing to city was not relieved, but severer. The western rural financial capital neither be gathered for capital expansion, nor be transformed into investment as there are no motivations. Meanwhile, government invested capital is less and scattered. Consequently, the capital supply in western rural China is in serious shortage and capital accumulation is slow, which restraints science and technology innovation and spreading which further delays western rural economy growth. Moreover, the slow-growth western rural economy restricts increasing of saving ratio, which again affects economy growth in western rural area. In this case, the western rural economy will fall into a recurring simple reproduction state. It is thus clear that weakening of western rural financial capital function has severely affected endogenous growth motivation of western rural economy and sustainable economic development is restrained by outdated rural finance. Changing rural financial system is vital for breaking financial restraints on western rural sustainable economy development. The reason is western rural sustainable economy development is distinguishingly characterized in production factors and technology intensification. Strong and high-efficient rural financial capital is required for supporting and promotion of fixed assets inputting as well as science and technology innovation and spreading both, which is unable to be achieved by existing western rural financial system. For this purpose, it is supposed to overall promote western rural financial system innovation, organizational mechanism innovation, product innovation, credit guarantee mechanism innovation, increase western rural financial capital efficiency, strengthen western rural financial market construction so as to reproduce financial capital function, improve its catalyst effect on improving rural production efficiency and strive for western rural sustainable economic development.
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The social economy of Beijing-Tianjin-Hebei (abbreviated BTH) region is experiencing the bottleneck of atmospheric environmental capacity resource. The development of urban community is the basic experience to break through this bottleneck. This paper analyzes the influence of traditional urban and economic development model on the regional atmospheric environment, reveals the interaction between urban agglomeration and atmospheric environment, and studies the optimal layout of the satellite city from the perspective of the influence of the atmospheric cover and tail plume. This paper puts forward some suggestions for mitigating and rebuilding the atmospheric environment capacity of the central city and reasonably allocating the regional atmospheric environmental capacity resources to the overall development of the regional economy.

Key words: BTH urban agglomeration, Atmospheric environmental capacity, Urban microclimate, Satellite city

INTRODUCTION

According to the National Meteorological Administration, the National Climate Center and the Environmental Planning Institute of the Ministry of Environmental Protection, the annual average atmospheric environmental capacity of Beijing, Tianjin and Hebei in 2015 is about 40 tons per day per square kilometer. The northwestern part of Hebei is close to Inner Mongolia, Can reach 50 t/d/km², Hebei, Henan, near the south of the smaller, about 30 t/d/km², see Figure 1.

The precipitation in the BTH area is more abundant in summer than that in the summer (April-October). The atmospheric precipitation is obviously self-purifying and the ventilation is also good. The atmospheric environmental capacity is about 120% of the annual average. And the atmospheric environmental capacity is reduced by about 80% of the annual mean value. It is estimated that in the winter and winter of the BTH region in 2015, Atmospheric environmental capacity of 27 t/d/km² [1].

THE BTH REGION SHOWED BOTTLENECKS OF ATMOSPHERIC ENVIRONMENTAL CAPACITY

According to the data of China Meteorological Administration, the annual atmospheric environmental capacity of BTH area fluctuates greatly in the winter, and there is a phenomenon of repeated fluctuation in the short term, but the overall trend is obvious decrease. During the 25 years from 1970 to 1985, There are obvious volatility regressions in the interannual variation of atmospheric environmental capacity in the first half of the year, although there is still fluctuation in the period from 1985 to 2015, the overall decrease trend is obvious. See Table 1 and Fig 2.

According to the data of China Meteorological Administration, the annual atmospheric environmental capacity of BTH area fluctuates greatly in the winter, and there is a phenomenon of repeated fluctuation in the short term, but the overall trend is obvious decrease.

From 1970 to 1985, There are obvious volatility regressions in the interannual variation of atmospheric environmental capacity in the first half of the year, although there is still fluctuation in the period from 1985 to 2015, the overall decrease trend is obvious. See Table 1 and Fig 2.
Table 1. Perennial average and 2015 annual mean atmospheric environmental capacity in BTH region

<table>
<thead>
<tr>
<th>atmospheric environment capacity (t/d/km²)</th>
<th>perennial average 2015</th>
<th>annual average 2015</th>
<th>perennial winter average (1961-2015)</th>
<th>winter average 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>43</td>
<td>40</td>
<td>36</td>
<td>27</td>
</tr>
</tbody>
</table>

Source: Central Meteorological Bureau, "2015 China Meteorological Bulletin"

According to the research of Wang Jinnan, the environmental planner of the Ministry of Environmental Protection, the atmospheric environmental capacity overload of Beijing, Tianjin and Hebei is serious, that is, the emission of air pollutants far exceeds the allowable limit of environmental capacity. Data show that SO2 atmospheric environmental capacity overload rate of 300% in 2012, NOX atmospheric environmental capacity overload rate of 300%, smoke dust atmospheric environmental capacity overload rate of 500% [2], leading to the atmosphere of SO2, NOX, smoke dust And other pollutants seriously exceed the safety limits, showing air pollution. As we all know, the BTH regional population is increasing, the vehicle is increasing, the industry is increasing, that is to say, the pollution emission is increasing, and the atmospheric environmental capacity is decreasing. In 2013 and 2014, the air pollution in Beijing, Tianjin, The overload rate is not lower than this value. Such a high rate of atmospheric environmental capacity overload, seriously troubled the BTH region's industrial production growth, affecting the region's comprehensive social development, regional economic and social progress has become a serious bottleneck.

TO DEVELOP URBAN COMMUNITY TO ALLEVIATE THE ENVIRONMENTAL CAPACITY BOTTLENECK

Small-scale high-intensity continuous pollution emissions is very easy to break through a place of atmospheric environmental capacity limits, Beijing and Tianjin there are a number of such emissions points, that is, the city. The BTH region accounts for 2% of the country's total land area, but its population accounts for 8% of the national total. The GDP of the whole country accounts for 10.9%, the urbanization rate of population is more than 50% and the urban resident population is over 6 million. One, of which 10 million population of the mega-cities 2, Beijing urban resident population reached 20 million. This excessive urbanization affects the atmospheric environment at two levels, one is the small-scale high-intensity living and production emissions consume atmospheric environmental capacity, the other is to change the local natural landscape Lake City Lake artificial lake construction affect the regional wind and rain climate, The atmospheric environmental capacity.

Single city to multi-level group-style cluster development is the international development trend. In the modern sense, the urban agglomeration is a relatively independent urban agglomeration, which is the sum of the urban inter-city relations in the region. It is the result that the developed countries have experienced the rapid development of the industrial cities, and the result of rethinking, repositioning, re-planning and re-constructing the urban development to solve the "big city disease" of production, life, resources, environment and ecology. , Which is characterized by "reverse urbanization" and the rise of the satellite city. It is the advanced structural organization form of the urban development to the mature stage, which is characterized by the strengthening of the inter-city
inner contact and the rural space. Western urban agglomeration development experience "individual urban development and growth - central industry and population spillovers - transport and facilities distribution network - center and peripheral multidimensional integration - urban groups mutual benefit" five stages. Environmental capacity and other ecological environment and resource constraints are individual urban spillovers and then integrated the formation of urban agglomeration of the underlying motivation. In the first stage, most of them belong to the ignorant and wanton destruction. After the two stages, they belong to the avoidance behavior after understanding environmental pollution. However, because of the continuing construction and prevention of environmental pollution, Control awareness and measures are not in place, the atmospheric environmental capacity of the damage is still in the rising stage. Industry, resources, ecology, environment, management and other factors in the metropolitan area, the ecological environment in the continuous improvement of effective remediation measures gradually turn for the better under the metropolitan area within the scope of the function of the city, The fifth stage to achieve the coordinated development of urban agglomeration and ecological environment. US economists Grossman and Krueger (1992) summarize the early high-growth, high pollution in developed countries, the latter part of the environmental quality of economic growth has improved data, the relationship between environmental and economic development described as environmental Kuz The EKC (environment Kuznets curve) hypothesis [3], see Figure 3.

EKC curve indicates that the new bright future of the construction of the urban agglomerations of the BTH region, however, it should be noted that the EKC curve from the summit of the mountain began to decline is not naturally appear out of thin air, is to want from ideology, coordinated action and management measures to the technology and equipment of systemic activity combination can emerge as a result, the urban agglomeration is a reasonable layout, the functional satellite cities to realize reasonable collocation $1 + 1 > 2$ effect. Change of enclosed booth pie development mode, press the counter urbanization, community, road, mutual symbiotic satellite city construction level type, relieving metropolitan population and industry, on the basis of atmospheric environmental capacity, optimize the urban layout and intercity relations, is a traditional urban agglomeration to the new urban agglomeration of BTH region basic direction.

BTH URBAN AGGLOMERATION DEVELOPMENT CAN BREAK THE ENVIRONMENTAL CAPACITY CONSTRAINT

City community development is the starting point to solve the problem of lack of atmospheric environmental capacity from the point of the original city emissions, atmospheric capacity cost point, into a regional city face more emissions, cost a large area of atmospheric environmental capacity, similar to the relationship between pressure and the pressure in physics. If outside the city center to relief functions and industries, and construction of satellite receiving functional industrial base and at the same time, more moderate structure adjustment and technology upgrade, cut down the emissions is moderate, the effect will be better. Problems far more than these, however, need to stress is that due to the strong liquidity diffusivity atmospheric environment, urban agglomeration within urban atmospheric environment influence each other between the obvious, regardless of the atmospheric environmental characteristics and the simple relief and blindly accept industry do not necessarily can rise to alleviate the effect of the atmospheric environmental resource constraints.

The basic principles of urban atmospheric pollution of the environment

Atmospheric pollution of the environment is the external performance of atmospheric environmental capacity has been broken. Atmospheric environment of the city there are two kinds of extreme cases, one is in good condition, under the circumstance of high winds and precipitation is high intensity inversion are the present state of extreme lower environmental capacity, in addition, urban atmospheric environment obvious stratification structure, covering layer, boundary layer and the tail of level. Urban air from the ground to the buildings on the top of the part is called the city layer, BTH region has broken through four city's tallest building is 500 meters, the
majority of more than 300 meters, the normal construction above 150 meters, covering layer of the atmosphere by the "solid" sticky chain construction, liquidity affected by a lot, its composition by building density, height, shape, street width, the density of vehicles, coating materials, pavement emission effect is apparent, such as life and production is often in the pollution state, form the urban dust cover or dust cap.

Top up to the middle of cumulus height of the part by building known as the urban boundary layer, it is covering layer of the atmosphere and wide scope of city street connection layer of the atmosphere, more than the average height between 600-1000 meters, and the city of matter and energy exchange in layer exists, and the urban terrain, surroundings, and the effects of regional climate. Atmospheric pollution is serious, boundary layer will also appear obvious pollution condition, thus the dust cap brim overhanging obviously, huddling with neighboring city overlap, in urban agglomeration of regional pollution. Under normal weather, the city of the wind direction wind will form a city tail layer, also known as the city of tail gas layer, the "tail", as if full of atmospheric pollutants on the influence of wind direction generally up to 30-100 km. Means downwind tail layer within the scope of the big cities, even without pollution, air quality will be affected by the obvious, or rather, the city not only consume their covering layer of atmospheric environmental capacity, and consumption of atmospheric environmental capacity of a few tens of kilometers of wind. This is must be fully considered in the construction of urban agglomeration.

**Urban agglomeration economy layout must be based on environmental capacity distribution**

According to the principle of urban agglomeration in the economic development, urban atmospheric environment between individuals are closely linked together, not with the transfer of human activities, with the coal transport oil resources such as iron ore to transfer, it requires must be comprehensively considered from the perspective of regional groups, based on urban area atmospheric environment capacity distribution, avoid tail layer, to avoid the dust cap. Otherwise, urban agglomeration would be a wider range of big city, regional economy will fall into irreparable atmospheric environmental capacity resources trap. Langfang in this city, for example, about 40 kilometers in Beijing downwind, in the extreme temperature inversion of secondary pollution situation in Beijing, in Beijing under the tail feather coat, never may possess.

From meteorological data can be realized, the BTH region urban wind frequency distribution is different, see figure 4. Beijing under the auspices of the wind cover area is about 30 degrees 30 degrees south things area and west of due north direction, tianjin has spread around the average characteristics of the northwest to southeast bidirectional effect is greater than the other direction, shijiazhuang to south to southeast area 45 degrees and the northwest, handan two-way cover for the south north, tangshan basic for north and south, east area and west 25 degrees south direction, baoding is the southwest and northeast bidirectional approximate average distribution. Considering the BTH regional atmospheric environmental capacity during summer and winter seasons influence factors, the difference between the summer rainfall is relatively abundant, can effective rinse clean air, environmental capacity is superior to the winter, so the BTH region city winter under the prevailing wind direction, most of the south by east direction (tangshan east) as about 40 km area, affected by the central city of tail layer is relatively obvious, the atmosphere environmental capacity supply nervous, not suited to encourage and support the satellite city economic development.

**Fig. 4. Major cities of the BTH region perennial average wind rose.**

Big city suburb area, the city along the outside layer and nearly cover atmospheric turbulence of boundary layer, the dust cap cap hat type city along the extending outward, even without industrial emissions, air quality is poor, so, suburban doesn't suit the migration resettlement of core city communication industry, clustering set industrial zone is a kind of practice against law of atmospheric environmental capacity resource allocation.

**Out set the town, due to the old thinking**

BTH urban agglomeration in the process of economic development, is a kind of typical for
satellite city status, for relief industry situation, big cities divided into districts have participated, city, county, town its self advantages are substantially listed resource, population, labor, industry, urban construction, which have no access to place out of the atmospheric environmental capacity resources to compare with other regions. This is already on a path that is not correctly understand and use of BTH resources environment seriously overloaded the "new normal".

Accompanied with the competition form, is a kind of mean type, everybody on a piece of sound, ring all counties and cities of Beijing for Beijing satellite city development direction, ring all the counties and cities of tianjin, with the aim to develop tianjin satellite city ring all facility of city divided into districts and counties to change a city divided into districts, a satellite city as the construction goal, completely because the original is a county town, because the city is close or belong to a city, because of what you've got some kind of industrial base or urban construction conditions. On April 30, 2015, with the highest standard of the political bureau of the CPC central committee meeting examined and approved the program for the coordinated development of the BTH region, put forward "build in Beijing as the core of world class urban agglomeration and the modernized new capital circle", and stressed that "must be based on the capacity of regional resources and environment" [4][5]. If ignore the atmospheric environmental capacity resources, is considered in the traditional sense of the allocation of resources such as land, labor, capital, management, but not to deviate from the prescribed in the central documents, more can make the previous phase of atmospheric environmental capacity resources by super serious fog haze, improvement of BTH urban agglomeration construction ways and measures of social and economic development.

MUTUALLY BENEFICIAL SYMBIOTIC COMMUNITY COMMUNITY RELATIONSHIP BUILDING

At close range is not a group of urban agglomeration in collectively, but emphasize the connection between the city and the relationship, is a community of similar biological community concept. Group of individuals within each other through various channels interact and influence each other, a provides the conditions for another, the survival of a dependent on another's assistance. Urban agglomeration is based on central city, between central city and satellite city and satellite cities between each other, each other, using each other, each other service organisms, any city, should not be complete in functions and division of labor, and is just one part of the whole urban agglomeration devotion chain, otherwise, he can independence from the group, it is not necessary to become a member of the group.

Alienation from the city center building, building a green belt hose wind belt segregation of mutually beneficial symbiotic community and functional areas. BTH urban development went west in the early industrial revolution "industrial urbanization" of the old road, and urban industrialization go further than the west, formed a strict separation of workers and peasants, between rural and urban areas in recent 30 years, has created industrial country, but the farmland has failed to keep a point in the city. Equivalent to industrial and commercial city, reject planting, exclusion of Lin was development, this model soon brought itself into an ecological disaster and environmental hazards. In the west in the early 20th century had noticed this problem, and began to take industrial area separated from the living quarters. Late last century, this mode also began to show defects: centralized layout of industrial emissions intensity per unit area is too large, the coating pollution concentration is high, the boundary layer sending clear, tail feather layer affects tens of kilometers, 1 km to the original design of the isolation you never even effect the green gallery, and caused a huge traffic industrial area and living area.

The end of last century, the new city layout concept began to appear, the industrial, commercial, residential, auxiliary function mixed layout into urban community, a number of community combined into cities, the small area has a green belt between the hose space, each community has the wide green belt between the hose or natural landscape space, community green belt between the hose throughout the whole city, green belt is not only grass, also can be a farmland or woodland, both guarantee the creature through the city, and safeguard the city supply of fruits and vegetables, can also act as ventilated corridor, formed the workers and peasants, workers live business mix, the urban regional space pattern. Germany, Canada, Australia, the United States, Japan and other countries some cities have taken the analog of the original city layout is reformed[6][7][8]. BTH center city is an urgent need to tear the city from a piece of pie became a number of relatively independent, interval field, forest, slope, river, lake city of loose combination. Center city headquarters economy, science and technology development of economy, finance,
Satellite to cooperate with each other, small towns construction functions of obvious characteristics. Function of Beijing in the communication industry and, in fact, according to the urban agglomeration is a symbiotic community relations, that other 12 districts, also should adjust their function, and on the basis of industry and the function of relieving, no relief from the city center, the satellite towns (level 2) from the city center can not be effective as the center city services, by the same token, the secondary industry and functions of the center city relief not bottom go to, the secondary satellite can provide effective services for center city. Center city are made to satellite city do? Center city if it is not a massive transformation and industry transformation, and its environmental capacity can't accommodate the new industry, construction and population. Similarly, satellite, between industry must prevent repetition, to cooperate with each other, common meets the needs of the center city function, choose the right industry and the function, docking with the center city, work, business, culture, education, tourism and leisure, but also can fish farmers.

CONCLUSION

BTH urban agglomeration economy, the direction of the regional economic development is the economic development of urban agglomeration typical of atmospheric environmental capacity constraints. Mutualism first within the urban agglomeration of atmospheric environmental capacity resources mutually beneficial symbiosis, in industrial distribution, industrial adjustment and satellite city layout, the function of satellite positioning, satellite industry development, should fully consider the atmospheric environmental capacity resource problems. At present, this kind of resource supply and demand changes directly contact the local air quality is not enough, the marketability is not obvious, the configuration is not enough timely and flexible, easily ignored by enterprises and relevant departments, but don't forget that this resource is the coordinated development of BTH, and BTH urban agglomeration of national strategy, is the basic reason for the transformation of the regional economic development. Which is blind to this point, urban agglomeration economic development may be again in the near future in the resource bottleneck.
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In order to thoroughly recover coal resources under buildings, repeated mining with paste backfill to recover remaining strip pillars was proposed. Based on surrounding strata control theories, variation characteristics of surrounding strata structures after repeated mined with paste backfill was discussed. Also, the feasibility was analyzed. Through triangle structure of surrounding strata control, theoretical formula of remaining pillar width in repeated mining with paste backfill was studied. Relational expression of backfill material strength was ensured under conditions of paste backfill repeated mining with traditional limit analysis method. From the point of limited thickness mining, under paste backfill mining conditions, the controlling impact of paste backfill ratio on ground subsidence was analyzed and reasonable index was proposed. The roadway layout pattern and mining methods in mines were proposed. Also, parameters including paste backfill material strength, width of segregating coal pillars, backfill ratio were ascertained. According to field practice, after paste backfill reached full mining in the testing mine, the maximum subsidence of ground was 220 mm and the subsidence ratio was 0.076. The experiment results proved the rationality of this technology which had wide promotional value and practical significance.

Key words: Strip mining, Surrounding strata control, Remaining pillars, Paste backfill, Ground subsidence.

INTRODUCTION

China is a big country in coal producing and consuming. In 2011, the coal consumption accounts for 72.8% of the whole non-renewable energy consumption. Meantime, due to the dense population and wide distribution of buildings, vast coal resources exist under buildings. In order to protect constructions, those coal resources are always excavated by strip mining. But the excavation ratio of this method is less than 50%, a mass of permanent remaining resources were left [1,2]. With the rapid development of town constructions, more precious resources will be wasted seriously. What’s more, joint fissures in coal pillars are developed. In this case, coal pillars are easily pressed softly, even broken to pieces. This damaging range will extend to internal pillars gradually, which will cause the instability of coal pillars suddenly and be a threat to safe mining [3-5]. Therefore, realization of repeated mining of strip coal pillars has extreme significance not only in safe mining but also in improving the excavation ratios of coal resources.

Gangues are associated waste during mine production process. In the same time, at present, they are one of major emission solid wastes in China. Fly ash is the maximum discharge powder waste produced by powder plants. The treatment of those two kinds of wastes in underground has arisen people’s attention and application has been conducted in some coal mines [6-8]. Therefore, ground subsidence control, improving mining ratio of coal resources and underground treatment of wastes including gauges, fly ash are combined together. Furthermore, new repeated mining with gauge solid waste as aggregates to recover strip coal pillars was proposed.

Project profile: Ground villages in the range of Dai village Coal Mine which belongs to Zibo Coal Mine Company with Limited Liability in Shandong Province are pretty dense. There are 78 natural villages, 13 thousands households and 50 thousand people in total. Coal resources under villages accounts for 73.6% of the mine total storage. In order to realize the safe mining of coal resources under buildings, strip mining to excavate coal resources under buildings was always adopted in Dai Village Coal Mine and succeeds. But with the extending of mining range, remaining coal pillars increased gradually. According to statistics, up to the end of 2011, the coal pillars under buildings accounted for 94.6% of the total storage. The recoverable reserves of this mine declined to 21.044 million ton and the mine service lift could only maintain to 7.5a. In order to protect ground constructions, repeated mining with paste backfill to recover remaining coal pillars was adopted, which is beneficial to improve mining ratio of resources and expand service life of coal mines.

230 panel was the first mining area in this mine.
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Strip mining was used in this whole area and the excavation ratio was merely 37%. Remaining pillar resources rose up to more than 9 million ton. The mining depth in this area was 470 m. The coal seam was stable. The minimum thickness is 2.5 m and the maximum thickness is 3.2 m. The average thickness is 2.9 m. The dip angle ranges from 3 to 12 degrees, with an average angle of 6 degrees. The density of this coal seam is 1.35 t/m³. The roof is medium stable.

EXPERIMENTAL

Repeated mining with paste backfill to recover strip pillars

Technology procedures

The technology procedures were stated as follows. Firstly, mining roadways were excavated in segment coal pillars. After the strip was mined, roadways were tunneled in narrow pillars remained in coal pillars surrounding the gob area (Fig.1 (a)). Secondly, paste backfill mining was adopted to recover remaining pillars. After the producing system of working face was formed, with the advancement of the working face, paste isolation strip was constructed in the back in order to form backfilling space after certain steps. During the backfill process, roadways and gobs were fully backfilled. The backfill strip could provide support to the overlying strata, preventing them from failure. In this way, the purpose of controlling ground subsidence and protecting buildings is achieved. Furthermore, safe mining of coal pillars is realized (Fig. 1 (b)).

Structural characteristics of surrounding strata

(1) Basic features of strata behaviours in the mining stope

Under general conditions, with the conduct of coal mining, combined movement in the form of panel will occur in roof upon the working face. It is always controlled by rigid strata which have better mechanics in the roof. From down to up, the area declines. Therefore, “Big structure” forms at a depth in main roof. The upper load on this stable structure is transferred to two sides of the mining stope through bearing points on coal and rock rather than applied directly to the stope [9].

(2) Stability of critical blocks

When strip working face is conducting, with the advancement of the working face, immediate roof close to remaining pillars will collapse. But the main roof will rupture at the depth of coal seam. The bearing point will always situate in remaining coal pillars. Therefore, arc triangle panel (the critical block) will occur. Based on key strata theory of overlying strata in the stope, mechanical model of paste backfill to rover remaining pillars was established, which is shown in Fig. 2.

After the key strata collapse, the key block of B subsides and rotates. Then it contacts with gauges in the stope. For certain deformations, it will be subjected to support from broken gauges and pillars. In the same time, it will suffer gripping impact from the key block of C and key block B. Furthermore, it will also receive horizontal force effect from surrounding blocks shown in Fig.2. Therefore, this key block of B is in the “small structure”. The stress state is relatively balanced and the stability is good. Furthermore, it obeys to the stability theory of S-R (sliding-rotation). As this structure is affected by repeated mining, the suffered load increases continuously. The stress status between blocks will change. However, as long as the technological parameters of paste backfill are reasonable, the dynamic balance can still remain. Also, the main roof on the working face will not rupture [10, 11].

Fig. 1. Diagram of paste backfill mining to recover remaining pillars. (a) Layout diagram of gob-side entry driving; (b) Schematic plot of paste backfill mining.
(3) Stability analysis of surrounding strata with paste backfill to recover remaining pillars

After the working face is conducted, the “big structure” in the main roof will bear partial surrounding strata weight in the stope. The bearing point is located upon remaining coal pillars on two sides in the stope. “Small structure” mainly bears the collapsed rock weight under “big structure”. Under general conditions, the strength of backfill body is large (around 5 MPa). The paste backfill step only ranges from 2 to 4 m. The process of paste backfill mining is actually equivalent to a moving open-off cut, which has relatively small impact on “the big structure” as well as “the small structure” in the stope and has no effect on the stability of the whole structure [12-14]. Therefore, it is theoretically feasible to conduct paste backfill mining technology to recover remaining pillars.

After paste backfill is conducted, the paste body can backfill the gob in time and congeal rapidly to supporting body with certain strength. In the same time, the backfill body has the strain strengthening characteristics, which is beneficial to prevent main roof from subsiding excessively and control movement as well as deformation of overlying strata. This can effectively ensure the stability of paste backfill body and surrounding rock including the main roof in the stope, achieving the purpose of controlling ground subsidence and protecting the safety of surface buildings.

Key of repeated mining with paste backfill to recover remaining pillars

According to Fig.1, the key technology is the stable and reasonable strength of paste backfill body and backfill ratio. The stability of surrounding rock becomes bad when the mining roadways of the working face get more close to peak value of lateral abutment pressure. Furthermore, the waste of resources becomes larger. The smaller the pillar width is, the worse the stability is. And this is not beneficial to construct roadways and roadway support. That the strength of paste backfill body gets larger is more beneficial to control the main roof and keep it stable. But this will give rise to more paste backfill cost and waste of material strength, which has a relatively worse economic benefit. However, if the paste backfill body has a smaller strength, it will cause the movement and deformation of overlying strata, which is not beneficial to control surface subsidence and protection of surface buildings. What’s more, the purport of paste backfill may lose. Reasonable backfill ratio will reduce the consuming of backfilling materials, lessening backfill cost, which has an optimal combination between usage of backfill materials and surface subsidence control.

Determination of pillar width

After the strip working face is mined, the arc triangle block will occur within the main roof in the stope, which produces stress declining area, stress improving area and original stress area in remaining coal pillars. In order to minimize the impact of surrounding strata stress, roadways should be arranged in the stress declining area near coal pillars, which is most beneficial to control surrounding strata and keep pillars stable. In order to improve profits of mines and excavation ratio of coal resources, narrow fringe coal pillars should be remained to most extent. However, if coal pillars are too narrow, they will deform and damage rapidly and easily, which determine the decline of anchoring force of supporting structures and reduce the supporting strength of surrounding strata. In the same time, cluster winds may easily happen, which has potential safety accidents.

Reasonable coal pillar width B can be calculated as \( B = B_1 + B_2 + B_3 \) according to Fig.3. To be more specific, \( B_1 \) is pillar width in plastic area, while \( B_2 \) is stability coefficient of coal pillars and generally calculated as \( (B_1 + B_2) \times 40\% \). As for \( B_3 \), it is the length of rock bolts and picked as 1.6 m.
The value of $B_1$ is calculated as the following formula.

$$B_1 = \frac{mA}{2 \tan \varphi_0} \ln \left( \frac{K \gamma H + C_0}{\tan \varphi_0} \right) \left( \frac{C_0 + P_z}{\tan \varphi_0 + A} \right)$$

Where, $m$ is coal seam thickness, 2.9 m; $A$ is coefficient of lateral pressure, $A = V/(1-V)$, and $V = 0.22$; $\varphi_0$ is the internal frictional angle and calculated as 27. $C_0$ is cohesive force, 2.3 MPa; $K$ is the stress concentration coefficient, 2.2; $\gamma$ is unit weight of rock mass, 25 kN/m$^3$; $H$ is the mining depth, 470 m; $P_z$ is the resistance of supports, 0.

According to mining conditions of practical mines, it can be calculated that $B_1 = 1.69$ and $B_2 = 1.0 \sim 1.7$ m. Therefore, it can be obtained that $B = 4.3 \sim 5.0$ m. In order to keep the anchoring effect of rock bolts, the ultimate reasonable width of coal pillars is 5.0 m.

**Determination of paste backfill body**

After paste backfill is conducted, the paste backfill body situates the unidirectional stress status. Theoretically, the tolerable strength of paste backfill body under unidirectional stress status can be calculated in the following four formulas: Obert-Kwvall/Wang expression (suitable for pillars whose aspect ratio ranging from 1 to 8), Holland expression (suitable for pillars whose aspect ratio ranging from 2 to 8), expression of Salamon-Mnuro and Bieniawski formula. Due to the fact that the field working face is 96 m and mining height is 2.9 m, therefore, the aspect ratio is 33. It is apparent that only the latter two formulas can be selected to calculate the tolerable strength of backfilling body.

Generally speaking, the joints and fractures in coal seams develop and the whole integrity is bad. The deformation destruction has typical plastic and brittleness material features. The fine plastic features of paste backfill body are beneficial to keep backfilling body stable, which has been confirmed in practice. In sum, after paste is backfilled in Dai Village Coal Mine, the later strength of paste backfill body should be calculated according to Bieniawski expression, which is more reasonable and safer.

It can be known from Bieniawski expression that after remaining coal pillars are mined, the tolerable strength $[\sigma]$ of paste backfill body can be calculated as:

$$[\sigma] = \frac{k * \gamma H \left( 1 + \frac{W_e}{W_p} \right)}{\sqrt{D/0.9} \times (0.64 + 0.36 * \frac{w}{h})^{1.4}}$$

Where, $k$ is the safety coefficient; $\gamma$ is the unit weight of rock strata, 25 kN/m$^3$; $H$ is the mining depth, 470 m; $D$ is the diameter of the specimen, mm; $W_e$ is the width of mining strip, m; $W_p$ is the width of coal pillars, m; $W$ is the width of paste backfill working face, m; $h$ is the mining height, m.

Based on the calculating formula, safety coefficient was 1.5-2.0. According to practical mining conditions of mines, single axial compressive strength of paste backfill body could be determined. Under the standard conditions in the laboratory, when the width of mining coal pillars is less than 50 m, the compressive strength of paste body after 28d should not be less than 5.0 MPa; while when the width of mining coal pillars is less than 100 m, the compressive strength of paste body after 28d should not be less than 2.6 MPa.

**Determination of backfill ratio**

The research analysis shows that the major factors that affect the surface subsidence induced by backfill mining includes compressive ratio of the paste body, the roof subsidence value before backfill and yawning contacting value. In order to analyse simply, all these parameters were uniformly transferred into backfilling ratio (the specific value of backfill material volume versus volume of gob). As key parameters that reflect backfill effect, the value of backfill ratio is directly related to the degree of surface subsidence control. Under same conditions, the larger the backfill ratio is, the bigger the space where backfill materials occupy in the gob is. And the movement space of strata becomes smaller. In addition to that, the controlling effect of surface subsidence is better. On the contrary, the surface subsidence controlling effect becomes bad.
However, in the same time, the consuming of backfill materials becomes large if the backfill ratio is high. And the amount of backfill work becomes large. Also, the cost of backfill goes high. However, if the backfill ratio is too small, the ground subsidence controlling effect cannot be guaranteed. Therefore, it is really important to select an appropriate backfill ratio. On the basis of limited thickness mining, the backfill ratio of calculating formula can be obtained [15]:

$$\eta \geq 1 - \frac{[\varepsilon]H}{1.52mbq \tan \beta \cos \alpha}$$

Where, $\eta$ is the backfill ratio; $m$ is the coal seam thickness, 2.9 m; $H$ is the depth of coal seam, 470 m; $[\varepsilon]$ is the maximal tolerate horizontal deformation value of surface constructions, 2 mm/m; $b$ is the horizontal movement ratio, 0.29; $q$ is the subsidence ratio, 0.91; $\beta$ is tangent of major affecting angle, 2.71; $\alpha$ is the dip angle of coal seam, 6 degree.

Therefore, the backfill ratio can be calculated as:

$$\eta \geq 1 - \frac{2 \times 470}{1.52 \times 2.9 \times 1000 \times 0.29 \times 0.91 \times 2.71 \times \cos 6} = 0.7$$

RESULTS AND DISCUSSION

1 Roadway layout and mining techniques

The roadway layout scheme of the working face was shown as follows: The position and size of backfill working face: it was arranged in the middle of strip pillars and the length of the working face was 95 m. The position and size of roadways that belong to backfill working face: There were two roadways which were the orbit roadway and haulage roadway. To be more specific, the roadway width was 4.0 m (the roadway height equaled to coal seam thickness) and supported by bolt-mesh-anchor. Considering the impact that the gob has on both two sides of coal pillars, the width of coal pillar that was used to protect roadways should be selected as 5.0 m, which is shown in Fig.4.

The fully mechanized paste backfill mining technique was adopted. And the backfill step ranged from 2 to 4 m. On the basis of fully mechanized process, coal cutting, support movement and scraper conveyer motivation was operated. When the backfill step was reached, the paste backfill was conducted.

Analysis of application effect

Those four adjacent coal pillars have been repeated mined with backfill in Dai Village Coal Mine. From the deformation status of roadway surrounding strata, only slight fissures occurred on the top of one coal pillar. The other remaining strata surrounding roadways were controlled well, which completely satisfied the normal safety requirements.

Measurements of mine pressure indicated that no strata behaviour occurred in backfill working faces. The average compressive strength of backfill body was 3.2 MPa, satisfying the strength requirement. The pressure that backfill body in the gob tolerated was about 12 MPa, basically reaching original rock stress. In the same time, the measurements showed that after full mining, the surface maximum subsidence was 220 mm and the subsidence ratio was 0.076, ensuring the safety of surface buildings. The field practices certified that the repeated mining with backfill to recover coal pillars succeeded.

Fig. 4. Schematic diagram of paste backfill mining to recover remaining pillars

CONCLUSION

1) In order to repeated recover remaining coal pillars produced by strip mining and improve the
excavation ratio of coal resources, new paste backfill technology to replace remaining coal pillars produced by strip mining with aggregates of gangues was proposed in this paper. The field practice showed that this technology was feasible completely, which provided reliable new technology for recovering remaining coal pillars under surface buildings generated by strip mining.

2) In order to analyze the stability characteristics of remaining coal pillars by strip mining, the main technology process and procedures during paste backfill mining to recover remaining coal pillars were stated. Furthermore, the mechanical analyzing structural model was discussed. Also, parameters including the coal pillar width, backfill body strength and backfill ratio during paste backfill mining in practice mines were analyzed and determined.

3) The field practice results indicated that after remaining coal pillars produced by strip mining was recovered in this technology, no strata behavior occurred in the backfill working face. When full mining was reached, the maximum surface subsidence was 220 mm and the subsidence ratio was 0.076. The damaging level of surface buildings was in the range of Level I, indicating that no repair was need.

The repeated mining technology with gauge-paste backfill to recover strip coal pillars can not only achieve safe mining of permanent remaining coal pillars but also provides reliable new technology for mining under buildings. In the same time, solid wastes including gauges and fly ash are fully utilized, which promotes the resource utilization of industry wastes and has marked economic and social benefit. In sum, this technology has wide popularization and application values.
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To build the Green Production System is a practice of green development in China, which is an important way to transform the economic development mode and to complete ecological civilization construction. This study defined the meaning of Green Production System, constructed the green production evaluation index system and made empirical evaluations on green production situation of several advanced areas in China by using Analytic Hierarchy Process (AHP) and Factor Analysis method. The author also measured advantages in the green production system of these regions. The research showed that, as the first National Independent Innovating Demonstration Zone, Haidian District took the lead in all of indicators among developed areas. The reason lies in Haidian District has been focusing on the construction of green production system during the economic and social development in the past several years.

Key words: Green production evaluation system, Analytic Hierarchy Process, Factor analysis

INTRODUCTION

Green production, as a sustainable mode of production, develops in dealing with the problems of increasingly serious environmental pollution and energy resource constraints. Currently, many countries and regions around the world are actively exploring green production models. This paper, is part of a delegated task from the administration of Haidian District in Beijing, China. Although exploring the connotation of green development is complex, an ecology-safe and environment-friendly evaluation system should be the first step of such an exploration.

Current academic studies haven't carried out any specific researches on green production system, most of which now are focusing on the green economy or green manufacturing. It is Hall Who released green environmental quality indexes of the U.S states 1991-1992 and explained what green index is earliest [1]. The American National Geographic Society studied in terms of consumer’s behavior of environmental protection and published the ‘2009 Global Consumer Green Indexes’ report (The American National Geographic Society, 2009). To take the development level of green manufacturing system as target layer, SHEN De-cong and RUAN Ping-nan conducted a primary study on the evaluation index system of green manufacturing system of China [3]. By estimating the three first-grade indexes, degree of green economic growth, carrying capacity of resources and environment and supports of government, Li Xiaoxi, etc. released the 2010 Annual Report of China Green Index, which studied green development indexes of the all the provinces and cities in China[4]. Beijing Haidian District Government made a low-carbon economy index system from the perspective of the transformation of economic growth in 2009 [5].

In 2010, Beijing municipal party committee and municipal government formally promulgated ‘Green Beijing’ action plan (2010-2012) which put forward the city to developing the low carbon economy and creating green production system. But in that plan, it only included two guide indicators and four binding targets of the green production system, which didn’t make a statement of questions like what green production system is and what complete framework should green production system include or something about.

Based on the above, this paper carried out a research on issues related to green production system, studied on the evaluation and structure of green production systems, and calculated and compared the competitiveness of green production of Beijing and several related economically developed areas. This paper will contribute to the development of low-carbon economy and the building of green production system, which is full of significant application value to ‘Green China’ construction and forward-looking meaning to theoretical innovation.

EXPERIMENTAL
Green production is a general term for nuisance-free and pollution-free production. Establishing an indicator evaluation system for green production can help us to evaluate the green production development condition in a certain area.

Synthesizing the connotation of green production system, referencing the research to related indicators of green economy and low-carbon economy and under the guidance of principles above, we design the green production indicator system for three-tier structure, that is target layer, criteria layer and indicator layer. Table 1 shows the indicator framework.

Green production indicator system is composed of a whole group of interrelated indicators. It is used to reflect all aspects of the relationship which is interdependence and mutual restraint among socio-economic, natural resources and ecological environment in green production activities. The system structure is constructed by the use of socioeconomic and natural resources, environment and sustainable development.

**Evaluation method**

T.L.Saty, an America operational research expert, put forward the Analytic Hierarchy Process (AHP) method in 1970's. This method is based on the principle of arrangement of elements in system to divide a complex problem into multi-level structures which the first level is related to the next level. And factors among all the levels can be compared and calculated to get the weights of those factors which can be ranked, to lay down the solid foundation of research.

<table>
<thead>
<tr>
<th>Target layer</th>
<th>Criterion layer</th>
<th>Indicator layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green production index system</td>
<td>Socio-economic indicators</td>
<td>Annual per capita GDP (ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Residents average years of education(years)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The number of scientific and technical personnel within a region</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The number of ecological demonstration zones</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The number of patent applications per year</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The total production of new energy and energy-saving environmental protection industry</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R &amp; D expenditure accounts for GDP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Value loss by pollution per year</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The tertiary industry output value accounts for GDP</td>
</tr>
<tr>
<td></td>
<td>Resource utilization indicators</td>
<td>Renewable energy consumption accounts for total energy consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coal consumption accounts for total energy consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The sales of new energy and energy-saving environmental protection industry in the proportion of total output value</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ten thousand Yuan GDP energy consumption (kWh / ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Energy consumption per unit of GDP (Tce / ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water consumption per unit of GDP (cubic meters / ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sulfur dioxide emissions per unit of GDP (tons / ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Carbon dioxide emissions per unit of GDP (tons / ten thousand Yuan)</td>
</tr>
<tr>
<td></td>
<td>Eco-environmental indicators</td>
<td>Compliance rate of city greening</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The number of enterprises through the ISO14000 certification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Investment in environmental protection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rate of urban sewage treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recovery rate of electronics, electrical product</td>
</tr>
<tr>
<td></td>
<td>Sustainable development indicators</td>
<td>Growth rate of per capita GDP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reduction rate of ten thousand Yuan GDP energy consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reduction rate of ten thousand Yuan GDP water consumption</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reduction rate of occupational disease and public nuisance disease</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The growth rate of overall labor productivity</td>
</tr>
</tbody>
</table>
By using Haidian District as an access, this paper selects Guangdong, Jiangsu, Beijing, Shanghai, Henan, Fangshan district of Beijing and Binhai district of Tianjin such developed areas to conduct a research of green production system. All the data comes from 2010 Statistics Yearbook of each province (City) or district, related annual National economic and social development bulletin, and the 2009 China energy Statistical Yearbook.

Because of Haidian District, Tianjin Binhai New Area have great differences with all the provinces, the absolute value of the index cannot represent the real competitiveness. Therefore, this article selects the corresponding index for analysis. Because there are no new energy or energy-saving industries data, some provinces as Jiangsu, Shandong and Henan, this paper uses the high-tech industrial indicators to replace with. For those indicators that have negatively impacts on competitiveness, as per GDP (10,000 yuan) energy consumption, sulfur dioxide emissions per unit of GDP, they were gave a relative treatment as follows:

\[ k_{ij} = \frac{X_{ij}}{\max(X_{ij})} \]

\[ p_{ij} = 1/k_{ij} \times 100 \]

\( X_{ij} \) is the observed value of j indicator in i region; \( k_{ij} \) represents the j entropy index of the i region; \( p_{ij} \) shows the j index values of i region after conversion. According to previously established indicator system and regional data, this paper selects 19 indicators to be assessed

**Table 3. Weights of Index layer.**

<table>
<thead>
<tr>
<th>C layer</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>0.027</td>
<td>0.054</td>
<td>0.039</td>
<td>0.108</td>
<td>0.042</td>
<td>0.032</td>
<td>0.049</td>
<td>0.074</td>
<td>0.069</td>
<td>0.094</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>C layer</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
<th>C15</th>
<th>C16</th>
<th>C17</th>
<th>C18</th>
<th>C19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>0.031</td>
<td>0.061</td>
<td>0.055</td>
<td>0.067</td>
<td>0.031</td>
<td>0.061</td>
<td>0.043</td>
<td>0.067</td>
<td>0.040</td>
</tr>
</tbody>
</table>

*The above four indicators went through the consistency test

**Table 4. Scores of the Green production competitiveness.**

<table>
<thead>
<tr>
<th>Region</th>
<th>socio-economic development</th>
<th>Resource use efficiency</th>
<th>Eco-environment construction</th>
<th>Sustainable development</th>
<th>Comprehensive competitiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handian</td>
<td>41.476</td>
<td>40.680</td>
<td>19.246</td>
<td>10.377</td>
<td>132.323</td>
</tr>
<tr>
<td>Fangshan</td>
<td>9.886</td>
<td>5</td>
<td>2.954</td>
<td>10</td>
<td>9.323</td>
</tr>
<tr>
<td>Beijing</td>
<td>15.086</td>
<td>2</td>
<td>12.161</td>
<td>2</td>
<td>9.119</td>
</tr>
<tr>
<td>Shanghai</td>
<td>13.120</td>
<td>3</td>
<td>10.513</td>
<td>4</td>
<td>18.984</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>5.734</td>
<td>8</td>
<td>11.219</td>
<td>3</td>
<td>16.805</td>
</tr>
<tr>
<td>Guangdong</td>
<td>5.464</td>
<td>7</td>
<td>5.940</td>
<td>7</td>
<td>14.815</td>
</tr>
<tr>
<td>Henan</td>
<td>2.463</td>
<td>10</td>
<td>3.698</td>
<td>9</td>
<td>14.865</td>
</tr>
<tr>
<td>Binhai N.A</td>
<td>11.270</td>
<td>4</td>
<td>8.743</td>
<td>5</td>
<td>17.339</td>
</tr>
<tr>
<td>Shandong</td>
<td>3.529</td>
<td>9</td>
<td>4.978</td>
<td>8</td>
<td>18.434</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>7.894</td>
<td>6</td>
<td>6.969</td>
<td>6</td>
<td>17.565</td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSION**

**Outcome of AHP**

By AHP analysis, each weight of indicators in criterion layer and the index layer is shown in Table 2 and Table 3:

<table>
<thead>
<tr>
<th>Table 2. Weights of Criteria layer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion layer</td>
</tr>
<tr>
<td>Weight</td>
</tr>
</tbody>
</table>

* The above four indicators went through the consistency test.

Based on weight of each index above, it is easy to score the green production competitiveness of each region, which is shown in Table 4.

From Table 4, Haidian District, in terms of overall competitiveness, scored 132.532 points and ranked first, which are 39.458 points more than the second Binhai New Area whose score was 93.074. The both regions had strong competitiveness of green manufacturing. With a score of 45.214, Henan Province ranked in the last place.

From the socio-economic development indicators, Haidian District with a score 41.476 points ranked first. It was 26.39 points more than Beijing which scored 15.086 points and ranked second. Haidian District has more than half amount of the science and technology persons in Beijing. The number of patents per capita and research investment costs are much higher than in other regions, which make Haidian District become one of the most powerful places for scientific research. This also provides a strong support for the social and economic development in Haidian District.
### Table 5. Green production index system.

<table>
<thead>
<tr>
<th>X</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Annual per capita GDP (ten thousand Yuan)</td>
</tr>
<tr>
<td>X2</td>
<td>The number of scientific and technical personnel within a region (Units per ten thousand people)</td>
</tr>
<tr>
<td>X3</td>
<td>The number of patent applications per year</td>
</tr>
<tr>
<td>X4</td>
<td>R &amp; D expenditure accounts for GDP</td>
</tr>
<tr>
<td>X5</td>
<td>The tertiary industry output value accounts for GDP</td>
</tr>
<tr>
<td>X6</td>
<td>Energy-saving and environmental protection industry</td>
</tr>
<tr>
<td>X7</td>
<td>Ten thousand Yuan GDP power consumption (kWh/ ten thousand Yuan)</td>
</tr>
<tr>
<td>X8</td>
<td>Energy consumption per unit of GDP</td>
</tr>
<tr>
<td>X9</td>
<td>Ten thousand Yuan GDP power consumption (Tce/ ten thousand Yuan)</td>
</tr>
<tr>
<td>X10</td>
<td>Water consumption per unit of GDP (cubic meters/ ten thousand Yuan)</td>
</tr>
<tr>
<td>X11</td>
<td>Sulfur dioxide emissions per unit of GDP (tons/ ten thousand Yuan)</td>
</tr>
<tr>
<td>X12</td>
<td>Rate of urban sewage treatment</td>
</tr>
<tr>
<td>X13</td>
<td>Industrial dust removal rate</td>
</tr>
<tr>
<td>X14</td>
<td>The utilization rate of industrial solid waste</td>
</tr>
<tr>
<td>X15</td>
<td>Growth rate of per capita GDP</td>
</tr>
<tr>
<td>X16</td>
<td>Reduction rate of ten thousand Yuan GDP energy consumption</td>
</tr>
<tr>
<td>X17</td>
<td>Reduction rate of ten thousand Yuan GDP water consumption</td>
</tr>
<tr>
<td>X18</td>
<td>The rate of overall labor productivity</td>
</tr>
<tr>
<td>X19</td>
<td>The growth rate of new energy and energy-saving environmental protection industry</td>
</tr>
</tbody>
</table>

### Table 6. Characteristic value of factor loading and contribution rate.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Characteristic value</th>
<th>Rate of Contribution(%)</th>
<th>The cumulative contribution rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.248</td>
<td>45.823</td>
<td>45.823</td>
</tr>
<tr>
<td>2</td>
<td>3.240</td>
<td>17.997</td>
<td>63.820</td>
</tr>
<tr>
<td>3</td>
<td>2.382</td>
<td>13.231</td>
<td>77.051</td>
</tr>
<tr>
<td>4</td>
<td>1.465</td>
<td>8.141</td>
<td>85.192</td>
</tr>
<tr>
<td>5</td>
<td>1.051</td>
<td>5.841</td>
<td>91.033</td>
</tr>
<tr>
<td>6</td>
<td>0.695</td>
<td>3.862</td>
<td>94.895</td>
</tr>
<tr>
<td>7</td>
<td>0.440</td>
<td>2.444</td>
<td>97.339</td>
</tr>
<tr>
<td>8</td>
<td>0.295</td>
<td>1.638</td>
<td>98.977</td>
</tr>
</tbody>
</table>

### Table 7. Orthogonal factor table.

<table>
<thead>
<tr>
<th>Index</th>
<th>$F'_1$</th>
<th>$F'_2$</th>
<th>$F'_3$</th>
<th>$F'_4$</th>
<th>$F'_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>0.132</td>
<td>0.096</td>
<td>0.006</td>
<td>0.963</td>
<td>0.148</td>
</tr>
<tr>
<td>X2</td>
<td>0.958</td>
<td>-0.218</td>
<td>-0.010</td>
<td>0.158</td>
<td>-0.007</td>
</tr>
<tr>
<td>X3</td>
<td>0.876</td>
<td>0.090</td>
<td>0.366</td>
<td>0.161</td>
<td>0.026</td>
</tr>
<tr>
<td>X4</td>
<td>0.895</td>
<td>-0.404</td>
<td>0.014</td>
<td>0.022</td>
<td>-0.077</td>
</tr>
<tr>
<td>X5</td>
<td>0.829</td>
<td>-0.166</td>
<td>0.295</td>
<td>-0.025</td>
<td>0.235</td>
</tr>
<tr>
<td>X6</td>
<td>0.944</td>
<td>0.005</td>
<td>0.129</td>
<td>0.151</td>
<td>0.237</td>
</tr>
<tr>
<td>X7</td>
<td>0.806</td>
<td>0.111</td>
<td>0.243</td>
<td>0.485</td>
<td>-0.016</td>
</tr>
<tr>
<td>X8</td>
<td>0.937</td>
<td>0.138</td>
<td>0.217</td>
<td>0.007</td>
<td>0.111</td>
</tr>
<tr>
<td>X9</td>
<td>0.758</td>
<td>0.243</td>
<td>-0.074</td>
<td>0.166</td>
<td>0.500</td>
</tr>
<tr>
<td>X10</td>
<td>0.231</td>
<td>-0.088</td>
<td>0.004</td>
<td>0.621</td>
<td>-0.127</td>
</tr>
<tr>
<td>X11</td>
<td>0.278</td>
<td>-0.877</td>
<td>0.372</td>
<td>0.135</td>
<td>-0.037</td>
</tr>
<tr>
<td>X12</td>
<td>0.563</td>
<td>-0.001</td>
<td>0.549</td>
<td>0.156</td>
<td>0.173</td>
</tr>
<tr>
<td>X13</td>
<td>0.362</td>
<td>0.801</td>
<td>0.162</td>
<td>-0.201</td>
<td>-0.088</td>
</tr>
<tr>
<td>X14</td>
<td>0.392</td>
<td>0.728</td>
<td>0.279</td>
<td>0.289</td>
<td>0.074</td>
</tr>
<tr>
<td>X15</td>
<td>-0.441</td>
<td>-0.607</td>
<td>-0.488</td>
<td>0.064</td>
<td>0.130</td>
</tr>
<tr>
<td>X16</td>
<td>0.232</td>
<td>0.844</td>
<td>-0.039</td>
<td>0.121</td>
<td>-0.091</td>
</tr>
<tr>
<td>X17</td>
<td>-0.196</td>
<td>0.070</td>
<td>0.935</td>
<td>-0.017</td>
<td>0.186</td>
</tr>
<tr>
<td>X18</td>
<td>0.101</td>
<td>-0.087</td>
<td>-0.143</td>
<td>0.970</td>
<td>0.060</td>
</tr>
<tr>
<td>X19</td>
<td>-0.620</td>
<td>0.019</td>
<td>0.138</td>
<td>0.075</td>
<td>0.755</td>
</tr>
</tbody>
</table>
From energy efficiency, as water and other resources, Haidian District scored 40.680 points. It was 28.519 points more than Beijing which scored 12.161 points and ranked second. From the individual indicators, various energy indicators in Haidian District are lower than Beijing, which shows that the economic development of Haidian District has entered the low-power stage.

From the ecological environment construction, Haidian District scored 19.246 points and ranked first. It was 0.262 points higher than the second Shanghai with a score 18.984 points. Beijing scored 16.486 and ranked seventh. Due to all the areas have paid attention to environmental protection, the gap of each regional ecological environment construction is not so great. Take Haidian District as an example, its urban sewage treatment rate reached 94.3% and disposal rate of solid waste utilization reached nearly 100%, which showed the Haidian District emphasized much about ecological environment development.

From a sustainable development perspective, Haidian District scored 10.377 points and ranked third, which is behind the Binhai New Area and Shanghai. Binhai New Area with a score 18.574 ranked first. Shanghai scored 10.788 points and ranked second. The sustainable development of Haidian District is behind the Binhai New Area and Shanghai. On one hand, this shows that the economic development in Haidian District has reached advanced level under the current technology conditions and it has limited tap potentials in further developing. On the other hand, it is vital to break the constraints of existing land and other resources for the future economic development of the Haidian District. How to promote the use of technology and expand the use of various elements and resources are essential.

Outcome of Factor Analysis

Obviously, these 28 indices above explained green production system from different angles, but in different regions the contribution of these 28 indices is different. Therefore, it is of significance to analyze the competition of green production in different regions. This paper use factor analysis to go on the next research. Based on the results of AHP, all the selected indexes are shown in Table 5.

By using SPSS 13 statistical software, we got the factor analysis characteristic value, contribution rate and the accumulative contribution rate which are shown in Table 6. As the KMO value is 0.795, so it is suitable to use factor analysis. According to the information of original data reflected by the contribution rate of each factor, the top 5 factors have already contained more than 91.033% of the information of original variables, which satisfy all the requirements of factor analysis (≥ 85%).

In order to make the right and reasonable roots of load factor is polarized to 0 or 1. The 19 explanation for the main factor, each of square factor loading matrix is rotated by varimax method. Results are shown in table 7.

From table 7, the first main factor has greatest ability to explain the green production and its rate is 45.825%. In the first mainfactors, the load factors have the larger coefficient. \( x_1 \) represents the technical personnel quantity in every million people in different region. \( x_2 \) represents the numbers of patents granted per million people. \( x_3 \) represents the R &D expenditure accounts for GDP. \( x_4 \) represents the third industries accounted for the proportion of GDP. \( x_5 \) represents the new energy and energy-saving environmental protection industry added value accounted for the proportion of GDP. \( x_6 \) represents Ten thousand Yuan GDP power consumption. \( x_7 \) represents the energy consumption per unit of GDP. \( x_8 \) represents the water consumption per unit of GDP. The Eight indicators reflect three aspects of local condition, which include science and technology level, advanced industrial structure and energy efficiency.

The stronger the regional green production ability is, the more developed the region is. Therefore, the region like Haidian District, the third industrial output has reached 80% of total output value. Those regions must be able to continue to increase investment in science and technology. So they can promote the development of new technology, new products. And the combination of Produces, study and grinds will increase the utilization rate or circular utilization of renewable energy resources. And then those regions will achieve the goal of promoting the progress of green production.

CONCLUSION

To build the Green Production System is a practice of green development in China, which is an important way to transform the economic development mode and to complete ecological civilization construction.

For the AHP results, it is obvious that Haidian District performs a good condition in each kind of indicators and it has reached advanced level under the current technology conditions. But what cannot be ignored is that Haidian District is facing a limitation in further developing. So it is vital to break the constraints of existing land and other resources for the future economic development of...
the Haidian District. How to promote the use of technology and expand the use of various elements and resources are essential.
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The unsaturated soil hydrodynamic dispersion test was done by using unsaturated silt loam in the Yangtze River Estuary. The hydrodynamic dispersion coefficient was expressed as a linear function form in the form of mechanical dispersion coefficient. Based on the mass conservation principle, we deduced the new formulas to calculate coefficient of hydrodynamic dispersion, and calculated the hydrodynamic dispersion coefficient of unsaturated silt loam according to the soil water and salt dynamic data measured by the vertical soil column method. Based on the calculated results, the relationship between hydrodynamic dispersion coefficient and the pore velocity were established. The experimental results show that there is a linear relationship between the hydrodynamic dispersion coefficient and the average pore water velocity, and the calculated results are close to the previous ones. The method is proved to be correct and accurate, and the physical concept is clear and the formula is simple, and is more practical.

Key words: Coefficient of hydrodynamic dispersion, Solute flux, Unsaturated soil.

INTRODUCTION

With the development of society, the unreasonable discharge of industry and domestic sewage caused serious damage to the environment and caused the groundwater to be polluted to varying degrees [1]. The dispersion coefficient is the most important parameter to study the solute transport of groundwater, and the dispersion test is one of the most reliable methods to reveal the transport mechanism of solute in groundwater and to obtain the dispersion coefficient. It is indispensable for the study of groundwater pollutant transport link [2]. Dispersion test is divided into indoor tests and outdoor tests, although the outdoor test results is more in line with reality, but the actual field operation is affected by a variety of factors, and reasonable dispersion coefficient is difficult to obtain. Therefore, the laboratory tests have an important role in the study on the mechanism of the dispersion test and the influence of single factors.

In 1905 Slichter reported that solutes in the soil did not migrate at the same rate. Since then, people proposed and gradually formed the basic theory of solute transport - hydrodynamic dispersion theory. In general, the hydrodynamic dispersion is due to the thermodynamics of the particles and the mechanical mixing of the solute molecules by the fluid, that is, the diffusion of the solute in the porous medium and the convection dispersion. There are many methods to calculate the hydrodynamic dispersion coefficient in soils at home and abroad. From the initial trial algorithm, straight line diagram method, standard curve method, point-by-point method, preferred fitting method to later linear regression method, inverse function method, microbiological method, linear regression method and so on [3, 4, 5, 6, 7]. From the whole development process, the calculation method has been from the larger hand-painted method tends to a higher degree of precision computerized, micro-processing method development [8, 9, 10, 11].

At present, the understanding of structure form in coefficient of hydrodynamic dispersion is not still unified [12]. Theoretically, the coefficient of hydrodynamic dispersion $D_{sh}$ is the sum of molecular diffusion coefficient $D_s$ and the mechanical dispersion coefficient $D_h$. With the increase of the aperture characteristic or the nonuniformity coefficient, the molecular diffusion coefficient has a small increase, the diffusion is mainly affected by concentration gradient, water content, temperature and other factors in theory [13,14]. Generally, the molecular diffusion coefficient of solute in soil is only expressed for the function of soil water content, having nothing to do with the density of solute, and it usually is shown by empirical formula [15]. Kemper et al. (1966) using the empirical formula to show the molecular diffusion coefficient $D_s$ is as following.

$$D_s = D_0ae^{bθ}$$

Where $D_s$ is the molecular diffusion coefficient (cm$^2$/min), D$0$ is the diffusion coefficient of solute in the free water body, $θ$ is soil water content (cm$^3$/cm$^3$), a and b are the empirical constants.

According to the literature [16], while the soil water suction changes in the range of 0.3 ~ 15 atm, $b = 10$ is more suitable in the above empirical
formula, the changing range of value of \( a \) is 0.005 ~ 10.001 (silt loam to clay), the bigger the soil viscosity is, the smaller the value of \( a \).

It is generally acknowledged, in one-dimensional flow, the mechanical dispersion coefficient \( D_h \) is in proportion to the one power of average flow velocity in soil voids [17].

\[
D_h = \alpha \sqrt{v}
\]  

(2)

Where \( D_h \) is the mechanical dispersion coefficient (cm²/min), \( v \) is the average porous flow velocity (cm/min), \( \alpha \) is the dispersion degree (an empirical constant) (cm).

In the above foregoing, the dispersion coefficient \( D_s \) stands for the sum of the molecular diffusion coefficient \( D_s \) and the mechanical dispersion coefficient \( D_h \), that is,

\[
D_s = D_s + \alpha\theta 
\]  

(3)

When the speed of convection is quite large, the function of the mechanical dispersion will greatly exceed the molecular diffusion, so only to need to consider the mechanical dispersion function in hydrodynamic dispersion. On the contrary, when the soil solution is static, the mechanical dispersion is completely inoperative, only leaving the molecular spreading. Generally speaking, there are molecular dispersion function and mechanical dispersion function at the same time in solute transfer in soil, but it is difficult to distinguish them, so the molecular diffusion and the mechanical dispersion are referred to as hydrodynamic dispersion. In practical application, some scholars express the coefficient of hydrodynamic dispersion as the exponential function of the coefficient of molecular diffusion form. Smiles et al. believed that, in further theoretical and experimental work, the dispersion coefficient and velocity are independent of solute transport during the process of infiltration into very coarse soils [18]; Xie et al. systematically discussed the zero flux surface method, surface flux method, and proposed the positioning flux method [19]. They think longitude diffusion coefficient is not sensitive to the average flow velocity in soil voids, so \( D_s \) can be alone treated as the function of the water content. However, from the literatures, many scholars express the coefficient of hydrodynamic dispersion as the linear function of the coefficient of mechanical dispersion form. They think that \( D_s \) is in proportion to the one power of the average porous flow velocity. Zhang et al. obtained the calculation method of hydrodynamic dispersion parameters of adsorbed solute by experimental study on saturated and unsaturated hydrodynamic dispersion of light loam and heavy loam through indoor soil column [20]. Shang et al. used the normal distribution function method to obtain the hydrodynamic dispersion coefficient of the disturbed soil, and the diffusion coefficient was obtained by the proportional relationship between the hydrodynamic dispersion coefficient and the average pore velocity [21]. Li et al. carried out one-dimensional soil column of hydrodynamic dispersion and diffusion experiment based on the theory of hydrodynamics dispersion, and calculate the mechanical dispersion and diffusion coefficient of soil samples according to the experimental results [22]; Li et al. identified the dispersion coefficient of one-dimensional flow and two-dimensional hydrodynamic dispersion model based on the proportional relationship between \( D_s \) and mean pore velocity \( v \) by the line method of the bat algorithm, and proved the practicability of the method [23]. The coefficient of hydrodynamic dispersion is expressed as in the latter form in the paper [24]. The experimental method is the indoors upright soil column.

**EXPERIMENTAL MATERIAL AND METHOD**

The experimental soil was sampled from the estuary of the Changjiang River (Fig.1). The soil is silt loam, and the primitive salt content is 0.364g/kg, which is desalting soil. The soil sample used in the experiment through the natural air-drying is passed sieve mesh and mixed to well distributed. According to the actual dry density of the soil from the farmland, the soil column is filled. The degree of mineralization of supplying water in the experiment is 8g/L (close to the degree of mineralization of groundwater).

The soil column used is an upright soil column, which is made of the transparent plexiglas column, height 170cm, diameter 12.7cm. The side of the soil column is equipped with the salt sensor in order to monitor the soil salt content, and buried depth is 5, 15, 30, 45, 65, 105, 145cm, and tensiometer in the same depth to monitor the soil moisture content. Seal the bottom, open the top to evaporate. The experiment is done indoors. In order to be close to the natural environment condition, an infrared lamp is laid over the top of the column to imitate the sunlight. The bottom of soil column is equipped with Marriott bottle to control the water level and to monitor the consumption mass of water. The experiment lasted from August to October 1999, every 3 days once in the earlier and every 4 days once in the later got the observation record of soil electric conductivity, tension and the consumption mass of water. The experimental device is in Fig.2.
CALCULATION OF COEFFICIENT OF HYDRODYNAMIC DISPERSION

To calculate the coefficient of hydrodynamic dispersion, firstly calculate the moisture flux, and then calculate the salt flux, finally determine the coefficient of hydrodynamic dispersion by the moisture flux and the salt flux.

**Moisture flux**

If both the mass of water that the solution supplied to the soil column through the bottom and the distribution of the profile water content at different moments were known, by water mass balance principle, the moisture flux q_z in any section z of the soil column can be expressed as follows.

\[
q_z - q_0 = \frac{1}{\Delta t} \left[ \int_{t_1}^{t_2} \theta(t_1) \, dz - \int_{t_1}^{t_2} \theta(t_1) \, dz \right]
\]

That is

\[
q_z = q_0 - \frac{1}{\Delta t} \left[ \int_{t_1}^{t_2} \theta(t_1) \, dz - \int_{t_1}^{t_2} \theta(t_1) \, dz \right]
\]

Where q_z is the moisture flux in any section of depth z (cm/d), q0 is the mass of inflow water mass from the bottom of the soil column (cm/d), \( \theta \) is the volumetric water content (cm³/cm³), \( \Delta t = t_2 - t_1 \) is the time interval (d).

The formula (5) is written in discrete form:
\[ q_z^{k+1/2} = q_0^{k+1/2} - \frac{1}{\Delta t} \left( \sum_{i=0}^{i_z} \theta_{i+1/2}^{k+1} \Delta z - \sum_{i=0}^{i_z} \theta_{i+1/2}^k \Delta z \right) \]

\[ = \frac{1}{2} \left( q_0^{k+1} + q_0^k \right) - \frac{\Delta z}{2\Delta t} \left[ \sum_{i=0}^{i_z} \left( \theta_{i+1}^{k+1} + \theta_i^{k+1} \right) - \sum_{i=0}^{i_z} \left( \theta_{i+1}^k + \theta_i^k \right) \right] \]

Where \( k \) is the number of time intervals.

**Salt flux**

If both the solute flux from the bottom of the soil column and the distributions of the sectional water content and of the solute density at different moments were known, by the mass conservation law, the solute flux \( J_z \) in any section depth of \( z \) can be got:

\[ J_0 - J_z = \frac{1}{\Delta t} \left[ \int_0^z \theta(t_2) c(t_2) d\tau - \int_0^z \theta(t_1) c(t_1) d\tau \right] \]

That is,

\[ J_z = J_0 - \frac{1}{\Delta t} \left[ \int_0^z \theta(t_2) c(t_2) d\tau - \int_0^z \theta(t_1) c(t_1) d\tau \right] \]

Where \( J_z \) is the solute flux in any section depth of \( z \) (g/cm²/s), \( J_0 \) is the solute flux in the bottom of the soil column (g/cm²/s), \( c \) is the density of soil solution (g/cm³), \( \theta \) is the volumetric water content, \( \Delta t = t_2 - t_1 \) is the time interval (d).

The equation (8) is written in dispersed form:

\[ J_z^{k+1/2} = J_0^{k+1/2} - \frac{1}{\Delta t} \left( \sum_{i=0}^{i_z} \theta_{i+1/2}^{k+1} c_{i+1/2}^{k+1} \Delta z - \sum_{i=0}^{i_z} \theta_{i+1/2}^k c_{i+1/2}^k \Delta z \right) \]

\[ = \frac{1}{2} \left( J_0^{k+1} + J_0^k \right) - \frac{\Delta z}{4\Delta t} \left[ \sum_{i=0}^{i_z} \left( \theta_{i+1}^{k+1} + \theta_i^{k+1} \right) (c_{i+1}^{k+1} + c_i^{k+1}) - \sum_{i=0}^{i_z} \left( \theta_{i+1}^k + \theta_i^k \right) (c_{i+1}^k + c_i^k) \right] \]

**Coefficient of Hydrodynamic Dispersion**

According to the hydrodynamic dispersion principle, solute flux is equal to the sum of the hydrodynamic dispersion flux and the convection flux, that is:

\[ J = -\theta D_{sh} \frac{\partial c}{\partial z} + qc \]

\[ D_{sh} = \frac{1}{\theta} \frac{\partial c}{\partial z} (qc - J) \]

Where \( J \) is the solute flux (g/cm²/s), \( D_{sh} \) is the coefficient of hydrodynamic dispersion (cm²/d), \( c \) is the density of solute (g/cm³), \( \theta \) is the volumetric water content, \( \Delta t = t_2 - t_1 \) is the time interval (d).

The equation (11) is written in dispersed form:

\[ (D_{sh})_{z}^{k+1/2} = \frac{1}{\theta^{k+1/2} \Delta z} \left[ \theta^{k+1/2} c_{z}^{k+1/2} - \theta^{k+1/2} c_{z}^{k+1/2} \right] \]

Replacing the foregoing \( q_z^{k+1/2} \) and \( J_z^{k+1/2} \) into equation (12) can calculate the coefficient of hydrodynamic dispersion \( D_{sh} \). If taking a series of section \( z \), a series of \( D_{sh} \) can be calculated out. Furthermore, \( D_{sh} \) and the corresponding average pore flow velocity \( v \) in soil voids can be fitted into empirical formula.

**RESULTS AND ANALYSIS**

The experimental data of calculating the coefficient of hydrodynamic dispersion is shown in the following table (table 1).

Based on the experimental data of the above table, the coefficient of hydrodynamic dispersion can be calculated with the equation (12), in which the water content is calculated according to Van Genuchten model:

\[ \theta = \frac{\theta_s - \theta_r}{[1 + (\alpha \theta_s)^n]^m} + \theta_r \]

Where, the parameters according to the actually measured data for the water characteristic curve: \( \theta_s \) is 0.432, \( \theta_r \) is 0.01, \( \alpha \) is 0.006038, n is 1.9087501, m is 0.476097.

The conversion relation fitted by the experimental data between the electric conductivity and the salt content of soil is:
\[ s = 2.888E_c + 0.1016 \quad (14) \]

Where \( s \) is the salt content of the soil (the salt mass of one unit mass dry soil (g/kg)), \( E_c \) is electric conductivity (mS/cm).

**Table 1. Data of hydrodynamic dispersion experiment**

<table>
<thead>
<tr>
<th>Time (m-d)</th>
<th>Water volume (mL)</th>
<th>Tension ( h ) (cmH2O)</th>
<th>Electric conductivity ( E_C ) (dS/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-26</td>
<td>108</td>
<td>153, 137, 135, 107, 82, 51</td>
<td>0.131, 1.109, 2.094, 2.947, 3.744, 9.458, 14.091</td>
</tr>
<tr>
<td>8-31</td>
<td>85</td>
<td>157, 143, 133, 102, 77, 41</td>
<td>0.126, 1.143, 2.172, 3.084, 3.995, 9.714, 14.362</td>
</tr>
<tr>
<td>9-4</td>
<td>87</td>
<td>150, 137, 133, 107, 77, 51</td>
<td>0.127, 1.139, 2.216, 3.205, 4.188, 9.928, 14.463</td>
</tr>
<tr>
<td>9-8</td>
<td>75</td>
<td>149, 129, 127, 97, 77, 41</td>
<td>0.129, 1.172, 2.278, 3.338, 4.374, 10.112, 14.632</td>
</tr>
<tr>
<td>9-25</td>
<td>123</td>
<td>149, 126, 122, 92, 69, 26</td>
<td>0.131, 1.261, 2.592, 3.994, 5.321, 10.908, 15.105</td>
</tr>
<tr>
<td>9-29</td>
<td>20</td>
<td>143, 127, 124, 92, 71, 31</td>
<td>0.133, 1.290, 2.667, 4.136, 5.490, 11.030, 15.003</td>
</tr>
<tr>
<td>10-25</td>
<td>33</td>
<td>145, 129, 124, 102, 77, 41</td>
<td>0.147, 1.342, 2.822, 4.481, 6.044, 11.367, 15.105</td>
</tr>
<tr>
<td>10-29</td>
<td>38</td>
<td>145, 133, 129, 102, 77, 41</td>
<td>0.147, 1.379, 2.890, 4.576, 6.137, 11.429, 15.172</td>
</tr>
</tbody>
</table>

* * the depth (cm)

By calculating according to the experimental data, we has got the coefficient of hydrodynamic dispersion of the unsaturated slit loam. The coefficient value is in proportion to the average flow velocity in soil voids. The fitted curve is shown in Fig. 3, and the correlate coefficient \( R = 0.85 \), that is, \[ D_{sh} = 0.35v \quad (15) \]

Where \( D_{sh} \) is the coefficient of hydrodynamic dispersion (cm²/min), \( v \) is the average flow velocity in soil voids (cm/min).

Fig. 3. \( D_{sh} \sim v \) curve fitted

In the test, as sensor and moisture tensiometer are arranged in large interval, it may influence the accuracy of the calculated result in some extent. Because solute transfer law is affected by a lot of factors, such as adsorption and desorption, the physics and chemical reaction, the original salt in soil, and so on, it is much more complicated than moisture movement. From the data of fitting figure, it can be found out that the fitting points are quite scattered, but the total linear tendency is still very clear. And the calculated values of the coefficient of hydrodynamic dispersion are quite close to the results calculated of other author, such as Yang Jinzhong, Huang Kangle, Zhang Yufang et. al. This approach is of clear physics concept and the calculated formula is simple and practical.
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In recent years, the number of Chinese sturgeon (*Acipenser sinensis*) has decreased, due to food shortage and starvation as a result of human activity. In this study, the effects of starvation on the metabolism of juvenile sturgeon were examined by measuring their blood parameters over time to assess the utilization of energy resource and identify biomarkers of stressed sturgeon populations. Plasma was sampled every six days during 49 days of starvation. The results showed that the total protein concentration of sturgeon increased slightly during the initial period of the experiment, and then declined significantly after 25 days. It has become apparent that the concentration of albumin (ALB) declined significantly after 31 days of starvation. Glucose (GLU) concentration was decreased significantly after only 7 days of starvation, and dripped significantly again after 31 days. Triglyceride (TGL) and cholesterol (CHOL) levels were steady, until as late as 25 days after starvation. Other parameters including urea, alanine aminotransferase, aspartate aminotransferase, and lactate dehydrogenase also reduced significantly. In contrast, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol, and alkaline phosphatase were less affected. The activity of alanine aminotransferase (ALT) decreased significantly after 13 and 37 days of starvation. The activity of lysozyme (LSZ) increased generally and there were significant difference between 43-day starvation group and 4 starvation groups of 1-19 days. Therefore, these results indicate that carbohydrates were metabolized preferentially in the blood of juvenile Chinese sturgeon, then proteins, and finally lipids. Furthermore, GLU, ALB, CHOL, and TGL can be used as indicators to nutritional condition. Obvious effects occurred in the blood of juvenile Chinese sturgeon after 13 days of starvation.

**Key words:** Chinese sturgeon, Blood, Physiology, Nutrient utilization, Starvation.

**INTRODUCTION**

Chinese sturgeon (*Acipenser sinensis* Gray 1835) are an anadromous species that live only in the Changjiang (Yangtze) River in China. This species is on the Red List of Threatened Species, International Union for Conservation of Nature (IUCN), and has been given Category I Protection in China [1, 2]. Since the sturgeon lifecycle includes a transition from birth in fresh water to salt water for maturity, juveniles concentrate at the river estuary from May through September annually to develop their capacity for osmoregulation by salinity challenge. At this site, the juvenile sturgeon mainly feed on demersal fish, polychaeta, amphipoda, and some small-sized benthic invertebrates including shrimp, crabs, and bivalves [3]. However, because of overfishing, water pollution, beach reclamation, and other human activity, food biomass of Chinese sturgeon in the Changjiang River estuary has declined significantly in recent years, indicating that juvenile Chinese sturgeon face scarce and starvation in the Changjiang River. Therefore, we require a non-lethal method to monitor the nutritional status of this species for the conservation purpose.

Some types of biochemical parameters in blood have been used as the indicators of nutritional status in fishes, the relative predominance of three body constituents (carbohydrates, lipids and protein) depends on the duration of starvation, and if the temporal changes in blood biochemical parameters reflect the change in the relative predominance, the degree of nutritional stress in juvenile Chinese sturgeon may estimate more precisely. However, the nature of metabolic changes experienced during starvation largely depends on the species and duration of the fasting period. Certain fish, including goldfish, carp, rainbow trout [4], and porgy [5], preserve glycogen while metabolizing lipids and/or proteins. Other species, such as cod [6], tilapia [7], and coho salmon [8], conserve proteins and lipids while partially depleting glycogen stores. Evaluating the blood chemical parameters of fish could provide essential information on their metabolism during conditions of starvation.

Previous studies on starvation have mainly focused on teleost, which undergo natural starvation during winter months; whereas little literature is available on the effects of starvation on non-teleost species. Therefore, Chinese sturgeon...
were used in the present study to gain a better understanding of the strategy that non-teleost fish species use to cope with starvation. The main objectives of this study were to: (1) investigate blood changes in juvenile sturgeon in response to starvation stress; (2) assess which energy resource juvenile sturgeon used preferentially during different starvation periods; (3) identify blood biochemical parameters that can potentially be used as indices of substrate utilization and nutritional state; (4) evaluate the maximum time juvenile Chinese sturgeon can suffer. These information would provide a better understanding of the metabolism of Chinese sturgeon, and could be used to further develop conservation strategies.

EXPERIMENTAL

Materials

One hundred juvenile Chinese sturgeons (7 months old) were obtained from the Chinese Sturgeon Research Institute in Yichang, China. The sturgeons were transferred to the Aquaculture Laboratory (East China Sea Fisheries Research Institute, Shanghai, China) and reared indoors in 2-m-diameter circular fiberglass tanks. Fish were stocked for 15 days under ambient light and temperature prior to experimentation in order to acclimate them to laboratory conditions. They were also fed a commercial diet (Shandong Shengsuo Feed Company, Yantai City, China) to apparent satiety 3 times per day (08:00, 14:00, and 20:00 h).

After 15 days of acclimation, 162 active juveniles (mean body length = 16.0±0.8 cm, mean body weight = 21.00±4.01 g) were chosen to be cultured in 3 separate tanks for the starvation experiment (54 fish per tank). The mean lengths and weights of fish did not differ among 3 groups. Water quality was measured daily during the experiment. Water temperature, pH, and dissolved oxygen levels were determined to be 19.2±1.4 °C, 7.4±0.3, and 6.1±0.5 mg/L, respectively. Fish were exposed to a 12 h light-dark photoperiod using overhead fluorescent lights.

Experimental treatments and sampling procedures

The study was carried out from April to May 2008. No sturgeon mortalities occurred during the experiment. Fish were fasted for 24 h prior to the first blood sampling (day 1). Thereafter, samples were taken every 6 days during total 48 days of starvation. Upon each sampling occasion, six fish were randomly selected from each tank, always at the same time of day. Juvenile sturgeon were immediately anaesthetized by immersion in tricaine methanesulphonate at 100 mg/L. Special care was taken to maintain the fish as unstrained as possible. Fish were immersed in the anaesthetic solution until they reached the stage of complete immobility. Thereafter, blood samples of each fish were taken within 2 minutes by puncturing the caudal vein with a disposable sterilized syringe. Blood was immediately transferred into 1.5 mL Eppendorf tubes.

Analysis of samples

Blood was allowed to stand for 120 minutes at 4 °C to achieve complete clotting, then centrifuged at 10 000 × g for 10 min at 4 °C. Serum samples were then analyzed, together with the standard material, using a BS-200 Auto Chemistry Analyzer (Shenzhen Mindray Bio-Medical Electronics Co., Ltd., Shenzhen City, China). Serum glucose (GLU), total protein (TP), cholesterol (CHOL), triglyceride (TGL), alanine aminotransferase (ALT), aspartate aminotransferase (AST), alkaline phosphatase (ALP), lactate dehydrogenase (LDH), albumin (ALB), high-density lipoprotein cholesterol (HDLC), low density lipoprotein cholesterol (LDLC), and urea (UREA) were determined using a commercially available kit (Shenzhen Mindray Bio-Medical Electronics Co., Ltd., Shenzhen City, China) according to the manufacturer’s instructions. For analytical quality control of the chemical methods used, the certified reference materials was used to ensure accuracy of the coefficient of variation for each determination method was <5%.

The levels of ALT and LSZ were determined with respective kits bought from Nanjing Jianchng Bioengineering Institute (Jiangsu province, China), according to the manufacturer’s instructions. For measurement of LSZ, serum, kit reagents, and distilled water were mixed uniformly and placed into a 37 °C water bath for 15 minutes. Subsequently, the mixtures were placed into a 0 °C ice-water bath for 3 minutes, and were further transferred into 1-cm cuvettes for analysis.

Statistical analysis

All statistical analyses were performed using one-way analysis of variance (ANOVA). Significant differences among means were determined by Duncan’s multiple range test. Difference were accepted as significant when \( P<0.05 \). All data were analysed with Statistics software version 6.0 (StatSoft Inc., Tulsa, OK, USA) and described as mean ± standard deviation (SD).

RESULTS AND DISCUSSION

As shown in Table 1, chemical analysis determined that TP levels increased slightly during the initial period of starvation, and then continually declined to significantly reduced levels by day 25 (\( P<0.05 \)). After 25 days, TP levels remained steady, until it reached its lowest level of 5.1 g/L at the end of experiment (49 days). Similarly, ALB levels remained relatively constant with a slight decrease during the first 25 days of starvation, then decreased significantly by 31 days (\( P<0.05 \)).

In the experiment, GLU levels of sturgeon decreased significantly over time during starvation (Table 1). GLU concentration was significantly decreased (\( P<0.05 \)) after only 7 days of starvation,
and continued to decrease until it was again significantly reduced \((P<0.05)\) after 31 days.

In the experiment, the CHOL levels of sturgeon increased slightly during the first 19 days starvation, then decreased significantly by 25 days \((P<0.05)\) (Table 2). TGL levels also decreased over time during the 49 days of starvation. Its concentration was significantly reduced \((P<0.05)\) after 25 days of starvation, and again after 43 days \((P<0.05)\), and finally reached its lowest level of 5.23 mmol/L on day 49 (Table 2). Of note, the concentrations of CHOL, TGL, and UREA were all significantly decreased by day 49, compared to corresponding starting levels of each (Table 2). In addition, HDLC, LDLC and ALP levels also did not experience significant changes during 49 days of starvation (Table 3). The range of ALP, LDLC, HDLC and LDH were 93.4±4.7–102.9 ± 19.5, 0.20 ± 0.05–0.27 ± 0.10, 0.30 ± 0.08–0.32 ± 0.14, 922.0 ±54.9–992.5±57.8 respectively. The results of statistical tests were \(P > 0.05\) for ALP, LDLC, HDLC and LDH (Table 4). The activity of alanine aminotransferase decreased significantly after 13 and 37 days of starvation. The levels ranged from 42.1 to 134.6 U/L (Figure 1). The activity of lysozyme increased generally and there were significant difference between 43-day starvation group and 4 starvation groups of 1-19 days (Figure 2). Obvious effects occurred in the blood of juvenile Chinese sturgeon after 13 days of starvation.

Evaluations of nutritional health of animals are based mainly on measurements of available energy because the quantity of energy reserves correlates with survival or the adaptive aspects of life-history variation [9, 10]. However, it has been difficult to estimate the nutritional condition of animals living in their natural conditions. Blood biochemical parameters have been used as semi-quantitative indicators of nutritional condition for some fishes [11, 12]. The lethal method is not appropriate for the conservation of Chinese sturgeon, because the fish is faced with the risk of extinction. Non-lethal blood sampling may prove particularly useful for evaluating the nutritional condition of sturgeon.

For instance, blood TP concentration provides information about fish metabolism, as it may be used as a back-up energy source during severe stress [13]. Previous studies showed that TP concentration decreased significantly after a 7-day fasting period in gilthead sea bream [14]. Friedrich et al. (2001) also found that the crude protein level of carp (\textit{Cyprinus carpio}) significantly decreased after 12 weeks without food [15]. ALB is a major component of plasma proteins, and is a biomarker of many diseases and other stress situations [16]. In the current study, TP concentration was determined to be increased slightly during the initial period of starvation, and then declined significantly after 25 days. And ALB concentration declined significantly after 31 days of starvation. These results suggested that during prolonged periods of starvation, sturgeon used protein as one of their energy sources.

Blood carbohydrates play an important role in the regulation of blood GLU levels. GLU is of the utmost of importance in metabolism and can be used as an indicator of stress [17]. Various patterns of change in plasma GLU levels have been described in fasting fish [14, 18]. In the current study, GLU levels of juvenile Chinese sturgeon decreased during starvation, with significant drops detected after 7 days of starvation, and again after 31 days. Similarly, plasma GLU concentrations were decreased in fasting brown trout \textit{Salmo trutta} [19]. Generally, fish use liver glycogen for maintaining metabolic functions, thus supplying energy during short starvation [11, 20]. However, active glycogenolysis produced to counteract fasting is not enough to maintain GLU, thus the concentration of GLU is decreased again [21].

In addition, Macfarlane et al. (1990) previously found that HDLC increased significantly in striped bass (\textit{Morone saxatilis}) during starvation [22]. However, the levels of HDLC and LDLC were fairly unaffected, and exhibited no particular pattern, during starvation of sturgeon. The discrepancy between the present study and the striped bass study may be due to species difference or the physiological statuses of fish, but this issue requires further research for clarification.

During starvation, fish rely on a few main energy resources, firstly carbohydrates, secondly lipids and finally proteins. Physiologists typically describe three phases of fasting for vertebrate animals, mainly according to their measureable changes of glucose, lipids, and proteins [23]. The specific energy source used is highly dependent on the species and duration of the fasting period used. Some fish preserve glycogen, while metabolizing lipids and/or proteins [5]. Other species conserve protein and lipids, while partially depleting glycogen [8]. In the present study, GLU concentration of juvenile Chinese sturgeon decreased significantly after 7 days of starvation, while TP, ALB, CHOL., and TGL levels decreased significantly after 25 days starvation. These data indicated that during starvation, carbohydrates were metabolized preferentially in juvenile Chinese sturgeon, followed by proteins and lipids.
Many fish species can tolerate long periods of starvation in nature. However, the starvation time different fish can sustain vary widely across species, and the overall effects of long-term starvation on different organs and tissues are also different. The neotropical fish Hoplias malabaricus can survive food deprivation for periods of up to 180 days, without experiencing obvious reductions in metabolism; these studies also showed perivesical fat bodies were finally exhausted after 240 days of starvation [24]. In the present study, the concentrations of TP, ALB, GLU, CHOL, and TGL were significantly changed by ~25 or ~31 days of starvation. Therefore, Chinese sturgeon would survive at least 49 days of starvation at 19°C. It seems that the trends of LSZ activity change was dependent on the type and intensity of the stress [27].

Table 1. TP, ALB and GLU expression in serum of juvenile Chinese sturgeon during starvation.

<table>
<thead>
<tr>
<th>Starvation (days)</th>
<th>TP (g/L)</th>
<th>ALB (g/L)</th>
<th>GLU (mmol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.6 ± 0.8 a</td>
<td>3.6 ± 0.5 a</td>
<td>5.86 ± 0.69 a</td>
</tr>
<tr>
<td>7</td>
<td>9.4 ± 1.2 b</td>
<td>3.5 ± 0.4 a</td>
<td>4.47 ± 0.87 b</td>
</tr>
<tr>
<td>13</td>
<td>8.8 ± 1.1 ab</td>
<td>3.2 ± 0.1 a</td>
<td>4.38 ± 0.60 b</td>
</tr>
<tr>
<td>19</td>
<td>8.9 ± 0.5 b</td>
<td>3.4 ± 0.2 a</td>
<td>4.14 ± 0.22 b</td>
</tr>
<tr>
<td>25</td>
<td>6.0 ± 1.1 c</td>
<td>3.1 ± 0.7 a</td>
<td>3.89 ± 0.39 b</td>
</tr>
<tr>
<td>31</td>
<td>5.5 ± 0.7 c</td>
<td>2.2 ± 0.3 b</td>
<td>2.34 ± 0.17 c</td>
</tr>
<tr>
<td>37</td>
<td>5.6 ± 0.5 c</td>
<td>2.0 ± 0.4 b</td>
<td>2.73 ± 0.22 c</td>
</tr>
<tr>
<td>43</td>
<td>5.4 ± 0.9 c</td>
<td>2.4 ± 0.3 b</td>
<td>2.38 ± 0.50 c</td>
</tr>
<tr>
<td>49</td>
<td>5.1 ± 0.4 c</td>
<td>2.2 ± 0.3 b</td>
<td>2.11 ± 0.57 c</td>
</tr>
</tbody>
</table>

Mean ± standard deviation. Values sharing same letters differ non-significantly (P > 0.05). The same below.

Table 2. CHOL, TGL and UREA expression in serum of juvenile Chinese sturgeon during starvation.

<table>
<thead>
<tr>
<th>Starvation (days)</th>
<th>CHOL (mmol/L)</th>
<th>TGL (mmol/L)</th>
<th>UREA (mmol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.00 ± 0.35 a</td>
<td>10.42 ± 0.94 a</td>
<td>1.36 ± 0.21 a</td>
</tr>
<tr>
<td>7</td>
<td>2.24 ± 0.45 a</td>
<td>10.20 ± 0.77 a</td>
<td>1.47 ± 0.16 a</td>
</tr>
<tr>
<td>13</td>
<td>2.12 ± 0.28 a</td>
<td>11.46 ± 0.22 b</td>
<td>1.18 ± 0.14 a</td>
</tr>
<tr>
<td>19</td>
<td>2.34 ± 0.63 a</td>
<td>10.40 ± 2.08 b</td>
<td>1.00 ± 0.30 a</td>
</tr>
<tr>
<td>25</td>
<td>1.17 ± 0.45 b</td>
<td>7.82 ± 0.72 b</td>
<td>0.96 ± 0.18 a</td>
</tr>
<tr>
<td>31</td>
<td>1.25 ± 0.65 b</td>
<td>7.66 ± 0.59 b</td>
<td>0.84 ± 0.21 c</td>
</tr>
<tr>
<td>37</td>
<td>1.15 ± 0.52 b</td>
<td>6.67 ± 0.49 b</td>
<td>0.86 ± 0.16 c</td>
</tr>
<tr>
<td>43</td>
<td>1.13 ± 0.43 b</td>
<td>5.92 ± 0.88 c</td>
<td>0.85 ± 0.17 c</td>
</tr>
<tr>
<td>49</td>
<td>1.06 ± 0.35 b</td>
<td>5.23 ± 1.08 c</td>
<td>0.80 ± 0.15 c</td>
</tr>
</tbody>
</table>

LSZs are enzymes that damage bacterial cell walls by catalyzing the hydrolysis of 1, 4-beta-linkages. LSZ activity has previously been detected in serum, organs, and eggs of fish species [25]. Two LSZs have previously been purified and LSZ cDNA has been cloned from the head kidney of rainbow trout (Oncorhynchus mykiss) [26]. Furthermore, Fevolden et al. suggested that increases in LSZ activity could be interpreted as a response signal to stress in fish, and that the activity change was dependent on the type and intensity of the stress [27].

In contrast, Mock et al. reported that chronic stress resulted in a reduced LSZ activity [28]. Therefore, it seems that the trends of LSZ activity changes may vary for different fish species, and upon different stressors. In the present study, as the starvation time increased, the LSZ activity of juvenile Chinese sturgeon generally increased. This finding suggests that the non-specific immunity of Chinese sturgeon was fairly maintained during the...
starvation period. The activity of lysozyme (LSZ) increased significantly until 43-day starvation.

Fig. 2. Effect of starvation on activity of lysozyme in juvenile Chinese sturgeon.

CONCLUSION

Chinese sturgeon in starvation showed significant differences in many blood-chemistry levels, including: TP, ALB, GLU, CHOL, TGL, UREA, ALT, AST, and LDH. Based on our data, carbohydrates are likely metabolized preferentially in the blood of juvenile Chinese sturgeon, followed by proteins and lipids. Of note, GLU, ALB, CHOL, and TGL levels could potentially be used as indices of nutritional condition in multivariate blood-chemistry data sets. Obvious effects on activities of ALT and LSZ in the blood of juvenile Chinese sturgeon after 13 days of starvation. In addition, starvation can be suffered by juvenile Chinese sturgeon for up to 13-31 days. Taken together, the findings may reflect the evolutionary position occupied by sturgeon, as the utilization of stored metabolites during starvation appears to be intermediate to that of elasmobranches and teleost. This information would provide a better understanding of Chinese sturgeon, and could be used to further develop conservation strategies.
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This study focuses on a health risk assessment of volatile organic compounds (VOCs) in Children's Toys. First, the toy samples were collected and analyzed by HS-GC-MS. The geometric mean concentrations of individual VOCs obtained in all of the sampling campaign were 3.987, 6.672, 7.262, 3.756, 3.126 and 3.727 mg/kg for benzene, toluene, ethylbenzene, xylene, dichloromethane and trichloroethylene, respectively. Then, a risk assessment methodology was employed to evaluate the potential adverse health effects of the individual VOCs according to their carcinogenicities. Referring to the EU chemicals exposure model, the exposure and risk representation model were established. Finally, the USEPA model was applied to calculate the risk. The corresponding mean non-carcinogenic risks for benzene, trichloroethylene, dichloromethane, toluene, ethylbenzene and dimethylbenzene were 3.32E-06, 3.10E-06, 1.74E-06, 2.78E-07, 2.42E-07, and 6.26E-08, respectively. With respect to mean cancer risk for trichloroethylene, benzene and dichloromethane were 6.07E-05, 3.99E-05 and 6.69E-06, respectively. In addition, the total carcinogenic risk level of VOCs in toys was 1.07E-04 exceed the maximum acceptable risk level of 10-4 and the total non-carcinogenic risk was 8.75E-06 which exceeds the EPA’s acceptable risk level of 10-6.

Key words: Toys; VOCs; Exposure model; Health risk assessment.

INTRODUCTION

The world's largest toy producer is China [1]. However, more and more attention has been paid to the safety of children's toys, due to toy safety hazards and recall problems, in recent years. According to the official website statistics, the U.S.CPSC (Consumer Product Safety Commission) issued a total of unsafe products recall notification 307, including 162 cases of origin in China, children's products 34, accounting for 20.99%; the European Commission issued 1585 notifications through the RAPEX system about a serious risk to health and safety of consumer goods, which children’s toys 461 items, accounting for 29.1%. Chemical damage has become one of the main reasons for the recall.

Benzene, dichloromethane, trichloroethylene and other volatile organic compounds (VOCs) with different degrees of toxicity are often used as additives in the production of toys, and this has a huge impact on health when the toys are exposed to the human body. In order to guarantee the children’s health and safety, countries all over the world formulated strict laws, regulations and relevant standards for the quality of toy products, which put forward corresponding requirements regarding toxic chemical substances including organic chemical compounds in toys. [2]

There have been extensive studies on the VOCs. For example, J. Hoshi [3], H.T. Nguyen [4] et al. studied on the VOC types and concentrations in urban air. Choi E [5], Cailin Huang [6],Bin Xu[7], Liangui Bai[8], Wolkoff P. [9] et al. studied on the VOCs’ health risks of indoor furniture. Some[10-15] scholars tested and evaluated the VOCs generated by the garbage disposal plant. Durmusoglu E[15]studied on the health risk assessment of BTEX emissions in the landfill environment. Xuezhang Chen [16]and Xiaohong Zeng [17]carried on the risk analysis of harmful chemicals in textiles and children’s books, respectively. However, there are few studies on the health risk assessment of VOCs in children’s toys.

In order to assess the risk of VOCs in toys, this paper will first analyze the scene of exposure. Afterwards, a risk assessment model of VOCs in toys will be established for quantitative calculation, which can then provide a basis for safety management of toys.

EXPERIMENTAL

Sample collection and detection

There are many methods for the determination of volatile organic compounds at home and abroad
[18-21]. After the analysis and comparison of the other areas of the determination of volatile organic matter, the method, headspace gas chromatography coupled with mass spectrometry (HS-GC-MS), was adopted to detect the residues of 8 kinds of volatile organic compounds such as benzene series in toys. 65 toy samples were collected from domestic market, 35 plastic toys and 30 plush toys. The detection results showed that 31 of the 65 samples were in the detection limit of the organic volatile matter content. The geometric mean concentration of VOCs in children’s toys were 3.987, 6.672, 7.262, 3.126 and 3.727 mg/kg for benzene, toluene, ethylbenzene, xylene, dichloromethane and trichloroethylene, respectively.

EXPOSURE ASSESSMENT

Exposure scenario

The route and level of exposure to chemicals in toys is linked to both the physico-chemical properties of the chemical and how the toy is used by the child, which can be described through exposure scenarios. These scenarios usually include environmental exposure, route of exposure, the exposed population, chemical property, absorption rate and other factors. Concentrations of chemicals can be determined by sampling and analysis of samples. When resources are limited, concentrations can be estimated by using a trend model [22]. Human behavior characteristic information can be obtained through hypothesis or survey questionnaire by selecting a part of representative populations. Some of these exposure parameters are found in the "exposure factors handbook" promulgated by the USEPA.

For the volatile organic compounds in toys, respiratory exposure and oral exposure are the main exposure pathways to human. It should be noted that mouthing behavior studies demonstrated that children place a broad range of items in their mouths, including toys [23-24]. Although the dimensions of some toys may be such that they cannot be placed in the mouth, ridges can still be sucked on. Therefore, mouthing of toys is an important exposure scenario. VOCs in toys can evaporate into the air indoor and may cause local effects in the lung, so respiratory exposure scenarios should also be considered.

Children are the main group exposed to toys. As a special group of people, they are more sensitive and vulnerable to harmful substances than adults. Exposure frequency and exposure time for toys can be different for children of different ages. Most studies have shown that mouthing of toys often occurs in children under 6 years old. In consideration of the worst scenario, this paper mainly studied the children under this age.

Exposure model and exposure parameters

Based on the relevant exposure scenarios which have been analyzed above, the exposure to chemicals can be assessed by using the applicable mathematical formulas and the appropriate values of the variables, or exposure factors.

Oral exposure  Uptake of VOCs in toys via the oral route can be calculated by the following steps:

To calculate the intake of the organic volatile compounds in toys via oral route:

\[ I_{\text{oral}} = C \times \frac{S_0 \times Q \times \text{ABS} \times \text{ED} \times n}{S} \]  

Where C is the concentration of volatile organic compounds in toys, mg/kg; S0 is the contact area with the mouth, cm²; S is the toy’s area, cm²; Q is the toy’s weight, kg; ABS is the percentage of the migration; ED is the exposure duration, d; and n is the mouthing frequency, event/d.

To calculate the daily exposure dose per unit of body weight:

\[ E_{X_{\text{oral}}} = I_{\text{oral}} \times \frac{1}{\text{BW} \times AT} \]  

Where BW is body weight, kg; AT is the averaging time, d.

Breathing exposure  Organic volatile compounds in toys will spread in the air, which will not only affect the health of children, but also can produce toxic effects to adults to a certain extent. The dose of VOCs inhaled via the respiratory pathway can be calculated by the following steps:

To calculate the intake of the VOCs in toys via respiratory patterns:

\[ I_{\text{inh}} = C \times Q \times F_v \times D \times IR \times ET \times ED \]  

Where \( V_m \) is the space volume around the body, m³; \( F_v \) is the volatile coefficient, unitless; \( D \) is the dilution factor, unitless; \( Q \) is the weight of the toy, kg; IR is the respiratory rate, m³/h; ET is the exposure time, h/d; and ED is the continuous exposure time, d.

To calculate the daily exposure dose per unit of body weight:

\[ E_{X_{\text{inh}}} = I_{\text{inh}} \times \frac{1}{\text{BW} \times AT} \]  

where C, Q, ED, BW and AT are the same variables as mentioned above.
Exposure parameters

Exposure parameters are key parameters in the assessment of exposure and health risk; they are critical in determining whether the assessment itself is accurate and scientific. The United States, the European Union, Japan, South Korea and other countries have issued their own exposure factors handbooks. However, due to the differences in race, living habits and other aspects, the foreign exposure parameters cannot represent the residents' exposure characteristics and behavior in China[25]. China has not yet promulgated its own exposure manual, but according to the existing research, the exposure parameters of the children's toys in China can be estimated.

The parameter values in exposure assessment are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy’s weight Q</td>
<td>kg</td>
<td>1</td>
</tr>
<tr>
<td>Toy’s area S</td>
<td>cm²</td>
<td>1000</td>
</tr>
<tr>
<td>Contact area with the mouth</td>
<td>cm²</td>
<td>10</td>
</tr>
<tr>
<td>Migration percentage ABS</td>
<td></td>
<td>-1</td>
</tr>
<tr>
<td>Mouthing frequency n</td>
<td>event/d</td>
<td>4</td>
</tr>
<tr>
<td>Space volume around body</td>
<td>m³</td>
<td>225</td>
</tr>
<tr>
<td>Volatile coefficient Fv</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Dilution factor D</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Respiratory rate IR</td>
<td>m³/h</td>
<td>0.25</td>
</tr>
<tr>
<td>Exposure time ET</td>
<td>h/d</td>
<td>12</td>
</tr>
<tr>
<td>Exposure duration ED</td>
<td>d</td>
<td>365×6</td>
</tr>
<tr>
<td>Average time AT</td>
<td>d</td>
<td>2190</td>
</tr>
<tr>
<td>Lifetime LT</td>
<td>d</td>
<td>25550</td>
</tr>
<tr>
<td>Average body weight BW</td>
<td>kg</td>
<td>16</td>
</tr>
</tbody>
</table>

Dose-response

Dose-response parameters of the organic volatile compound in toys include reference dose of RfD and the slope factor of SF and both of them come from USEPA’s integrated risk information system (IRIS) [26].

RISK CHARACTERIZATION

Carcinogenic risk

In consideration of the various exposure pathways of chemical carcinogen, the health risk model of carcinogenic pollutant [27-28] can be calculated as:

\[ R_{cij} = 1 - \exp(-SF_i \times Ex_{ij}) \]  

(5)

where \( R_{cij} \) is the cancer risk of its chemical carcinogen through the exposure pathways, unitless; \( Ex_{ij} \) is the daily exposure dose per unit of body weight for its chemical carcinogen via the exposure pathways, mg/(kg·d); and \( SF_i \) is the carcinogenic potency factor of its chemical carcinogen through the exposure pathways, [mg/(kg·d)]⁻¹.

The total carcinogenic risk of a variety of carcinogens via various exposure routes can be calculated as follows:

\[ R^c = \sum_i \sum_j R_{cij} \]  

(6)

Non-Carcinogenic risk

The health risk model of non-carcinogenic pollutant [29] can be calculated as:

\[ R^{nc} = \frac{Ex}{Rfd} \times 10^{-6} \]  

(7)

Where \( R^{nc} \) is the non-carcinogenic risk, unitless; \( Ex \) is the daily exposure dose per unit of body weight for non-carcinogenic pollutants, mg/(kg·d); and \( Rfd \) is the reference dose of the specific chemical substance, mg/(kg·d).

The total no-carcinogenic risk of a variety of non-carcinogens via various exposure routes can be calculated as:

\[ R^{nc} = \sum_i \sum_j R_{ncij} \]  

(8)

RESULTS AND DISCUSSION

Risk analysis

The non-carcinogenic risk levels of 3 non-carcinogens and 3 carcinogens were calculated using the established risk characterization model of the toys. The results are shown in Table 2.

Table 2. Non-carcinogenic risk levels of VOCs in toys for children aged 1-6.

<table>
<thead>
<tr>
<th>Exposure pathways</th>
<th>Toluene</th>
<th>Ethylbenzene</th>
<th>Dimethyl benzene</th>
<th>Benzene</th>
<th>Dichloromethane</th>
<th>Trichloroethylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oral</td>
<td>2.09E-1</td>
<td>1.82E-07</td>
<td>4.70E-07</td>
<td>2.49E-06</td>
<td>1.30E-06</td>
<td>2.33E-06</td>
</tr>
<tr>
<td>Inhalation</td>
<td>6.95E-8</td>
<td>6.05E-08</td>
<td>1.57E-08</td>
<td>8.31E-07</td>
<td>4.34E-07</td>
<td>7.77E-07</td>
</tr>
<tr>
<td>Sum</td>
<td>2.78E-2</td>
<td>2.42E-07</td>
<td>6.26E-07</td>
<td>3.32E-06</td>
<td>1.74E-06</td>
<td>3.10E-06</td>
</tr>
</tbody>
</table>

Table 2 illustrates that non-carcinogenic risk ranking result of VOCs in toys is benzene>trichloroethylene > dichloromethane>toluene> ethylbenzene> dimethyl benzene and the
risk values are 3.32E-06, 3.10E-06, 1.74E-06, 2.78E-07, 2.42E-07, 6.26E-08, respectively. The risk of toluene, ethylbenzene and dimethylbenzene are less than EPA’s negligible risk level of 10-6, so these three kinds of volatile organic compounds do not cause non-cancer health effects on the human body. The non-carcinogenic risk level of benzene, trichloroethylene and dichloromethane were within the USEPA’s acceptable risk level of the scope of 10-4–10-6 [30] but there also have potential risk to human body.

The carcinogenic risk levels of 3 kinds of carcinogens were calculated using the established risk characterization model of the toys. The results are shown in Table 3.

Table 3. Carcinogenic risk levels of VOCs in toys for children aged 1-6.

<table>
<thead>
<tr>
<th>Exposure pathways</th>
<th>Benzene</th>
<th>Dichloromethane</th>
<th>Trichloroethylene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oral</td>
<td>2.99E-05</td>
<td>5.02E-06</td>
<td>4.55E-05</td>
</tr>
<tr>
<td>Inhalation</td>
<td>9.97E-06</td>
<td>1.67E-06</td>
<td>1.52E-05</td>
</tr>
<tr>
<td>Sum</td>
<td>3.99E-05</td>
<td>6.69E-06</td>
<td>6.07E-05</td>
</tr>
</tbody>
</table>

Table 3 illustrates that the carcinogenic risk ranking result of VOCs is trichloroethylene>benzene>dichloromethane and the risk values are 6.07E-05, 3.99E-05 and 6.69E-06, respectively. The risk levels are within the scope of 10-6–10-4, which shows that there is a potential carcinogenic risk to children. In the research of Zhang Qing et al. [31], the carcinogenic risk of benzene is ranging between 1.77E-06 to 5.98E-05 range. The research conclusion of this paper, the carcinogenic risk of benzene 3.99E-05, is just in this section.

The non-carcinogenic and carcinogenic total risk values of VOCs in toys on humans are calculated and compared, and the results are 8.75E-06 and 1.07E-04, respectively. The result illustrates that Rc (carcinogenic total risk level of VOCs in toys) >Rnc (non-carcinogenic risk level of VOCs in toys) and the Rc is 12.3 times as much as Rnc, which shows that cancer risk is the main risk of VOCs in toys. In the risk management of toxic and hazardous substances in toys, the carcinogen should be the first consideration.

It should be also noticed that total carcinogenic risk level exceeds the maximum acceptable risk level of 10-4 and non-carcinogenic risk level exceeds 10-6, which may have great impact on the health of children. Relevant government departments should pay close attention to the risk of VOCs in toys.

CONCLUSION

In this paper, the individual exposure risks of 6 kinds of VOCs were evaluated. The results show that the non-carcinogenic risk ranking for VOCs in toys is benzene > trichloroethylene > dichloromethane > toluene > ethylbenzene > xylene and the risk values are 3.32E-06, 3.10E-06, 1.74E-06, 2.78E-07, 2.42E-07, 6.26E-08, respectively. On the other hand, the carcinogenic risk ranking is trichloroethylene> benzene>dichloromethane and the risk values are 6.07E-05, 3.99E-05 and 6.69E-06, respectively. The carcinogenic and non-carcinogenic risk for dichloromethane, trichloroethylene and benzene were between 10-6 and 10-4, which indicates that there is potential risk to human. The total carcinogenic risk level of VOCs in toys is larger than total non-carcinogenic risk level, and the average values are 1.07E-04 and 8.75E-06, respectively, exceed the maximum acceptable risk level of 10-4 and 10-6. This indicates that there will be great impact on the health of children. Relevant government departments should pay close attention to the risk of VOCs in toys.

It should be noted that the human health risk assessment is an iterative process having lots assumptions. Health risks may have been overestimated or underestimated due to the fact that the risks calculated based on the chemical concentrations measured in a short time were compared to specified risks developed based on the toxicological data established for exposures over a lifespan. On the other hand, the potential cumulative effects and combined effects of each volatile organic compound should be evaluated. The uncertainties in toxicological indices also contributed to overestimating or underestimating risks. We still need to make a deep study of this direction.
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Study of enhancing excess sludge broken walls by alkali coupling organic solvents
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Targeted at excess sludge, this paper studies the influence of different organic solvents, different addition ways and different processing time on the broken walls of excess sludge. With SCOD and SCFAs representing the effects of broken walls, the result shows that under the temperature condition of 30 °C, compared with the blank control, the pretreatment by methanol - alkali, alkali - methanol, acetone - alkali, alkali - acetone can increase the production of SCOD and SCFAs greatly, which affects the percentage composition of each monomer acid in SCFA. If the methanol treatment follows the alkali treatment (pH=10.0), the production of acetic acid reaches 90mgCOD/gVSS and it accounts for 50% of the total SCFAs, whose effect is better than that when the alkali treatment follows the methanol treatment and the propanol treatment follows the alkali treatment. Thus, when carrying out the wall-breaking on the excess sludge, the method of the methanol treatment after the alkali treatment should be adopted.

Key words: excess sludge; cell disruption; organic solvents

INTRODUCTION

Activated sludge process is widely used in the field of wastewater treatment in china, which has caused a large number of excess sludge. The problem of dealing with excess sludge has become a hot topic with much attention currently [1, 2]. It is found in the study that the protective effect of cell walls of the microorganisms in the sludge hinders the release and utilization of organics in the sludge. The pretreatment on the sludge can damage the structure of cell membranes, which releases the intracellular substance and improves the hydrolysis rate. The pretreatment mainly includes ultrasonic, pyrolysis, microwave, supercritical oxidation, adding alkaline, etc. [3-5]. This study adopts the alkali coupling organic solvents to break cell walls and uses SCOD and SCFAs to represent the effect of wall-breaking.

EXPERIMENTAL

Instrument and reagents

The dichromic acid at reference level, ferrous sulfate (FeSO₄·7H₂O), ammonium ferrous sulfate [(NH₄)₂Fe(SO₄)₂·6H₂O], concentrated sulfuric acid, concentrated hydrochloric acid, silver sulfate powder, phenanthroline, mercury sulfate, yeast extract, tetrahydrofurann, acetone, methanol, ethyl alcohol, petroleum ether, COD constant temperature heater, drying oven, COD digestion apparatus, ultraviolet and visible spectrophotometer, 1 gas chromatograph (Shanghai Tianmei Scientific Instruments Co., Ltd.)

* To whom all correspondence should be sent:
E-mail: 1980058159@qq.com

Experimental methods

The experiment makes use of 7 reaction bulbs (suction flasks) with an effective volume of 500 mL and the number is set as R0, R1, R2, R3, R4, R5, R6 respectively. There is a parallel experiment for all 4 different pretreatment. R0 is the blank control and the pH of the excess sludge will not be regulated artificially. For R1, methanol (1%) will first be added into the excess sludge and then add sodium hydroxide for alkali (pH = 10.0) with each maintaining 4d. For R2, the excess sludge will first be changed to alkaline (pH = 10.0) and then add methanol (1%) with each maintaining 4d. For R3, methanol (1%) is added to the excess sludge and then maintains alkaline (pH=10.0). After 8d, acetone (1%) will be added to the excess sludge and then add sodium hydroxide for alkaline (pH=10.0) with each maintaining 4d. The excess sludge of R5 will first be changed to alkaline (pH=10.0) and then add acetone (1%) with each maintaining 4d. For R6, the excess sludge will maintain alkaline (pH = 10.0) for 8d after being added acetone (1%).

Pretreatment conditions: Add 250 ml of sludge to each reaction bulb and regulate the pH of sludge with 4.0 mg L⁻¹ of NaOH and 4.0 mg L⁻¹ of HCl. The blank control will not be adjusted. During the regulation process, the pH meter will be used to evaluate the pH of the sludge. Before pH is no stable, it will be measured every 2 hours for the first day. Adjust after one measurement in order to keep the pH in the range of requirements.

Using 500 mL of the suction flask as reactor, the cork of the suction flask links the latex tubing and
directly connects water-sealed equipment to make the fermentation system in the anaerobic situation, which can be shown in figure 1. The suction flask is placed in the water-bath constant temperature shaking table at 30 °C with the rotating speed of 180 r/min. Shaking can make the mixture inside the bottle fully contacted. The schematic diagram of the experimental device is as follows:

Fig. 1. Experimental device

**Representation and measurement**

National standard method is used to measure pH, TSS, VSS, SCOD, TCOD, PO₄³⁻–P and total nitrogen (SEPAC, 2006). Gas chromatograph GC7890II is used to measure the components of SCFAs. The carrier gas is nitrogen and the detector is FID. The chromatographic column is 30m×0.32mm×0.5mm TM-FFAP and the temperature of sample injector and detector is set at 200°C and 220°C respectively. The furnace temperature will run for 5 min at 110°C and then rise to 220°C at a speed of 5°C/min and the sample is injected 1.0 μL per time [6].

**RESULTS AND DISCUSSION**

**Influence of different processing methods on the SCOD dissolution of excess sludge**

Figure 2 reflects the SCOD concentration in each reaction bulb with the change of fermentation time when the excess sludge is under different pretreatment conditions. It can be seen from figure 2 that after 4d, it is adjusted to alkaline (PH=10.0). During the fermentation time in the first 2d, the SCOD of the excess sludge in the reaction bulb R2 and R5 grows fastest, probably because the alkaline environment leads to the rapid wall-breaking by biological microorganism extra-membrane substances and the rapid increase of SCOD concentration. It reaches around 3985 mg L⁻¹ in the 8th day. Two days ago, except the blank control of R0, the release intensity of other treatment methods is relatively bigger. The intensity of R1, R3 and R5 is basically same and then the slow-down is almost the same. The reason is that both the organic solvents and alkaline environment can lead to the rupture of membranes of biological bacteria and in the 4th day, the intensity increase of R1, R2, R3, R4, R5 and R6 is almost the same, because under different environmental conditions with alkaline sequence, the microbial cell walls in the sludge is more easily broken to release SCOD.

**Influence of different processing methods on the content of SCFAs in the excess sludge**

After the acid or alkali treatment, the SCFAs produced by the excess sludge mainly consist of fatty acids linearly chained or branched chained with 2 to 5 carbon atoms, such as acetic acid, propionic acid, isobutyric acid, n-butyric acid, isovaleric acid and n-valeric acid, etc. [7]. After being dealt with for 4d and 8d by different methods, the situation of SCFAs in the fermentation system of the sludge in the reaction bulb can be seen in figure 3 and figure 4.

**Fig. 2. Changes of dealing with SCOD by different methods**

**Fig. 3. Influence of different processing methods on the content of SCFAs after 4d**

As shown in figure 3, R1 and R2 produces the largest amount of acetic acid and propionic acid in the first 4d. But the rapid of breaking the microbial
cell membrane is not fast, probably because the influence of the chemical action time leads to the differences of acid production by biological fermentation.

**Fig. 4.** Influence of different processing methods on the content of SCFAs after 8d

It can be seen from figure 4 that the production of acetic acid and propionic acid by 6 different processing methods is much bigger compared with the blank control. The productivity of acetic acid of R1 and R2 is relatively larger. In the 8th day of fermentation, the production of acetic acid of R2 reaches 160 mg L⁻¹, accounting for 67% of total acid while that of other groups has few difference. In addition, R5 and R6 hardly produce propionic acid and isobutyric acid. Obviously, within a certain period of time, adding alkali first and followed by organic solvents is more advantageous to produce acid.

**Content of nitrogen and phosphorus release**

During the hydrolytic acidification process of the excess sludge, the nitrogenous substances such as protein and amino acid will hydrolyze and carry out ammoniation, which generates the corresponding organic acids and release ammonia [8]. Figure 5 reflects NH₄⁺-N concentration with the changes of hydrolysis acidification time under different processing conditions. It can be seen from figure 5 that under anaerobic conditions, in the fermentation time of 8d, the accumulated concentration of NH₄⁺-N all increases with the time by three processing methods and blank control. By all processing methods, the NH₄⁺-N concentration increases quickly in the first 4d and the release intensity reaches 155 mg L⁻¹ in the 6th day. It is because that both the alkaline environment and organic solvents are conducive to the biological organisms to break cell membranes and then the release amount becomes gentle. During the hydrolytic acidification process of excess sludge, as the microbial substances of main ingredients of excess sludge, the polyphosphates in and outside its cell matrix break up and constantly release orthophosphate [9].

**Fig. 5.** Change of NH₄⁺-N concentration with hydrolytic acidification time under different processing conditions

Figure 6 respectively reflects the PO₄³⁻-P concentration and release intensity with the change of time under different processing conditions. PO₄³⁻-P concentration in the sludge mixture by several processing methods all shows a trend of increasing over time and it is particularly significant in the first 2 days. Without the regulation of pH (blank control), the change of release intensity of phosphate is not significant.

**Fig. 6.** Change of PO₄³⁻-P concentration with hydrolytic acidification time by different processing methods.

**CONCLUSION**

Under the condition of temperature 30 °C, compared with the blank control, the pretreatment by
MeOH-NaOH, NaOH-MeOH, acetone-NaOH, NaOH-acetone can increase the production of SCOD and SCFAs greatly, which affects the percentage of each monomer acid in SCFA. If the MeOH treatment follows the NaOH treatment (pH=10.0), the production of acetic acid reaches 90mg COD/gVSS and it accounts for 50% of the total SCFAs, whose effect is better than that when the NaOH treatment follows the MeOH treatment and the acetone treatment follows the NaOH treatment. Thus, when carrying out the wall-breaking on the excess sludge, the method of the MeOH treatment after the NaOH treatment should be adopted.

After 8d of pretreatment, the NH$_4^+$-N and PO$_4^{3-}$-P concentration dissolved by NaOH-MeOH processing method is higher than that by the blank control, NaOH-acetone and MeOH-NaOH processing methods. Using magnesium ammonium phosphate (MAP) can be helpful to recycle more struvite with economic application value.
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Research on the action mechanism of air core and experiments of separation performance inside multi-product cyclone with double vortex finders
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Narrow particle size separation is one of the principal means in boosting the efficiency and accuracy of beneficiation, with cyclone as currently the main equipment for particle classification. The traditional hydrocyclone can only obtain two products: overflow and underflow, which is not able to meet the requirements of fine classification. A new multi-product cyclone was proposed to improve the separation precision and efficiency. This multi-product cyclone was constituted of two-stage series: the primary cyclone which contains two coaxial overflow tubes with different diameters and the secondary general cyclone. Then, by utilizing the numerical simulation, the action mechanism of air column in the cyclone with two overflow tubes was researched according to a new flow field model. Finally, a “three-level-four-factor” orthogonal experiment of measuring the separation effect and the influence factors was carried out. Results show that one classification can obtain four different narrow-grade-classification products: primary underflow, primary overflow, secondary underflow, and secondary overflow. The formation and evolution process of the air core inside of two-overflow-tube cyclone is an important symbol of the stable flow field. The structural parameters and operating pressure are proven to play a significant role in the separation precise and efficiency of the multi-product cyclone. The experiments demonstrate that the proposed cyclone is effective for separation efficiency, The research results can provide a good guidance for separation performance and industrial application of multi-product cyclone separator.

Keywords: Multi-product cyclone, Numerical simulation, Orthogonal experiments.

INTRODUCTION

Narrow-grade-classification is one of the important methods in improving the efficiency and accuracy of beneficiation, with cyclone as currently the main equipment for particle classification [1]. cyclones have been widely used as particle size classification, density separation, slurry concentration and liquid clarification apparatus on solid-liquid flow in the field of mineral processing [2], coal engineering [3], chemical engineering [4], and process industries [5] because of their simple structure, absence of moving parts, high separation efficiency, large work capacity, small separation size, low investment, low maintenance costs and no environment pollution [6–8]. Plenty of parameters can affect the performance of the flow field of cyclones. Among all the parameters, structural style and structural parameters are factors having a great impact on the separation performance of cyclones [9–11]. So study of the influence of structural style and structural parameters of a cyclone on its flow field distribution and separation performance plays a deterministic role in the optimization of a cyclone’s design and its normal operation [12–14]. In order to improve the separation performance of cyclones and meet the requirements of different industries, domestic and foreign scholars have designed cyclones of various structural styles, and conducted in-depth researches on their structural parameters.

From the literature research, it reveals that traditional cyclones [15–17] can only get two products from a single classification, as shown in Fig.1. Owing to its over broad definition of product particle grading range, this method was not able to meet the requirements of fine classification. To solve the problem of over broad range and obtain products with more categories of narrow particles, people usually connect several cyclones in series, as shown in Fig.2.

Although this process flow obtained four products of different sizes, it requires in addition 2 cyclones, 2 slurry pumps, which causes issues like long process flow, high investment in equipment, high energy consumption, etc. How could a cyclone obtain multiple products with narrow grading from
a single classification, so as to satisfy the requirement of different separation equipment on the size range of feed particles, D.P. Obeng et al. [18, 19], Mainza A. et al. [20], Ahmed et al. [21] proposed a three-product cyclone with two coaxial vortex-finder of different diameters, and three different size narrow-grade-classification products were obtained.

However, investigation of a multi-product cyclone separator is seldom reported in existing literature. Structural parameters of cyclone and inlet operating pressure have a great effect on separation efficiency of the cyclone during use in power plants. All the mentioned above studies did not research the forming mechanism of the air core and did not consider the influence of structural parameters and operating pressure on the separation efficiency. Thus, improved work must be studied to examine the influence of the structural parameters and operating pressure on separation precise and classification efficiency of the cyclone with double vortex finders.

How a cyclone could obtain multiple products with narrow grading particles from the one-step classification, has become an urgent research problem. Therefore, the paper proposed a two-stage series multi-product hydrocyclone, as shown in Fig.3.

Fig. 2. Classification diagram of the three-stage multi product cyclone.

Fig. 3. Classification diagram of the multi-product cyclone.

The stage I cyclone was designed as a coaxial double vortex finders structure with different diameters. During overflow, light and fine particles exit from the inner vortex finder. The mid-size particles overflow from the outer overflow tube into the secondary cyclone. Finer classification can be obtained under the effect of residual pressure. Therefore, one-step classification can obtain four different narrow-grade-classification products: Stage I underflow, Stage I overflow, Stage II underflow, and Stage II overflow.

**EXPERIMENTAL**

Stage I of the cyclone is designed as a coaxial double-overflow-pipe structure, with the structural drawing sketched in Fig.4 and the structural parameters specified in Table1.

Fig. 4. Main structural parameters of the cyclone.

**Table 1.** Main structural parameters of the cyclone with double vortex.

<table>
<thead>
<tr>
<th>Structural parameter</th>
<th>Structural dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrocyclone diameter (mm)</td>
<td>50</td>
</tr>
<tr>
<td>Inner vortex finder diameter (mm)</td>
<td>5, 6, 7, 9, 10</td>
</tr>
<tr>
<td>Outer vortex finder diameter (mm)</td>
<td>20</td>
</tr>
<tr>
<td>Underflow port diameter (mm)</td>
<td>6, 8, 10, 12</td>
</tr>
<tr>
<td>Feed inlet equivalent diameter (mm)</td>
<td>12</td>
</tr>
<tr>
<td>Outer overflow pipe insertion depth (mm)</td>
<td>85</td>
</tr>
<tr>
<td>Inner overflow pipe insertion depth (mm)</td>
<td>65, 75, 85, 95, 105</td>
</tr>
<tr>
<td>Cylinder height (mm)</td>
<td>116</td>
</tr>
<tr>
<td>Total height (mm)</td>
<td>310</td>
</tr>
<tr>
<td>Cone angle of hydrocyclone (°)</td>
<td>15</td>
</tr>
</tbody>
</table>
Stage II of the cyclone adopts the conventional conical or cylindrical structure with a diameter of 25 mm, as shown in Fig.5. A multi-product cyclone is created by joining the two stages of cyclones, as shown in Fig. 6.

Fig.7 shows the calculation region model of double overflow pipe cyclones. The hexahedral structure grid was used in the calculation flow field, the meshing results of the cyclone were obtained as shown in Fig. 8 and total grid number was 145087 in the model of the double vortex finders cyclone.

The boundary conditions are defined as follows:
- The inlet boundary condition: The inlet was set as the velocity inlet condition with a fluid velocity of 5 m/s.
- The outlets boundary condition: The pressure outlet boundary condition was applied for the both overflow and underflow ports boundary.
- Wall modification condition: The near wall surface modification was simulated by “Standard Wall Functions”.

The discretization schemes are selected as follows:
- Governing equations were solved by the finite volume method using the FLUENT software 6.3. In the numerical simulations, the “SIMPLE” pattern was selected for the pressure-speed coupling, the pressure discretization of the governing equations were used the “PRESTO” method. The Reynolds stress discretization was solved by the first-order upwind scheme and the momentum discretization was selected the “QUICK” method. Besides, VOF (Volume of Fluid) flow model was adopted to capture the interface between air and water in the cyclone. The primary phase was set as water while the secondary phase was set as air.

**Testing method**

![Test system diagram](image)


Fig. 9. Test system diagram.

![Test site image of the cyclone](image)

Fig. 10. The test site image of the cyclone.

Fig.9 and Fig.10 is respectively the testing system sketch and local test image. The testing system consists of pumps, valves, pressure gauges, flow meters and the multi-product cyclone, etc. The slurry pump extracted the prepared fly ash slurry
from the slurry pool, through adjustment of the opening of the reflux valve and the frequency converter, stabilized the pressure at the test required inlet pressure value. After the system operated normally, we sampled at the overflow port and also at the underflow port. By using equipment like vacuum pumping and filtering system, dry box, electronic scales for test use and laser particle size analyzer, we measured the slurry concentration, particle size, flow rate, and other indices of the outputted products.

After the cyclone run stability for about 10 minutes, we sampled respectively from the underflow outlet port and overflow outlet port of the hydrocyclone, and assessed the concentration and particle size of the products. During the analysis on the collected samples, two parallel measurements were conducted on the same specimen. If the difference of the two measurements did not exceed the error tolerance of the same test, we took the arithmetic mean of them as the final results.

RESULTS AND DISCUSSION

Action mechanism of air core inside cyclone and influence of underflow diameter on the air column

The underflow port of a cyclone is one of the important factors that affect its separation index. In particular, the diameter of the underflow port has a significant effect on the cyclone’s separated particle size and product distribution, which makes the study of the effect of underflow diameter on flow field especially important. In the paper, taking a double vortex finders cyclone as the research object, the study used software FLUNT6.3. A cyclone is selected with an overflow pipe diameter of 6 mm and an inserted depth of 85 mm. Five different working conditions are investigated with the underflow diameters configured to be 6 mm, 8 mm, 10 mm and 12 mm respectively. The formation mechanism of the air column in the cyclone and the effect of underflow diameter on the properties of the air column are discussed.

Fig.11(a) to Fig.11(d) demonstrate the forming and developing processes of the air column in a double-overflow-pipe cyclone corresponding to different underflow diameters of 6 mm, 8 mm, 10 mm and 12 mm. Initially the cyclone is full of air (blue area). With the development of the flow field, the internal space of the cyclone is gradually filled by liquid (red area). When negative pressure appears in the center of the cyclone, air enters the cyclone from its overflow and underflow ports, and gradually runs through the axis of the cyclone. It can be seen from the figures that, the air column fluctuates and appears unstable when air just begins to run through; ultimately it stabilizes and becomes complete with the progress of separation process, which means that a stable flow field is generated. Regarding the formation and development mechanism of air column, researchers always hold different opinions. However, it can be concluded through the simulation done in this paper that, the overflow and underflow ports contribute in generating the air column, and the negative pressure in the cyclone is the necessary condition for the formation of air column. It can also be observed from the figures that, the axis of the air column almost coincides with the axis of the cyclone. In addition, the size and shape of the air column changes with the development of the flow field. Even after the flow field stabilizes, the air column still has different diameters at different axial positions, which shows the maximum value at the bottom of the overflow pipe. The diameter of the air column gradually becomes smaller in the overflow pipe until it reaches the junction of the pipe and cone, where obvious disorder occurs to the air column diameter. The paper attributes the variations in the size and shape of the air column to, on one hand the instability of the flow field, on the other hand the structure variation of the cyclone itself.

The formation time of air columns corresponding to cyclones with different underflow diameters is also analyzed. For underflow diameters of 6mm, 8mm, 10mm and 12mm, the formation of air column requires 1.9 s, 1.8 s, 1.65 s, and 1.6 s respectively. It indicates that a bigger underflow port requires a shorter period of time to generate the air column. From another point of view, due to the constant taper angle of the cyclone, a bigger underflow diameter implies a shorter distance between the underflow and overflow ports. So it takes a shorter time for the air column to run through between the underflow and overflow ports, and the formation of the air column becomes easier.

Orthogonal test results and discussion

The main factors affecting the performance of a multi-product cyclone are: underflow port diameter, inner overflow pipe diameter, inner overflow pipe insertion depth and feed pressure.

Such many combinations of structure parameters and operation parameters will undoubtedly require many tests and lots of work. In order to reduce the number of tests without compromising the test credibility, the paper conducted orthogonal test to comprehensively evaluate and analyze the
influential factors, to find the primary and secondary factors affecting the separation performance, and determine the best parameter combination of the hydrocyclone.

In this paper, we carried out a three-level four-factor test with the corresponding parameter values as follows: Underflow port diameter (6mm, 10mm, 14mm); Overflow pipe insertion depth (65mm, 85mm, 105mm); Overflow pipe diameter (5mm, 7mm, 9mm); Pressure (0.12MPa, 0.16MPa, 0.20MPa).

Following the testing plan of the orthogonal experiment table, we deployed Stage I underflow yield as the single evaluation indices, conducted numerical analysis on the raw data obtained from test results, and derived the processed test results shown in table 2.

Table 2 presented the orthogonal test results of a multi-product hydrocyclone taking underflow yield as the evaluation index. By analysis, we can draw the following conclusion. The best structure parameters and inlet pressure of a multi-product hydrocyclone are: underflow pipe diameter 14mm (A3), overflow pipe insert depth 105mm (B3), overflow pipe diameter 9mm (C3), inlet pressure 0.20MPa (D3).

Comparing the average peak value R, we can see that the underflow port diameter of a hydrocyclone is the most important factor affecting Stage I underflow yield. As the underflow port diameter increased, the Stage I underflow yield also increased. Among the rest of the factors, the order of significance to Stage I underflow yield is, feed pressure followed by overflow pipe insertion depth, and the least significant factor is Stage I Inner overflow pipe diameter.

![Fig. 11. The development of air column in the cyclone with diameter spigot](image)
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CONCLUSION

In the paper, a new multi-product cyclone was proposed to improve the separation precision and efficiency. The multi-product cyclone can obtain multiple products with different particle grading from one-step classification.

1. The formation and evolution process of the air column inside the cyclone with double vortex finders was conducted.

2. In the orthogonal test, we deployed Stage I underflow yield as the evaluation indices, optimized and selected the best structure design and reasonable inlet pressure for the multi-product cyclone, and found the primary and secondary factors affecting the separation performance.

3. Comprehensive analysis revealed that the underflow port diameter had the greatest impact on Stage I underflow yield, neither the overflow pipe insertion depth nor the feed pressure is the key influential factor to Stage I underflow yield. To sum up, considering the impact of each factor, and energy consumption reduction for a multi-product cyclone, we confirmed the optimal structure parameters of the multi-product cyclone used in this paper: underflow port diameter 14mm, overflow pipe insertion depth 85mm, inner overflow pipe diameter 9mm, and feed pressure 0.16MPa.

Acknowledgements: This work was supported by the Natural Science Foundation of Shandong province (ZR2016EEM37) and key research and development project of Shandong province(2016GSF117013).

Table 2. The orthogonal experiment of taking the first stage yield of spigot as assessment index.

<table>
<thead>
<tr>
<th>Period</th>
<th>Underflow port diameter (mm)</th>
<th>Overflow pipe insertion depth (mm)</th>
<th>Overflow pipe diameter (mm)</th>
<th>Pressure (MPa)</th>
<th>Stage I underflow yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 (6)</td>
<td>1 (65)</td>
<td>1 (5)</td>
<td>1 (0.12)</td>
<td>62</td>
</tr>
<tr>
<td>2</td>
<td>1 (6)</td>
<td>2 (85)</td>
<td>2 (7)</td>
<td>2 (0.16)</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>1 (6)</td>
<td>3 (105)</td>
<td>3 (9)</td>
<td>3 (0.20)</td>
<td>94</td>
</tr>
<tr>
<td>4</td>
<td>2 (10)</td>
<td>1 (65)</td>
<td>2 (7)</td>
<td>3 (0.20)</td>
<td>78</td>
</tr>
<tr>
<td>5</td>
<td>2 (10)</td>
<td>2 (85)</td>
<td>3 (9)</td>
<td>1 (0.12)</td>
<td>73</td>
</tr>
<tr>
<td>6</td>
<td>2 (10)</td>
<td>3 (105)</td>
<td>1 (5)</td>
<td>2 (0.16)</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>3 (14)</td>
<td>1 (65)</td>
<td>3 (9)</td>
<td>2 (0.16)</td>
<td>89</td>
</tr>
<tr>
<td>8</td>
<td>3 (14)</td>
<td>2 (85)</td>
<td>1 (5)</td>
<td>3 (0.20)</td>
<td>88</td>
</tr>
<tr>
<td>9</td>
<td>3 (14)</td>
<td>3 (105)</td>
<td>2 (7)</td>
<td>1 (0.12)</td>
<td>88</td>
</tr>
<tr>
<td>$K_{ij}$</td>
<td>217</td>
<td>229</td>
<td>225</td>
<td>223</td>
<td></td>
</tr>
<tr>
<td>$K_{3j}$</td>
<td>226</td>
<td>222</td>
<td>227</td>
<td>225</td>
<td></td>
</tr>
<tr>
<td>$K_{3j}$</td>
<td>265</td>
<td>257</td>
<td>256</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>$\bar{K}_{ij}$</td>
<td>72.33</td>
<td>76.33</td>
<td>75</td>
<td>74.33</td>
<td></td>
</tr>
<tr>
<td>$\bar{K}_{3j}$</td>
<td>75.33</td>
<td>74</td>
<td>75.67</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>$\bar{K}_{3j}$</td>
<td>88.33</td>
<td>85.67</td>
<td>85.33</td>
<td>86.67</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>16</td>
<td>11.67</td>
<td>10.33</td>
<td>12.34</td>
<td></td>
</tr>
</tbody>
</table>
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It nanometer is today one of the hot areas of research, through electro deposition method manufacturing Orderly structure With metal and semiconductor properties, Micron from the magnitude of nanotechnology potential direct impact on the distribution of morphology, So conductive pushing the situation on the potential distribution is particularly important. This means using mathematical derivation of the potential distribution of analytical expressions, a reasonable explanation of the prospective growth of 2 dimensional nanostructures structure morphology, The theoretical analysis for the future laid the foundation.
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AIMS AND BACKGROUND

Preparation of mesoscopic, nano-scale of the microstructure is a concern in recent years. In the many methods used, it is one of the hot spots to study the ordered structure of micrometer to nanometer order with metal and semiconducting properties by electrodeposition. In this paper, the electrosteposition method is used to prepare the ordered array pattern of copper nanostructured material with certain microstructure in the quasi-two-dimensional electrochemical crystallization process. Therefore, the growth characteristics and the growth mechanism are analyzed Is necessary. At present, the preparation of copper nanowires under non-oscillation conditions has been very perfect, but the research on the characteristics and properties of nanostructured materials under different external conditions is relatively few. This paper is to study the growth characteristics and growth mechanism of nanostructured materials under different controlled growth conditions. Different control of growth conditions mainly refers to the input growth voltage amplitude is the same and the frequency is different. It is very meaningful to make a basic study of its vast application space[1].

EXPERIMENTAL

Mathematical model of growth mechanism in one-dimensional case

Crystal growth can be considered to be caused by stable electrical oscillation, assuming that the growth of the container length is $l$, voltage is $v_0 \sin \omega t$, the problem can be described as:

$$ E_a - a^2 E_{xx} = 0 \quad (1) $$

$$ E|_{x=0} = v_0 \sin \omega t \quad (2) $$

$$ E|_{x=l} = 0 \quad (3) $$

Because the use of complex numbers to calculate more convenient, Therefore, the boundary condition $v_0 \sin \omega t$ is rewritten as $v_0 e^{j\omega t}$, that is, the imaginary part of the complex number $\text{Im}(v_0 \sin \omega t)$. When the calculation is completed, the imaginary part of the result is the solution of the equation. Since the steady oscillation is caused by the AC power supply, the cycle is the same as the AC power cycle[2]:

$$ E(x,t) = X(x)e^{j\omega t} \quad (4) $$

Substituting equation (4) into the ordinary differential equation of $X$ yields: $X' + (\omega/a)^2 X = 0$

Solving the ordinary differential equation of $X$:

$$ X(x) = Ae^{ix} + Be^{-ix} a \quad , \text{ and so:} $$

$$ E(x,t) = \left[Ae^{ix} + Be^{-ix} a \right] e^{j\omega t} \quad (5) $$

Substituting equation (5) into equation (2) yields:

$$ [A + B] e^{j\omega t} = v_0 \sin \omega t \quad (6) $$
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Substituting equation (5) into equation (3) yields:
\[
\begin{bmatrix}
Ae^{\frac{\omega t}{a}} + Be^{-\frac{\omega t}{a}}
\end{bmatrix} = 0
\]  
(7)

The imaginary part of expression \( E(x,t) \) is the final solution of the equation:
\[
E(x,t) = v_0 \frac{\sin \left( \frac{\omega (l-x)}{\omega} \right) \sin \omega t}{\sin \left( \frac{\omega l}{a} \right)}
\]  
(8)

Mathematical model of growth mechanism in three-dimensional case

Assuming that there is an initial perturbation in region \( \Omega \), at time \( at \), the region affected by this disturbance can be described as a sphere with the center of \( M \) as the radius and the sphere as the inner envelope and the outer surface of the surface is the area where the fluctuation has been conveyed, and the outer envelope is the area where the disturbance has not yet been conveyed. The above process is described by the following equation[3]:

Wave equation:
\[
E_{tt} - a^2 \Delta E = 0
\]  
(9)

The equation is implemented by separating the variable method
\[
E(r,t) = T(t)v(r)
\]  
(10)

Equation (10) is substituted into equation (9):
\[
\frac{T''}{a^2T} = \frac{\Delta v}{v}
\]

Equation on the left is a function of \( t \), the right side of the equation is a function of \( r \), the equation to be established, must be equal to the same constant, the constant as \(-k^2\), then get two equations:
\[
T'' + k^2a^2T = 0
\]  
(11)
\[
\Delta v + k^2v = 0
\]  
(12)

The solution of Eq. (11) is:
\[
\begin{align*}
T(t) &= C \cos \frac{k t a}{\omega} + D \sin \frac{k t a}{\omega} \quad (k \neq 0) \\
T(t) &= C + D t \quad (k = 0)
\end{align*}
\]

In the spherical coordinate system, the solution of Eq. (12) is:
\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial v}{\partial r} \right) + \frac{1}{r \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial v}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 v}{\partial \phi^2} + k^2 v = 0
\]  
(13)

Separate variables on variable \( V \):
\[
v(\rho, \varphi, z) = R(\rho)Y(\theta, \varphi)
\]

Substituting equation (13), Equation (13) is divided by \( \frac{r^2}{RY} \) at both ends:
\[
\begin{align*}
\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + k^2 r^2 &= -\frac{1}{Y \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y}{\partial \theta} \right) - \frac{R}{Y \sin^2 \theta} \frac{\partial^2 Y}{\partial \varphi^2} \\
\end{align*}
\]

The left side of the equation is a function of \( r \), and the right side of the equation is a function of \( \theta \) and \( \varphi \). If the equation holds, the equation needs to be equal to a constant Let the constant be \( l(l+1) \):
\[
\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + k^2 r^2 = -\frac{1}{Y \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y}{\partial \theta} \right) - \frac{R}{Y \sin^2 \theta} \frac{\partial^2 Y}{\partial \varphi^2} = l(l+1)
\]

Get two equations:
\[
\begin{align*}
\frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) + [k^2 r^2 - l(l+1)] R &= 0 \\
\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 Y}{\partial \varphi^2} + l(l+1)Y &= 0
\end{align*}
\]  
(14)

Equation (14) is not a standard Bessel equation, and the equation (14) is transformed so that: \( x = kr \), Substituting equation (14)
\[
x^2 R'' + 2xR' + [x^2 - l(l+1)] R = 0
\]

Let \( R = \frac{\alpha}{\sqrt{x}} \), substitute equation (14)
\[
x^2 \alpha'' + x \alpha' + \left[ x^2 - \left( l + \frac{1}{2} \right)^2 \right] \alpha = 0
\]

Let \( \alpha = \left( l + \frac{1}{2} \right) \), substitute equation (14)
\[
x^2 y'' + x y' + [x^2 - v^2] y = 0
\]  
(16)

\( x_0 = 0 \) is the first order pole of \( p(x) = \left( \frac{1}{x} \right) \), the second order pole of \( q(x) = \left( 1 - v^2 / x^2 \right) \), so: \( x_0 = 0 \) is the regular singularity of the equation

Determine the equation: \( s(s-1) + s - v^2 = 0 \)

Determine the two roots of the equation: \( s_1 = v, s_2 = -v \), \( s_1 - s_2 = 2 \) or \( v \) is an
The recursive formula for the coefficients is:

\[ a_k = \frac{-a_{k-2}}{(s+k)^2 - v^2} = \frac{-a_{k-2}}{(s+k+v)(s+k-v) - v^2} \]

The general solution of the equation is:

\[ y(x) = \sum_{i} \frac{(-1)^i}{\Gamma(v+k+1)} \left( \frac{x}{2} \right)^{v+2i} + \sum_{i} \frac{(-1)^i}{\Gamma(-v+k+1)} \left( \frac{x}{2} \right)^{-v-2i} \]

(19)

The other party said finishing

\[ \sin \theta \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ (l+1) \sin^2 \theta - \lambda \right] \Theta = 0 \]

(20)

Eigenvalue problem of solution equation:

\[ \lambda = m^2 \quad (m = 0, 1, 2...) \]

Eigenfunction:

\[ \Phi(\varphi) = A \cos m\varphi + B \sin m\varphi \]

(22)

Substituting \( \lambda = m^2 \) into equation (21):

\[ \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) + \left[ (l+1) - \frac{m^2}{\sin^2 \theta} \right] \Theta = 0 \]

(23)

Let \( \theta = \arccos x \), replace \( \theta \) with \( x \):

\[ \frac{d\Theta}{d\theta} = \frac{d\Theta}{dx} \frac{dx}{d\theta} = -\left( \sin \theta \right) \frac{d\Theta}{dx} \]

so:

\[ \frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{d\Theta}{d\theta} \right) - \frac{1}{\sin \theta} \frac{d}{dx} \left( -\sin \theta \frac{d\Theta}{dx} \right) - \frac{d}{dx} \left[ (1-x^2) \frac{d\Theta}{dx} \right] \]

Equation (23) can be organzied as:

\[ \frac{d}{dx} \left[ (1-x^2) \frac{d\Theta}{dx} \right] + \left[ (l+1) - \frac{m^2}{1-x^2} \right] \Theta = 0 \]

(24)

To be further organized as:

\[ (1-x^2) \frac{d^2\Theta}{dx^2} - 2x \frac{d\Theta}{dx} + \left[ (l+1) - \frac{m^2}{1-x^2} \right] \Theta = 0 \]

(25)

It is difficult to solve equations by conventional methods (25), Next, we discuss the relationship between equation (25) and equation (26):

\[ (1-x^2) y'' - 2xy' + (l+1)y = 0 \]

(26)

According to Leibniz formula:

\[ \frac{d^m}{dx^n} [A(x)B(x)] = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} d^k A d^{n-k} B \]

m times the equation (26), we can get:

\[ (1-x^2)u^{(n)} - 2x(m+1)u^{(m+1)} + (l-m)(l+m+1)u = 0 \]

It can be seen that the equation (25) is obtained by the differential equation (26), if the general solution of the equation (26)

\[ y(x) = d_0 y_0 + d_1 y_1 \]

Then the general solution of equation (25) is:

\[ y(x) = c_0 y_0^n + c_1 y_1^n \]

among them:

\[ y_0 = (1-x^2)^\frac{n}{2} \frac{d^n}{dx^n} y_0 \]

\[ y_1 = (1-x^2)^\frac{n}{2} \frac{d^n}{dx^n} y_1 \]

Next, the series solution is used to solve the equation (26) in the neighborhood of \( x_0 = 0 \),

\[ y'' - \frac{2x}{1-x^2} y' + \left[ \frac{(l+1)}{1-x^2} \right] y = 0 \]

among them:

\[ p(x) = \frac{-2x}{1-x^2} \quad q(x) = \frac{l(l+1)}{1-x^2} \]

The solution of the equation is[5]:

\[ y(x) = a_0 + a_1 x + a_2 x^2 + ... + a_k x^k + ... \]

Further recursion can be:

\[ y'(x) = a_1 + 2a_2 x + 3a_3 x^2 + ... + (k+1)a_k x^k + ... \]

\[ y''(x) = 2a_2 + 3 \cdot 2a_3 x + 4 \cdot 3a_4 x^2 + ... + (k+2)(k+1)a_{k+1} x^{k+1} + ... \]

Put these expressions into the equation, the power of the same project merger, you can get:
Recursive formula for the induction coefficient[6]:

\[ a_{k+2} = \frac{(k^2 + k - l^2 - l)}{(k + 2)(k + 1)} a_k = \frac{(k - l)(k + l + 1)}{(k + 2)(k + 1)} a_k \]

and so:

\[ y_0(x) = 1 + \frac{(-l)(l + 1)}{2!} x^2 + \frac{2(-l)(l + 1)(l + 3)}{4!} x^4 + \ldots \]

\[ (2k - 2 - l)(2k - 4 - l) \ldots (2 - l)(k - l)(l + 1) \ldots (l + 2k - 1) \]

\[ y_1(x) = x + \frac{(1 - l)(l + 2)}{3!} x^3 + \frac{3(1 - l)(1 - l)(l + 2)(l + 4)}{5!} x^5 + \ldots \]

\[ (2k - 1 - l)(2k - 3 - l) \ldots (1 - l)(l + 2) \ldots (l + 2k) \]

The general solution of equation (26) is:

\[ y(x) = d_0 y_0(x) + d_1 y_1(x) \]

The general solution of equation (25) is:

\[ y(x) = c_0 y_0^m + c_1 y_1^m \]

In summary, the potential distribution in the whole space is:

\[ E = \{ T \times R \times \Theta \times \Phi \} \]

The equation is:

\[ y_0(x) = 1 + \frac{(-l)(l + 1)}{2!} x^2 + \frac{2(-l)(l + 1)(l + 3)}{4!} x^4 + \ldots \]

\[ (2k - 2 - l)(2k - 4 - l) \ldots (2 - l)(k - l)(l + 1) \ldots (l + 2k - 1) \]

\[ y_1(x) = x + \frac{(1 - l)(l + 2)}{3!} x^3 + \frac{3(1 - l)(1 - l)(l + 2)(l + 4)}{5!} x^5 + \ldots \]

\[ (2k - 1 - l)(2k - 3 - l) \ldots (1 - l)(l + 2) \ldots (l + 2k) \]

Where: \( c_0, c_1, l \) are constants, and \( k = 0, 1, 2 \ldots \).

\[ \Phi = \cos m \varphi + \sin m \varphi \quad (m = 0, 1, 2 \ldots) \]

RESULTS AND DISCUSSION

The MATLAB language is the most influential and dynamic software in the world today. It is based on matrix operations and has evolved into a highly integrated computer language. It provides powerful scientific computing, flexible programming flow, high-quality graphical visualization and interface design. The following uses MATLAB 6.0, the third chapter of the mathematical formula derived in the specific boundary conditions were simulated, the following computer simulation and experimental data comparison:

![Fig. 1. Water bath temperature: -4.15°C, PH: 4.444 (Survey temperature: 18.7°C), Density: 50mmol/l CuSO4 Input voltage oscillation amplitude: 0.72V, Frequency: 0.8 Hz growth appearance.](image1)

![Fig. 2. The potential distribution of the growth front is simulated by MATLAB](image2)

The simulation results show that the image is consistent with the crystal growth morphology in the experiment, which verifies the correctness of the mathematical formula. In this paper, the physical model of the nanostructured materials grown by electro deposition was established. Some basic work has been done to study the growth of nanostructured materials[7].

CONCLUSIONS

This text more and completely introduced research general situation, making method and
The making mechanism which counteracts to aim at the structure material of the electricity deposition method making Na rice carried on mathematics to deduce with the emulation of calculator. Make use of the accurate control of the in addition growth electricity power in the quasi-two-dimensional electricity crystallize the process, the making submits to have must the copper Na rice structure material of microstructural have the preface array the pattern, and to grow a characteristics and grew a mechanism to carry on analysis[9]. Finally put forward signal and crystal of the in addition electric voltage to grow the mathematical formula that the sophisticated electricity certainly distributes, counteracted Matlab to carry on emulation to play to show, mainly include a contents:

1. Under the one dimensional circumstance:

\[
E(x,t) = v_0 \frac{\sin \left( \frac{\omega (t-x)}{a} \right) \sin \omega t}{\sin \left( \frac{\omega l}{a} \right)}
\]

2. Under the one dimensional circumstance, the distribute of electricity power satisfies

\[
E = \{ T \cdot R \cdot \Theta \cdot \Phi \}
\]

detailed contents:

\[ T(t) = C \cos \omega t + D \sin \omega t \quad (k = 0, 1, 2, \ldots) \]

\[
R = \begin{cases} 
\sum \frac{(-1)^{v}}{\Gamma(v+k+1)} \left( \frac{r}{2} \right)^{v+1} & (v \neq \text{Integer}) \\
\frac{2}{\pi} \ln \left( \frac{r}{2} \cdot 0.577216 \right) + 1 & (v = \text{Integer})
\end{cases}
\]

\[
\Theta = c_0 x^0 + c_1 x^1
\]

The continuation is the definition of \( y_0^m \) and \( y_1^m \):

\[
y_0^m = (1 - x^2)^{m} \frac{d^m}{dx^m} y_0
\]

\[
y_1^m = (1 - x^2)^{m} \frac{d^m}{dx^m} y_1
\]

\[
y_0(x) = 1 + \frac{-(l+1)}{2!} x^2 + \frac{(2-l)(l+1)(l+3)}{4!} x^4 + \ldots
\]

\[
y_1(x) = x + \frac{(1-l)(l+2)}{3!} x^3 + \frac{(3-l)(l+1)(l+2)(l+4)}{5!} x^5 + \ldots
\]

\[
y_k(x) = \frac{1}{(2k)!} \left[ (2k-1) \ldots (2k-l-1-l) \ldots (1-l)(l+2) \ldots (l+2k) \right] x^{2k+l} + \ldots
\]

\[
y_0(x) = c_2, \quad c_1 \text{ and } l \text{ is constants. } \quad k = 0, 1, 2, \ldots
\]

\[
\Phi(\phi) = \cos m \phi + \sin m \phi \quad (m = 0, 1, 2, \ldots)
\]

3. The usage Matlab carried on emulation to play to show, crystal growth in its picture and experiment the facial look be basic to fit together and verified the accuracy that the mathematical formula deduce thus and further[10].

Comprehensive say, this text built up an electricity deposition a method a growth the Na rice structure material of physical model. Did some foundation a work for the growth that the research controls the Na rice structure material.
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The saturation is a very important parameter to evaluate natural gas hydrate. In order to accurately calculate the natural gas hydrate saturation during the synthesis process and analyses the relationship between resistivity and saturation in hydrate deposits, the resistivity and pressure values during the synthesis of natural gas hydrate were measured. Based on the instrument calibration and gas equation of state, the calculation model of natural gas hydrate saturation is established. The relationship between the saturation value of natural gas hydrate and the resistivity is discussed under different particle size, compaction and shale content. The results show that there is a certain exponential relationship between the saturation of gas hydrate and resistivity and a nonlinear relationship between gas hydrate saturation and resistivity index. There are some differences from the relationship in Archie's formula. Therefore, the Archie formula is not suitable for the calculation of hydrate saturation in sediment by logging data. Through the application analysis, it is concluded that the experimental model of gas hydrate saturation has the advantages of high accuracy and applicability.

Keywords: Gas hydrate Saturation; Rock physical experiment; P-V-T equilibrium equation; Resistivity Index

INTRODUCTION

Gas hydrate is the cage-type crystalline compounds formed under high pressure by water and natural gas in low temperature; the interaction between water molecules makes the stable solid lattice and gas molecules occupy the body cavity of lattice [1, 2]. Gas hydrate of nature is mainly distributed in the Marine sediments of the continental slope and the frozen continent; it is estimated that the organic carbon content in gas hydrate is twice as the other traditional resources all over the world such as a recoverable natural gas and oil [3, 4]. Gas hydrate is praised as new types of potential energy which is clean, efficient and rich reserves because of widely distributed, rich reserves, high density, etc [5]. And it also has been given high attention and researched in many countries [6, 7].

Archie formula, Dual water model and some other formulas like these have been used to calculate the gas hydrate saturation [8-12]. Tinivella estimated gas hydrate saturation according to the longitudinal wave with the theory of application of double phase medium [13]; Lee pointed out that weighted of three-phase time average equation and the three-phase Wood equation can be used to estimate deep sea sediment velocity of hydrate[14,15]; Wang Xiujuan estimated gas hydrate saturation with the application of P-wave velocity thermal elastic theory and considered the influence of the thermodynamic properties to saturation estimation results, which is effective[16]; Mo Xiuwen, on the basic of previous studies, put forward the method that is using of logging interpretation of chloride ion mass concentration to calculate the hydrate saturation[17]; Chen Yufeng studied the relationship between the hydrate saturation and resistivity with the using of natural gas hydrate resistivity measurement system. And the results showed that increase resistivity index and water saturation are not like linear relationship which is described by Archie formula, it considered that the resistivity calculated saturation requires correction [18, 19].

This article uses SHW-Ⅲ acoustic power test device of gas hydrate which is with high visualization degree, complete measurement data and real-time data monitoring, and uses the method of continuous supply of natural gas in stages to the greatest extent on the synthesis of gas hydrate. Using P-V-T equilibrium equation calibrate the related parameters of the hydrate instrument in the first place, and then deduced the theory of calculation of natural gas hydrate saturation equation, to achieve the purpose of accurate calculation of natural gas hydrate saturation finally. Verification and analysis the calculation method of gas hydrate saturation through the experimental data.

SATURATION CALCULATION

Natural gas hydrate is mainly formed by continuous supplication of natural gas in stages, so
the volume of measuring room and pipeline in experimental device will have a greater impact on the calculation result. Therefore, it is necessary to calibrate the volume of the measuring room $V_1$ and pipeline $V_S$, the schematic diagram of experimental device shown in Fig. 1.

Fig. 1. Experimental device schematic diagram

Calibrate the volume of the measuring room $V_1$ and pipeline $V_S$: Firstly, put the solid stainless steel module into autoclave, fill with a certain pressure of gas in the system, and then close the valve $\textcircled{2}$ and open the valve $\textcircled{1}$. Next, empty the gas of measuring room and record the initial stable pressure $P_{1A}$; And then close the valve $\textcircled{1}$, open the valve $\textcircled{2}$ and record the pressure for a steady state $P_{1B}$. At this point establish the P-V-T equation in balance state:

$$P_{1A} V_e = P_{1B} (V_s + V_1) \frac{Z_{1A}}{Z_{1B}}$$

Where $P_{1A}$ is the initial stable pressure, $P_{1B}$ is the steady state pressure, $Z_{1A}$ is the compression factor of gas in the pressure $P_{1A}$ for conditions, $Z_{1B}$ is the compression factor of gas in the pressure $P_{1B}$ for conditions.

Put a module with known volume $V_2$ into measuring room and repeat the above steps. Record the steady state pressure $P_{1A}$ and $P_{1B}$ when the valve $\textcircled{2}$ closing and opening. Meanwhile establish the P-V-T equation in balance state:

$$P_{2A} V_e = P_{2B} (V_s + V_1 - V_2) \frac{Z_{2A}}{Z_{2B}}$$

Where $P_{2A}$ is the initial stable pressure, $P_{2B}$ is the steady state pressure, $Z_{2A}$ is the compression factor of gas in the pressure $P_{2A}$ for conditions, $Z_{2B}$ is the compression factor of gas in the pressure $P_{2B}$ for conditions.

By the above two P-V-T equilibrium equation of state the measuring room volume $V_1$ and volume of pipeline $V_S$ can be obtained. In order to improve the accuracy, changing different volume of modules load to measuring room and repeat the processes can get more P-V-T equilibrium equations under the condition of constant temperature, with the simultaneous Formula 1 multiple of the measuring room volume $V_1$ and the volume of pipeline $V_S$ can be calculated, and final averaged.

The formation of gas hydrate is mainly adopts the method of continuous supplication of natural gas in stages which has the following steps: firstly, instead of certain water put amount of gas into porous medium filled with water, to make a suitable space for the formation of hydrate; Then continuing in stages to pass into the gas in porous media, synthesis of hydrate and calculation of water saturation and gas hydrate saturation at equilibrium under appropriate conditions, repeating the above process until the water in the porous media is completely consumed. Assuming $Ve_i, Vw_i, Vc_i$ respectively the volumes of gas, residual water and hydrate in porous media for $i$ time at the start of the reaction synthesis. And the synthetic process of natural gas hydrate can be expressed in Fig. 2.

Fig. 2. The synthetic process diagram of natural gas hydrate

As take the first natural gas hydrate synthesis process as an example: at the start of the reaction, the inner pressure of the autoclave is $P_{1a}$ and the corresponding compression factor is $Z_{1a}$, P-V-T equilibrium equation can be established when system for the amount of substance $n_{1a}$ gas filled the space of autoclave $Ve_1$ and the volume of pipeline $V_S$.

$$P_{1a} (Ve_1 + V_s) = Z_{1a} n_{1a} RT$$

At the end of the reaction, the pressure in the autoclave is $P_{1b}$ and the corresponding compression factor is $Z_{1b}$, P-V-T equilibrium equation can be set up when system for the amount of substance $n_{1b}$ as filled the space of autoclave $Ve_2$ and the volume of pipeline $V_S$.

$$P_{1b} (Ve_2 + V_s) = Z_{1b} n_{1b} RT$$

The consumption of natural gas amount of substance in the synthesis reaction process of natural gas hydrates of the first time is:

$$\Delta n_i = n_{ia} - n_{ib} = \frac{P_{1a} (Ve_i + V_s)}{Z_{1a} RT} - \frac{P_{1b} (Ve_2 + V_s)}{Z_{1b} RT}$$
The volume of natural gas $V_{e1}$ in autoclave can be calculated by the water discharged at the first time. And $V_{e2}$ can be calculated by the following processes:

Put the amount of substance $n_3$ in the measuring room so that the stable pressure is $P_3$ and the corresponding compression factor is $Z_3$. At the same time, P-V-T equilibrium equation 6 can be established.

$$P_3V_1 = Z_3n_3RT$$

P-V-T equilibrium equation can be established after opening valve ② so that the part of the natural gas spread into autoclave and expanded rapidly to reach equilibrium. Meanwhile, the pressure becomes $P_{2a}$ and corresponding to the compression factor becomes $Z_{2a}$.

$$P_{2a}(V_{e2} + V_3 + V_1) = Z_{2a}(n_{1b} + n_3)RT$$

By the above two P-V-T equilibrium equations, we can get the expression of $V_{e2}$:

$$V_{e2} = \left[\frac{P_{2a}(V_3 + V_1)}{Z_{2a}} - \frac{P_{2a}V_3}{Z_{1b}} - \frac{PV_3}{Z_3}\right]Z_{1b} - P_{2a}Z_{2a}$$

The use of the above formula can be calculated natural gas consumption $\Delta n_1$, and according to natural gas hydrate formation reaction equation calculates the corresponding water consumption of natural gas consumed $\Delta n_1$ moles, as expressed by volume $\Delta V_{w1}$. At this point the remaining water volume in the autoclave is:

$$V_{w2} = V_{w1} - \Delta V_{w1}$$

Where can be obtained based on the calculation of quality of the first water discharged. Thus, when the end of the first synthesis gas hydrates, water saturation of the porous medium is:

$$S_w = \frac{V_{w2}}{V_\phi}$$

Gas hydrate saturation is:

$$S_c = \frac{V_{e2}}{V_\phi} = \frac{V_\phi - V_{w2} - V_{e2}}{V_\phi}$$

According to the above steps, the water saturation and the hydrate saturation value in the porous medium at the end of the hydrate formation at each stage can be obtained.

**LITHO-ELECTRIC RELATION ANALYSIS**

According to the records of experimental parameters and combining with the theory on the calculation formula, water saturation, gas saturation, hydrate saturation and resistivity and resistivity index and so on in natural gas hydrate formation in porous medium in the autoclave are all obtained with the condition of reaction temperature is 1°C.

Under the experimental condition that the reaction temperature is for 1°C, the relationship between resistivity and the hydrate saturation in different particle size、different axial compressive and different shale content of porous medium to form natural gas hydrate in autoclave as shown in Figure 3, Figure 4 and Figure 5. Under the condition of three different particle size、three different axial compressive and three different shale content of rock sample test, the calculations obtained hydrate saturation $(S_c)$ and resistivity $(R)$ in linear coordinates show a certain exponential relationship from Fig. 3、Fig. 4 and Fig. 5; With the larger grain size, lowered cementation degree and decreasing the shale content, the resistivity increase when containing the same natural gas hydrate saturation.

**Fig. 3.** The relationship between hydrate saturation and resistivity in different particle size experimental conditions

The relationship between resistivity index $(I)$ and water saturation $(S_w)$ in the natural gas hydrate formation process in porous media with the condition of reaction temperature is 1°C in the autoclave as shown in Fig. 6, Fig. 7 and Fig. 8. The figures show that in the linear coordinates the relationship of resistivity index $(I)$ and water saturation $(S_w)$ from three different particle size、three different axial compressive and three different shale content of sample test is not a line (but there exists similarities of change trend). It means...
that under the experimental conditions, hydrate sediments have the phenomenon of Non-Archie.

**Fig. 4.** The relationship between hydrate saturation and resistivity in different axial compressive experimental conditions

**Fig. 5.** The relationship between hydrate saturation and resistivity in different shale content experimental conditions

**Fig. 6.** The relationship comparison chart of resistivity index and water saturation in different particle size experimental conditions.

That because Archie formula is only suitable for pure sandstone. We change the state of pure sandstone and size of original pore after the synthesis of natural gas hydrate in porous media so that there is Non-Archie phenomenon existing between resistivity index \( I \) and water saturation \( (S_w) \). It is the same with the conclusion from Yufeng Chen in the research of the relationship between sediment gas hydrate saturation and resistivity [11].

**Fig. 7.** The relationship comparison chart of resistivity index and water saturation in different axial compressive experimental conditions

**Fig. 8.** The relationship comparison chart of resistivity index and water saturation in different shale content experimental conditions

**CONCLUSION**

1. Through this experiment, we formed a new natural gas hydrate synthesis method, a set of instrument-related parameters calibration method and a set of synthetic gas hydrate process of natural gas hydrate saturation computational model.

2. The data analysis results show that: the saturation of natural gas hydrate \( (S_C) \) and the resistivity \( (R) \) shows a certain exponential relationship, the water saturation \( (S_w) \) and the resistivity index \( (I) \) did not show the linear relationship (have the phenomenon of Non-Archie); With the larger grain size, lowered cementation degree and decreasing the shale content, the resistivity increase when containing the same natural gas hydrate saturation.

3. The results of comparative analysis show that: The result of this experiment accord to the objective phenomena and laws of rock physics experiments, so
the method adopted to synthesize the natural gas hydrate and the computational model is correct in the experiment, which put forward a new idea computing the saturation of natural gas hydrate.

**Acknowledgements:** This paper is funded by the National Key R & D Plan (2016YFC0304008), the views expressed are authors’ alone.

**REFERENCES**

1. S. Li, X. Xia, J. Xuan, Y. Liu, Q. Li, Chinese Journal of Chemical Engineering, 1(8), 39 (2010).
16. X. Wang, Geophysical Prospecting for Petrole, 44(6), 545 (2005).
Analgesic effect of vinegar-processed myrrh and the processing technology research

W.Q. Song¹,²,³,⁴, X.Q. Wang¹, Y. Qi¹,²,³,⁴, J. Meng¹,³,⁴, X.G. Hu¹, S.M. Wang¹,²,³,⁴, S.W. Liang¹,²,³,⁴,∗

¹College of Traditional Chinese Medicine, Guangdong Pharmaceutical University, Guangzhou 510006, China, ²Key Laboratory of Digital Quality Evaluation of Chinese Materia Medica, Guangzhou 510006, China ³Engineering & Technology Research Center for Chinese Materia Medica Quality of the Universities of Guangdong Province, Guangzhou 510006, China ⁴Engineering & Technology Research Center for Chinese Materia Medica Quality of Guangdong Province, Guangzhou 510006, China

Received June 27, 2017; Revised July 20, 2017

The aim of the experiment was to optimize the processing technology of myrrh by orthogonal test, and to make a preliminary pharmacological study on the difference of analgesic effect before and after the processing of myrrh. The method is based on beta-elemene, volatile content and extract oil as the evaluation index, the stir frying temperature, heating time and heating time after the vinegar processed were investigated, the best vinegar processing of myrrh was optimized by testing the comprehensive score of orthogonal optimization, analgesic experiment was performed with the writhing, To investigate whether the analgesic effect were increased after the myrrh processed. Our result is the effect of frying temperature was statistically significant, the best processing of vinegar is preferred to take the net amount of raw myrrh in hot pot, heat gently fry to smoke, 6min, surface micro melting, uniform spraying 5% vinegar, then heated 2min and stir fry until surface light, quickly remove, stand open and cool (every 100kg myrrh, vinegar 5kg), myrrh and vinegar-processed myrrh have analgesic effect, enhance the analgesic effect of vinegar processing, with statistical significance. We can determine the processing parameters of vinegar -processed myrrh, and make it clear that the analgesic effect of vinegar-processed myrrh will be enhanced.

Keywords: myrrh, processing technology, orthogonal test, analgesic effect.

INTRODUCTION

Myrrh is dry resin of Olive plant, it divided into natural myrrh and gum opoponax [5]. Myrrh was found in "medicinal theory". Myrrh is mild, bitter and acrid. Heart liver and spleen meridians, it has good effect for promoting blood circulation to relieve pain, detumescence and promoting granulation. Myrrh mainly contain volatile oil, resin and other ingredients [1]. The study on components of myrrh are mostly concentrated on isolation and identification. Now the main methods of processing of myrrh have stir-baking with vinegar, stir-bake to yellowish and so on. Due to the clinical use of pungent odor, have certain stimulation to the stomach, easy to cause vomiting and nausea. Now the study on the myrrh is more concentrate on volatile oil, including the study on extraction technology and the chemical composition [7]. Myrrh contain volatile oil and resin are effective components[4], and the volatile oil is stimulating, processed with the purpose of eliminating part of volatile oil, reduce the stimulation[3]. But at the same time, reduce the side effects of drugs, whether reduce the effects of analgesic efficacy. How to reduce the loss of myrrh in the course of processing, improve product yield, how to optimize the processing technology of myrrh with efficacy and toxicity experiments, these problems need to be further studied, so as to explore the best processing technology of myrrh, to ensure the safety and effect of clinical application.

MATERIALS AND METHODS

Instrument

Waters 2695 Highly Effective Liquid Chromatography, 2998 PDA; Luna 5 C18 column (4.6 x 250 mm, 5 m); Smart SensorAR550 infrared thermometer (Hongkong SigMa company); KQ-500E ultrasonic cleaner (Kunshan Ultrasonic Instrument Co. Ltd.); Sartorius BP211D 1/10 000 electronic balance, GZX-B40 MBE electric constant temperature drying oven (Shanghai Boxun Industrial Co. Ltd. medical equipment factory); TC-15 constant temperature electric heating jacket (Haining Huaxing instrument factory); RE-52A rotary evaporator (Shanghai Yarong biochemical instrument factory); volatile oil tester.
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Reagent

Mobile phase: orthophosphoric acid (AR), methanol (chromatographic pure), acetonitrile (chromatographic pure), water is distilled water; other reagents methanol and ethanol (analytical pure); indometacin Enteric-coated Tablets (batch number: 140101, Guangdong Southern China Pharmaceutical Group Co. Ltd, approval number: Chinese medicine H44020701), acetic acid solution (0.75%); saline, sodium chloride injection (Chinese medicine H13022576, batch number: A14080706); ethanol (medical), glacial acetic acid and other reagents as the pure analysis, β-elemene as reference (National Institute for the control of Pharmaceutical and Biological Products, batch number: 100268-200401). Rice vinegar (purchased from FoShan Haitian seasoning food Limited by Share Ltd, Food production license No: QS 440603023486); Myrrh was purchased from Guangzhou Qingping medicine market, by Professor Li Shuyuan of the Guangdong Pharmaceutical University for the identification of dry resin for the olive branch plant of Commiphora myrrha Engl or Commiphora molmol Engl.

Animals

Kunming mice, both male and female weight 18 ~ 22g, SPF level, provided by experimental animal center of Guangzhou University of Chinese Medicine (Animal license No.: SYXK Guangdong 2014-0081).

Prepare control solution

Precision weighing β-elemene control sample (10.25mg) in 10mL flask. Dissolve and dilute with methanol, shake, as the mother reserved. To learn the 2ml liquor to a 10mL volumetric flask. Dissolve and dilute with methanol to the scale, shake, as control solution.

Prepare test solution

Take 0.2mL volatile oil under the “determination of volatile oil content”. In 10mL flask, dissolved and diluted with methanol to the scale, shake. Over 0.45 m microporous membrane, take proper amount of the filtrate.

METHODS

Orthogonal factor level design

According to preliminary test results, vinegar moxibustion for frying temperature (80℃, 100℃, 120℃), heating time (6min, 8min, 10min) and heating time after adding vinegar (2min, 3min, 4min) as main influencing factors of processing. Each factor takes 3 levels, L9 (3^4) orthogonal test was used to design the experiment. The myrrh after election and removal, weighing 9 samples, each of the 200g, according to L9 (3^4) orthogonal experiment method to carry out processing, remove, crush and sift.

Determination of volatile oil content

Take processed product 20g, according to the method of determination of volatile oil to determine volatile oil (Appendix D X B method), results are shown in table.

Measure content of β-elemene

Chromatographic condition

Chromatographic column: Luna 5u C18 column (250 x 4.6 mm, 5 m); the mobile phase: acetonitrile-water (90:10); temperature of column: 30℃ wavelength of detection: 210nm; flow rate: 1mL/min; sample size: 10L.

Fig.1. β-elemene standard curve.

Investigate linear relation

Take a amount of β-elemene reference solution under the "Prepare control solution". Samples were 2, 5, 7, 10, 12, 14, 16, 18, 20 L, according to the above conditions to determine, to determine the peak area, the peak area integral value(Y) as the ordinate. With the standard β-elemene injection volume(X) as abscissa. Respectively for linear regression, regression equation: Y=8.1E+5x-34667, R2=0.9997. The results showed that β-elemene in 0.82~8.2g range showed a good linear relationship.

Test the precision

Take 10L from β-elemene reference solution. According to the chromatographic conditions (under "chromatographic condition") for sampling 6 times. The calculated RSD value of measured β-elemene peak area was 0.36%. Indicates the instrument has good precision.
Table 1. Results of precision.

<table>
<thead>
<tr>
<th>Times of sampling</th>
<th>The peak area of β-elemene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3366826</td>
</tr>
<tr>
<td>2</td>
<td>3347631</td>
</tr>
<tr>
<td>3</td>
<td>3349192</td>
</tr>
<tr>
<td>4</td>
<td>3348580</td>
</tr>
<tr>
<td>5</td>
<td>3373500</td>
</tr>
<tr>
<td>6</td>
<td>3371823</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Test the stability

Take 20g of myrrh powder, precision weighing. Preparation under the "Prepare test solution". In 0, 2, 4, 8, 12, 24 h each injection 10L, with the peak area (A) of β-elemene measured as the index. Calculated relative standard deviation (RSD), To investigate the stability of the sample solution. Obtain β-elemene RSD is 1.81%. The results showed that the sample solution was stable within 24h.

Table 2. Results of samples stability.

<table>
<thead>
<tr>
<th>Inject time/h</th>
<th>peak area of β-elemene</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4486596</td>
</tr>
<tr>
<td>2</td>
<td>4457576</td>
</tr>
<tr>
<td>4</td>
<td>4447117</td>
</tr>
<tr>
<td>8</td>
<td>4465825</td>
</tr>
<tr>
<td>12</td>
<td>4418967</td>
</tr>
<tr>
<td>24</td>
<td>4559992</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>1.81</td>
</tr>
</tbody>
</table>

Test the repeatability

Precision weighing the same batch of myrrh powder and divided into 6 parts. Each one is 20g. Preparation under the "chromatographic condition", injection was 10L, with peak area (A) of β-elemene measured as the index, calculated the relative standard deviation (RSD), to investigate the repeatability of the method. To obtain β-elemene RSD = 2.20%.

Table 3. The results of repeatability.

<table>
<thead>
<tr>
<th>Number</th>
<th>Sample weight/g</th>
<th>peak area A of β-elemene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.0052</td>
<td>2417445</td>
</tr>
<tr>
<td>2</td>
<td>20.0015</td>
<td>2441171</td>
</tr>
<tr>
<td>3</td>
<td>20.0051</td>
<td>2317036</td>
</tr>
<tr>
<td>4</td>
<td>20.0045</td>
<td>24467291</td>
</tr>
<tr>
<td>5</td>
<td>20.0042</td>
<td>2364141</td>
</tr>
<tr>
<td>6</td>
<td>20.0026</td>
<td>2438017</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>---</td>
<td>2.20</td>
</tr>
</tbody>
</table>

Sample recovery

Precision take an amount of control product of β-elemene. Chromatography methanol was added to 0.9533mg/mL as reference solution. Precision weighing known content of myrrh crude 10g, divided into 6 parts. Precisely add the β-elemene control reference solution 3mL. Prepared by the method under the "Prepare test solution ", under "chromatographic condition "measured the chromatographic conditions. The experimental results of β-elemene average recovery rate was 100.07%, RSD was 2.47%.

Fig. 2. HPLC diagram of β-elemene of reference substance

Fig. 3. HPLC diagram of the vinegar-processed myrrh samples.

Measure sample content

Precisely draw control solution and sample solution 10µL. Inject into Liquid chromatograph. Determined by the chromatographic conditions under "chromatographic condition ". To calculate the content of β-elemene of each dry sample, the results was shown in Figure 3.

RESEARCH THE SOLVENT OF EXTRACTION

The extract is the index of the dissolution of the pieces, ethanol concentration affects dissolution of active ingredient in vinegar-processed myrrh. Therefore solvent of extraction of the
vinegar-processed myrrh need examined. This study selected 95% ethanol, 75% ethanol, 50% ethanol, 25% ethanol and water as solvent. According to hot-maceration method of 2010 version of Chinese Pharmacopoeia (Appendix X A) to determine. To calculate content of extract after drying.

Table 4. The selection of solvent for extract.

<table>
<thead>
<tr>
<th>solvent</th>
<th>Content /%</th>
</tr>
</thead>
<tbody>
<tr>
<td>95% ethanol</td>
<td>40.00</td>
</tr>
<tr>
<td>75% ethanol</td>
<td>43.13</td>
</tr>
<tr>
<td>50% ethanol</td>
<td>37.79</td>
</tr>
<tr>
<td>25% ethanol</td>
<td>33.62</td>
</tr>
<tr>
<td>water</td>
<td>34.57</td>
</tr>
</tbody>
</table>

As can be seen from table 4, the extracted content of 75% alcohol was the highest. Therefore, using 75% ethanol to extract the extraction of vinegar-processed myrrh.

THE ANALGESIC EFFECTS OF MYRRH AFTER PROCESSING

Prepare samples

The raw products: Take the net amount of myrrh and add 75% ethanol, reflux extracted for 2 times, each time micro boiling for 1 hours, cooling for 30min, filtering, merging the filtrate for 2 times, rotary evaporation to recover ethanol. Be condensed liquid medicine which containing crude drug, until the concentration of 65mg/ml, spare.

Vinegar processed products: The processing of vinegar moxibustion has been optimized processing(in the hot pot, heat gently 6min, fry to smoke, surface micro melting, spraying 5% vinegar, then heated 2min, stir fry until surface light). As the concentration of 65mg/ml that liquid medicine containing crude drug and vinegar liquid, spare.

Indomethacin was mixed with normal saline until concentration was 0.325mg/ml.

GROUPING AND ADMINISTRATION

Grouping: 48 mice, free feeding, drink. After 1weeks, meet were randomly and divided into myrrh group, vinegar processed myrrh group, normal saline group, positive control group, 4 groups, and 12 rats in each group, marked with picric acid. Observe and record the writhing times of mice in 15min. Results see table 7.

Drug delivery: fed with myrrh, vinegar processed myrrh and equal volume normal saline, once a day, dose was 20ml/kg. Continuous administration 5days.No drug was given 4 days before the experiment in the indomethacin group.

Intraperitoneal injection was given on the fifth day. Each group was treated with alleviating pain test after 1hours of the last administration, that is, intraperitoneal injection of 0.1ml/10g acetic acid (0.75%).

THE INDEX OF ANALGESIC EFFECT OF MYRRH AFTER PROCESSING

By intraperitoneal injection of chemical drugs to mice, the acute peritonitis caused by prolonged pain stimulation, the lethal mice produced writhing response. Because myrrh has the function of promoting blood circulation and relieving pain, can reduce reaction in mice. According to the number of writhing, can judge the analgesic effect of myrrh after processing.

RESULTS

The weighted average method was used to evaluate the processing of vinegar processed myrrh.(the evaluation indicator weighted as follows: \( \beta \)-elemene content evaluation score =the content of \( \beta \)-elemene in each sample x highest content of \( \beta \)-elemene in 40/9 samples; volatile oil content evaluation score = the content of volatile oil in each sample x the highest content of volatile oil in 40/9 samples; alcohol extract content evaluation score = alcohol extract in each sample x the highest content of alcohol extract in 20/9 samples; comprehensive score = \( \beta \)-elemene content evaluation score + alcohol extract content evaluation score —volatile oil content evaluation core). The result is as follows:

Table 5. Results of orthogonal test design

<table>
<thead>
<tr>
<th>Test number</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>K(_1)</td>
<td>17.050</td>
<td>13.773</td>
<td>12.793</td>
<td>12.703</td>
</tr>
<tr>
<td>K(_2)</td>
<td>11.007</td>
<td>10.653</td>
<td>9.470</td>
<td>11.497</td>
</tr>
<tr>
<td>K(_3)</td>
<td>6.903</td>
<td>10.533</td>
<td>12.697</td>
<td>10.760</td>
</tr>
<tr>
<td>R</td>
<td>10.147</td>
<td>3.240</td>
<td>3.323</td>
<td>1.943</td>
</tr>
</tbody>
</table>

* \( F_{0.05;2,21}=19.000 \)
From the above analysis of variance showed, the primary and secondary order of the influencing factors of vinegar processed myrrh A (frying temperature) > C (heating time after add vinegar) > B (heating time), and the effect of frying temperature was statistically significant. After comprehensive consideration, in accordance with the provisions of the national pharmacopoeia stipulates that vinegar dosage is 5%. Therefore, the optimal processing technology of vinegar processed myrrh was identified as A1B1C1, that is, to take the net amount of raw myrrh, in hot pot, heat gently 6min, fry to smoke, surface micro melting, uniform spraying 5% vinegar, then heated 2min, stir fry until surface light, quickly remove, cool open (each 100kg myrrh with vinegar 5kg).

The analgesic effect of myrrh after processing

According to the results of t test, we can see that the vinegar processed myrrh and myrrh have analgesic effect, analgesic effect of vinegar processed myrrh were enhanced, with statistical significance.

### DISCUSSION

At present, research on the processing technology of myrrh is mostly take the content of volatile oil and appearance as the index [6]. But by consulting a large number of documents, it is not clear whether the content of processed myrrh volatile oil significantly reduced and whether it is the effective components [2]. When appearance as the index, due to the lack of objective standard, does not accurately reflect the quality of processed products, but can be used as a reference index. Volatile oil, β-elemene and extracts as 3 indicators for the evaluation of the comprehensive weighted score. By orthogonal test, we can optimum the best processing technology of vinegar processed myrrh. As a reference, the appearance character provides the basis for its quality control. This study belongs to the laboratory experiment, in order to further determine stand – ardized processing of myrrh, the optimization of the experimental process need the pilot test and to be enlarged.

Myrrh has analgesic effect, but vinegar processed products are better, it has statistical difference between the crude, probably because accessories vinegar also has an analgesic effect, it improve the dissolution rate of other components which have analgesic effect., The reason for the strengthening of vinegar processed myrrh analgesic effect, need to be further studied.
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With low coal rank lignite as bio-gas production substrate, characteristics of single phase methane production in coal seam and cogeneration of hydrogen and methane gas at 35 °C were studied, with liquid phase and solid phase product during reaction analyzed for comparative mechanism study of single-phase and two-phase gas. The results showed that:

1. In single-phase and two-phase gas production with coal as substrate, single-phase methane production rate is 22.86ml / g, cogeneration production rate is 26.24ml / g, second-phase methane concentration ratio is 7.9% higher than single-phase.
2. Single-phase methane fermentation featured ethanol fermentation, while cogeneration featured butyric acid type and acetic acid type fermentation.
3. C and O contents of coal after cogeneration and single-phase production of methane declined, but H content increased. Lignin, cellulose, hemicellulose consumption rates of co-produced coal were respectively 15.2%, 18.1% and 16.6%; XRD results show that crystalline structure damage of coal was more obvious after cogeneration.
4. Single-phase production mechanism of methane gas featured carbon dioxide reduction, while cogeneration experimental hydrogen production featured hydrolysis and decomposition of macromolecules, methanogenic phase featured acetic acid fermentation. Experimental results show obvious biological effects of cogeneration of bio-hydrogen and methane, which can significantly improve the utilization of residual coal.

Keywords: cogeneration of hydrogen and methane, VFA change, coal degradation, mechanism

INTRODUCTION

Seam biogas in the United States have achieved commercial exploitation. Recently, research group [1-6] study confirmed that if there is proper control of the reaction conditions, in first period of seam biogas production, bio-hydrogen will be generated, which is consistent with traditional four-stage fermentation theory.

Coal is degraded by white rot fungi into cellulose, lignin material that can be used, which can be degraded into small molecules of acid and alcohol [7-15] by hydrolytic bacteria and syntrophic acetogenic bacteria. Hydrogen will be produced in the process which combines with carbon dioxide and produces methane under the role of methanogens. Hydrogen is a cleaner energy than methane, with yield and substrate utilization rate lower than the methane. If cogeneration of the two is realized, maximal recycling of resources can be achieved with biological residual coal mining realized[16]. Early tests confirmed feasibility of hydrogen and methane production with two-phase anaerobic fermentation. In this study, with independent methane production experiment, cogeneration experiment of hydrogen and methane as the basis, reaction conditions were adjusted before the end of the second set of experiments, methane was produced by changing the pH and adding nutrients, and analysis was done from gas production rate, fermentation period, VFA change, coal structural parameters in order to define the reaction mechanism.

MATERIALS AND METHODS

Preparation of Coal Sample

Place low rank coal sample into the crusher to be grinded into pulverized coal of 0.25mm or so. Then screen out 400g of coal sample into autoclave sterilization pot for 30min sterilization at 120 °C to reduce side effects of microorganism outside. Then, transfer coal sample to a sample bag, and finally place the coal sample into 60 °C oven to be dried to constant weight for standby application.

White Rot Fungi Liquid Enrichment

Enrich white rot fungi, inoculate appropriate amount of white rot fungi into medium after sterilization and cooling of white rot fungi enriched medium. Shock and mix for 2min in a fast mixer, so that thallus is dispersed. Then culture 2d in 35°C constant temperature shaking chamber.
Mine Water Bacterial Liquid Enrichment

Prepare hydrogenogens-rich liquid 1000ml respectively with mine water and hydrogenogens medium, and prepare hydrogenogens-rich liquid 1000ml with mine water and methanogens medium for standby application.

EXPERIMENTAL PROGRAM

Methanogenesis Experiment

20g pulverized coal + 20ml white rot fungi liquid + 200ml methanogens mine water enrichment nutrient solution, set three parallel samples to be placed in 35 ℃ incubator, adjust pH = 7, gas production time at 35 days, and ultimately take the average value for calculation.

3.2. Cogeneration of Hydrogen and Methane

Hydrogen production stage: 20g coal + 20ml white rot fungi liquid + 200ml enriched hydrogenogens liquid, adjust the initial pH value of the sample at about 6.8 which then receives anaerobic fermentation for about 10 days at 35 ℃. Methanogenic stage: Similarly, supplement 1 mol / L NaOH solution to hydrogen production reaction flask at anaerobic work station, adjust the pH to about 7, add methanogens nutrient solution and add a small amount of trace elements. The total gas production time is 50 days. Set three parallel samples and ultimately take the average value for calculation. Record total gas production, gas concentration of two set of experiments. Carry out pH value detection and VFA analysis of reaction liquid, perform element and XRD analysis of coal before and after the reaction, calculate lignin and cellulose, hemicellulose consumption in order to carry out comparative analysis of the two gas production mechanisms.

EXPERIMENTAL RESULTS

Analysis of Gas Production

Gas production changes show that single-phase production of CH4 lasted 36 days, with a total CH4 volume of 306ml; two-phase hydrogen and methane gas production time was 52 days, total first-phase hydrogen production volume was 114ml, total second-phase production volume was 264ml, with total gas production at 398ml. Two-phase situation is 18.1% more than single phase.

Fig. 1. Cumulative production output of methane and hydrogen.

Changes in gas concentrations show that in single-phase production of CH4 system, H2 concentration peaked at 16.3%, remaining low, while CO2 concentration decreased after growth, reaching 21.7% on the tenth day and then reducing to 11.9%, CH4 concentration kept growing to 50.6% at end of the experiment; cogeneration experiment shows that, H2 content and concentration peaked at 40.6% on the tenth day, the highest value of hydrogenogens metabolic activity, and then plummeted afterwards, CO2 concentration peaked at 28.7% on 22rd day and then maintained at around 25%. Obviously, CH4 gas production and concentration of two-phase gas production are higher than that of single phase in gas production effect.

As can be seen from the figure, gas production lag phase of independent methane production lasted 8 days, which was because methanogens is with longer growth cycle which needs some time from growth delay to metabolism bloom phase. Hydrogenogens at hydrogen production stage in
cogeneration experiment was with shorter growing cycle, and hydrogen production basically ended after about 10 days. Second-phase methanogenesis had a delay of about 10 days, delaying about two days compared with independent methanogenesis. It is mainly because low pH value growth environment of methanogens. After adding alkali solution, methanogens needed an adjustment period, and therefore methanogens lag phase of cogeneration experiment was longer than independent methanogens. But seen from the figure, average production rate of cogeneration system is 32% higher than average production rate of independent methanogenesis, with average methane content also increased by 7.3%, indicating that gas production performance of cogeneration hydrogen and methane is better than single-phase system.

**Effect on Liquid Fermentation Products**

**Effect on pH**

During single-phase fermentation of methanogenesis, pH value decreased to some extent, until the minimal point 6.21 throughout the reaction on the 16th day or so, but continued to increase to 7.82 afterwards. Two-phase hydrogen production and methanogenesis reached the lowest value 5.25 on the twelfth day before stabilizing at 8.25. As is apparent, lowest pH value of two phase is much lower than that of single phase with final pH higher than that of single phase.

![Fig. 3. pH value changing curve of single-phase and two-phase gas production.](image)

As is seen from Figure 5, during single-phase methanogenesis fermentation, substrate degradation featured ethanol type fermentation. Peak occurred on the 18th day, about 0.35mmol / L, while acetic acid, butyric acid peaked on the 15th day, respectively 3.15mmol / L and 2.85mmol / L, whose concentration bottomed out to 0.35mmol / L and 0.21mmol / L after fermentation on the 26th day. The degradation rate of ethanol was very low throughout the experiment. After reaching the peak on the 10th day, ethanol concentration stopped significant change with only slight decrease in the later period, indicating that the acid generated thereafter was rapidly degraded and no longer accumulated in fermentation liquid.

![Fig. 4a. Variation of two-phase system of small molecule acid.](image)

As is seen from the figure, first-phase substrate degradation in two-phase anaerobic fermentation featured butyric acid type fermentation. In production of butyric acid, a large amount of hydrogen was produced. At the end of hydrogen reaction, residual concentration of acetic acid was 4.21mmol / L, that of butyric acid was 3.67mmol / L, while that of ethanol was only 0.17mol / L or so. However, in the second phase, after methanogens recovered activity after 6d lag phase, butyric acid and acetic acid began to be used by methanogens. At the end of the reaction, acetic acid and butyric acid in the solution were substantially reduced to zero. From this, it can be concluded that concentration of acetic acid and butyric acid produced in two-phase and single-phase system are greatly different from each other, but final two-phase decomposition is more thorough. In analysis of the reasons, due to action of syntrophic acetogenic bacteria and fermentation bacteria, in cogeneration hydrogen production stage, more volatile fatty acids will be produced, which also provide fermentation substrate for
methanogenesis. After pH adjustment and physiological lag phase of bacteria, methanogens’s VFA consumption accelerated. Judging from that final acetic acid and butyric acid concentration is zero, reaction of the stage features acetic acid decomposition.

Degradation of Coal

Degradation of Coal Elements

Comparative change of coal sample elements before and after aerogenesis is shown in the following table. As can be seen from the table, C content in coal suffered from varying degrees of decline after aerogenesis, decreased most after cogeneration to final amount of 73.5%. Gas experiment mainly studied organic carbon in microbial degradable coal. In cogeneration test, it was secondary aerogenesis with large consumption of C element, and therefore degree of degradation was more thorough. H element content increased, especially after hydrogen production when H content increased to 6.37%, 22.3% over that of raw coal sample. It was mainly because hydrolysis reaction occurred during hydrogen production, microbial enzymes substance decomposed macromolecules in coal and generated water-soluble small molecule compounds, aromatic ring fractured and induced active functional group with higher hydrogen content. Therefore, H element content increased, and after methanogenesis, hydrogen elements were broken down into water-soluble small molecules acid. So after methanogenesis, hydrogen elements were broken down into water-soluble small molecules acid. So after methanogenesis, hydrogen elements decreased compared with hydrogen generation. O element increase was mainly a result of hydrolysis of macromolecules in coal in hydrogen production stage.

Table 1. Analysis of elemental changes of coal.

<table>
<thead>
<tr>
<th>Sample</th>
<th>C (%)</th>
<th>H (%)</th>
<th>O (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw coal sample</td>
<td>81.35</td>
<td>4.96</td>
<td>15.72</td>
</tr>
<tr>
<td>Coal sample after methanogenesis</td>
<td>76.35</td>
<td>5.45</td>
<td>13.64</td>
</tr>
<tr>
<td>Coal sample after hydrogen production</td>
<td>80.2</td>
<td>6.07</td>
<td>16.74</td>
</tr>
<tr>
<td>Coal sample after cogeneration</td>
<td>73.5</td>
<td>5.39</td>
<td>14.13</td>
</tr>
</tbody>
</table>

Coal Lignin, Cellulose, Hemicellulose Decomposition

As can be seen from the table, compared to single-phase methanogenesis system, cellulose, hemicellulose and lignin consumption rates of two-phase system were respectively increased by 3.6%, 5.8% and 6%, so degradation of two-phase system was definitely more thorough. Lignin, cellulose, hemicellulose are more easily decomposed organic compounds in low rank coals. Under the action of primary enzymes such as laccase and manganese peroxidase, lignin and cellulose-based substances were hydrolyzed to high-molecular polymers such as polysaccharide protein and fat, which were further broken down into monose, amino acid and fatty acid. As is apparent from the table, in cogeneration system, after hydrogen production, acidic environment of the system is more conducive to degradation and use of cellulose, hemicellulose, lignin and other substances in the coal. Coal degradation rate was increased, availability of intermediate products including ethanol, acetic acid, propionic acid, butyric acid and other small molecules increased correspondingly, and therefore aerogenesis efficiency of hydrogen production and methanogenesis in co-fermentation was also improved.

Table 2. Decomposition of main chemical substances in coal.

<table>
<thead>
<tr>
<th></th>
<th>Cellulose</th>
<th>Hemicellulose</th>
<th>Lignin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-phase methanogenesis</td>
<td>12.3%</td>
<td>10.6%</td>
<td>11.6%</td>
</tr>
<tr>
<td>Two-phase hydrogen production phase</td>
<td>10.5%</td>
<td>10.4%</td>
<td>9.7%</td>
</tr>
<tr>
<td>Two-phase methanogenic phase</td>
<td>7.6%</td>
<td>6.2%</td>
<td>5.5%</td>
</tr>
<tr>
<td>Two-phase system</td>
<td>18.1%</td>
<td>16.6%</td>
<td>15.2%</td>
</tr>
</tbody>
</table>

XRD Analysis of Coal Structure

Table 3. XRD structural parameters of coal.

<table>
<thead>
<tr>
<th></th>
<th>(d_{002}) (10(^{-1})nm)</th>
<th>(L_0) (10(^{-1})nm)</th>
<th>(L_c) (10(^{-1})nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw coal sample</td>
<td>3.694</td>
<td>2.517</td>
<td>0.896</td>
</tr>
<tr>
<td>Coal sample after methanogenesis</td>
<td>3.876</td>
<td>2.426</td>
<td>0.862</td>
</tr>
<tr>
<td>Coal sample after hydrogen production</td>
<td>3.945</td>
<td>2.503</td>
<td>0.877</td>
</tr>
<tr>
<td>Coal sample after cogeneration</td>
<td>3.936</td>
<td>2.368</td>
<td>0.833</td>
</tr>
</tbody>
</table>

In cogeneration experiment, after acid production in hydrogen production stage, three-dimensional molecular structure of coal was oxidized, benzene ring was gradually opened to introduce oxygen-containing groups such as
carboxyl, hydroxyl at open place, resulting in weakened bond energy, larger bond length and greater interlayer distance d002. In addition, order degree of orientation was also reduced after hydrogen production. As a result, number of plies of condensed ring aromatic layer was decreased to some extent, also height, extension and diameter of aromatic layer were obviously less than those of independent methanogenesis, and loose degree of coal structure was larger than that of independent methanogenesis, which explained why coal structure degradation of two-phase hydrogen production and methanogenesis experiment was stronger than that of independent methanogenesis experiment.

**Mechanism Analysis**

Based on the above gas, liquid and solid phase change results, let us explore difference in aerogenesis mechanism of single-phase methane production and cogeneration of hydrogen and methane. In single-phase methanogenesis process, various types of oxygen-containing functional groups such as methyl, etc. were degraded by microorganism and dissolved in the reaction liquid after falling off, forming small molecule compounds; pH of reaction liquid lowered, concentration of fermentation substrate such as methyl etc. in this stage first increased and then decreased. CO₂ was the main production gas, and as the reaction proceeded, acetic acid content in the fermentation liquid continuously declined. pH value kept growing, and methane concentration during the stage continued to increase, reaching a peak at 53.68%, while CO₂ continued to reduce, indicating that CO₂ was consumed. CO₂ reduction pathway for CH₄ output appeared, with CO₂ + 4H₂ → CH₄ + 2H₂O as the representative reaction. The stage was for main output pathway of methane. In cogeneration of hydrogen and methane, under action of syntrophic acetogenic bacteria, a large amount of H₂ and CO₂ plus many small molecule acid were generated. Methane concentration was low at this time, but after pH adjustment, most of the acid were generated in hydrogen production phase and acetic acid were utilized by methanogens, generating methane and carbon dioxide, which made methane amount gas produced in methanogenesis phase increased compared with hydrogen production phase.

(3) In independent methanogenesis, main elements of coal, lignin and cellulose degradation rate, aromatic parameter were lower than those of cogeneration system at the end of aerogenesis, which proved that degradation of coal in cogeneration experiment was more thorough with higher utilization of residual coal.
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Article is intended for the process of wet fiber layer which was the combination of fiber filtration mechanism and washing mechanism, the hypothesis of the cleaning fluid in the fiber layer evenly distributed on the surface of the fiber filament is introduced by adopting the equivalent analogy, thereby establishing the theoretical model of purification efficiency, and achieving the theoretical analysis of filtration process of wet fiber layer for the dust particle. Meanwhile, the semi-theoretical and semi-empirical purification efficiency formula for dust purification and its correction method are obtained through dimensionless correction of the theoretical formula by means of the experiments carried out, which facilitates the theoretical study of the wet fiber layer for dust purification and is of guiding significance to practical application.
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INTRODUCTION

The wet fiber filtration is an efficient method for dust purification combining fiber layer filtration with spray washing and the purification process of wet fiber layer for dust particles is the combination of fiber filtration mechanism and washing mechanism [1]. This combination process which has the high effect of the dust filtration of fiber filter layer, in addition to the cleaning effect of the fluid on the dust deposit within the fiber filter layer. Compared to the dry fiber layer for dust filtration and purification, it features advantages such as long service life of fiber filter material, no reentrainment of dust, high efficiency of dust capture, etc. especially significant in the trapping of fine dust and widely used for industrial dust collection.

In the filtration process of wet fiber layer, due to the extremely complex distribution of washing fluid in the fiber filter layer, it is impossible to make theoretical analysis, currently there is no perfect theoretical formula to describe the purification theory of wet fiber layer for dust filtration [2-4]. In this paper, the in-depth research on the purification mechanism of wet fiber layer for dust filtration was carried out on the basis of the assumption of equivalent analogy, avoiding the complex fluid distribution in the fiber filter layer, serves as the bridge for theoretical and quantitative description of filling rate of the fluid in the fiber filter layer, thereby obtaining the theoretical formula of filtration efficiency, while with the help of experiments and the dimensionless correction method, a semi-theoretical semi-empirical formula of the filtration and purification efficiency of the wet fiber layer was given, which accomplished an access to a relatively perfect semi-theoretical semi-empirical formula for filtration efficiency of the wet fiber layer and provides a theoretical explanation for the filtration and purification method of wet fiber layer for dust particles.

Analysis of filtration efficiency of the wet fiber layer

Equivalent analogy analysis

In order to avoid the distribution complexity of washing fluid in the fiber filter layer in the whole analytical process, so that the wet filtration process can be described theoretically, under the premise of the equal filling rate of the fluid in the fiber filter layer, based on the assumption of the previous dry fiber layer filtration [5-6], the following assumption of equivalent analog was proposed.

1) The filament in the filter material has a circular cross-section and the dust particles are spherical;

2) The dusty air flows perpendicular to the filament

3) the flushing fluid that flew into the inside of fiber filter layer flows uniformly and attached to the surface layer of the filaments under the action of the air flow, forming a composite trap with the static fiber and dynamic flushing fluid for dust particle collection;

4) Once the dust particle is filtered, it will be taken away by the flowing cleaning fluid, having no influence on the subsequent purification process

5) Dust particle filtration process is taking place in the spatial volume occupied by the fiber filter
material, which is defined as the dust collection space.

**Composite trap and the equivalent diameter \( d \)**

After the analog equivalent assumption, the cleaning fluid and filaments formed the composite trap, as shown in Fig. 1, the equivalent diameter of the composite trap should consist of the diameter of filaments and the flowing cleaning fluid film attached to the surface of the filaments.

![Fig. 1. The cross-section of composite trap](image)

1 - filaments; 2 - flowing cleaning fluid film

The annular cross-sectional area of the flowing cleaning fluid film formed in the composite trap should be:

\[
\frac{\pi}{4}(d_l^2 - d_f^2) = \frac{V \cdot \beta_f}{l_f}
\]

Where: \( V \) – the volume of space occupied by wet fiber filter layer (m³); \( \beta_f \) - Dynamic filling rate of the cleaning fluid (%); \( l_f \) – the overall length of the filament (m), \( l_f = 4 \beta_f V / (\pi d_f^2) \) where, \( \beta_f \) - static filling rate of the filament (%).

The total length of the filaments is substituted into the above formula, and the expression for equivalent diameter of the composite trap can be drawn:

\[
d = d_f \sqrt{1 + \frac{\beta_f}{\beta_f}}
\]

The relationship between the equivalent diameter \( d \) of the composite trap and the dynamic filling rate of the fluid \( \beta_f \) and the fiber filament \( d_f \) was established in formula (1), which serves as the bridge for theoretical analysis of filtration and purification of the wet fiber layer.

**The filling rate \( \beta \) of the composite filter**

In the filtration and purification process of the wet fiber layer, the internal composite trap contains the cleaning fluid film in a flowing state in addition to the filaments, so the total filling rate in the wet filter trapping space should include the static filling rate \( \beta_f \) of the filaments and the dynamic filling rate \( \beta_f \) of the cleaning fluid, that is:

\[
\beta = \beta_f + \beta_f
\]

Wherein, the static filling rate \( \beta_f \) of the fiber was given when the product manufactured, the dynamic filling rate \( \beta_f \) of the cleaning fluid and the wet filtration purification process depend on the amount of water spray, experiments show that when the filling rate of filaments in the fiber layer is less than 3%, it should be the ratio of spray amount per unit time and the volume of filter material in the fiber layer being sprayed (dust collecting space), i.e.:

\[
\beta_f = \frac{q}{A \cdot H}
\]

Where: \( q \) is the spray volume received on the surface of filaments in the fiber layer per unit time (m³/s); \( A \) is the sprayed area of the fiber filter layer surface (m²); \( H \) is the thickness (m) of the fiber filter layer.

Theoretical analysis of the wet fiber filter layer filtration efficiency

**Theoretical analysis**

The filtration and purification model of dust-laden air flowing through the wet fiber layer is shown in Figure 2, due to the spherical spray section, the circular filtration model is given in Fig. 2.

![Fig. 2. Filtration model](image)

Provided that the air volume flowing through the wet fiber layer is \( Q \), the flow rate of air flow before filtration is \( u \), the dust concentration in the air flow before filtration and after filtration is \( C_1 \) and \( C_2 \), the thickness of the wet filter layer is \( H \), the front area (also the sprayed wet area) is \( A \), the filling rate of the composite trap in the fiber filter layer is \( \beta \), then the filtration velocity of the air flow in the wet filter layer should be:

\[
u_t = \frac{u}{(1 - \beta)} = \frac{Q}{A(1 - \beta)}
\]

As shown in Fig. 3, infinitesimal sheet taken from the wet filter layer is used for analysis. The volume of infinitesimal sheet should be \( dV = A \cdot dx \). The concentration of dust particles in the air entering the infinitesimal sheet is \( C_1 \). In the infinitesimal sheet, the mass of dust particles under the captured per unit time in the composite trap per unit length should be \( C_1 u_t E \), wherein, \( E \) is the dust collecting efficiency of the composite trap per unit length.
Provided that the length of composite trap in the infinitesimal sheet is set as \( dl \), after the air flows through the infinitesimal sheet \( dV \), the concentration of dust particles reduced by \( -Q \cdot dC_s \), and the mass of dust particles trapped in this infinitesimal sheet is \( C_s \cdot u_c \cdot E \cdot dl \), the two should be equal, namely:

\[
-Q \cdot dC_s = C_s \cdot u_c \cdot E \cdot dl
\]

The length of the composite trap in infinitesimal sheet can be written as \( dl = \frac{4 \cdot \beta \cdot A}{\pi \cdot d^3} \), where \( d \) is the equivalent diameter of the composite trap, the \( dl \) and \( u_c \) in formula (3) are substituted into the above formula and the analyzed differential expression can be obtained as follows:

\[
\frac{dc}{C_s} = \frac{4 \cdot \beta \cdot E}{(1 - \beta) \cdot \pi \cdot d} \cdot dx
\]

Taking the integral for both ends of the equal sign, the following formula is obtained:

\[
\int_{C}^{C_s} \frac{dc}{C_s} = \int_{C}^{C_s} \frac{4 \cdot \beta \cdot E}{(1 - \beta) \cdot \pi \cdot d} \cdot dx
\]

The ratio of dust concentration after and before the airflow filtration obtained by integrating:

\[
\frac{C_1}{C_s} = \exp \left[ -\frac{4 \cdot \beta}{\pi} \cdot \frac{H}{d} \cdot E \right]
\]

The stage purification efficiency \( \eta_d \) of wet filtration should be:

\[
\eta_d = 1 - \frac{C_1}{C_s} = 1 - \exp \left[ -\frac{4 \cdot \beta}{\pi} \cdot \frac{H}{d} \cdot E \right]
\] (5)

The theoretical formula of stage efficiency based on the deduced hypothesis of equivalent analogy has been obtained through theoretical analysis, where \( d \) represents the equivalent diameter of the composite trap in the wet filtration and purification process; \( \beta \) indicates the sum of the dynamic filling rate of the cleaning fluid and the static filling rate of filaments in the dust collecting space.

The foregoing expression of the equivalent diameter (1) and the total filling rate expression (2) are substituted into formula (5), the derived theoretical formula of stage efficiency of wet filtration and purification based on the equivalent analogy hypothesis can be obtained:

\[
\eta_d = 1 - \exp \left[ -\frac{4 \cdot \beta}{\pi} \cdot \frac{H}{d} \cdot E \right]
\] (6)

The formula (6) comprises the filling rate of the cleaning fluid, allowing the theoretical analysis of the wet filtration process to be achieved, furthermore, the equivalent diameter of the composite trap formed by the cleaning fluid and filaments is introduced into the \( E \) value in formula (6), reflecting the co-trapping effect of filaments and flushing fluid for dust particles.

The dust purification efficiency of singly rooted composite trap

The \( E \) in formula (6) represents the dust filtration and purification efficiency of the dust-laden air flowing round the single composite trap per unit length in the wet filtration and purification process. Research shows that when the dust air flows around the single cylindrical trap, although the trapping of dust particles is the result of multiple mechanism of the entrapment, collision, diffusion and coagulation etc, the major effect of the entrapment by the cylindrical trap and the inertia separation of the dust particles as well as the diffusion of fine particles lead to the result \((d_p<1\mu m)\), therefore, the purification efficiency of the single composite trap can be calculated according to the following formula:

\[
E = 1 - (1 - \eta_R)(1 - \eta_I)(1 - \eta_d)
\] (7)

The entrapment effect and efficiency

\( \eta_R \) in formula (6) is the efficiency of the dust particles trapped when the dust air flows around the single composite trap per unit length, expressed as follows\([5]\) :

\[
\eta_R = 1 + \frac{d_p}{d} - \frac{1}{1 + d_p/d}
\]

Where: \( R = \frac{d_p}{d} \) is called interception parameter, \( d_p \) is diameter \((m)\) of dust particles; \( d \) is the equivalent diameter \((m)\) of the composite trap, which is to be calculated by formula (1).

Inertia effect and efficiency

\( \eta_I \) in formula (6) represents the efficiency of the dust particle trapped due to the separation from the flow line and collision on the composite trap as the result of its own inertia when the dust air flows around the single composite trap per unit length, expressed as follows

\[
\eta_I = \frac{S_a}{S_a + 0.775S_d + 0.22}
\]

Where: \( S_a = \rho_p d_p^2 u_c / 9 \mu d \) is named the Stokes dimensionless number.

Diffusion effect and efficiency

\( \eta_d \) in formula (6) indicates the efficiency of diffusion of fine dust particles\((d_p<1\mu m)\) in the dust-laden air towards the cylindrical composite trap, expressed as follows

\[
\eta_d = \left( \frac{8}{\pi} \right)^{1/2} \left( \frac{u_c d}{D} \right)
\]

Where: \( D = k_s T C_s /3\pi \mu d_p \) is called the diffusion coefficient; \( k_s = 1.38 \times 10^{-23} \) \((J/K)\), is called the Boltzmann constant; \( C_s = 1 + 0.165 / d_p \) is referred to as Cunningham correction factor, the unit for dust particle diameter \( d_p \) is set as \( \mu m \).
EXPERIMENTAL TESTS OF THEORETICAL FORMULA

Experimental conditions

The theoretical formula (6) was tested through laboratory analogue experiment and the experiment system is shown in Fig. 3.

The microbead-like silicon powder was used as the specimen for dust particles, and water as the flushing fluid in the experiment. Basic parameters used in the experiment are as shown in Table 1.

Comparison and analysis of the experimental results and theoretical calculation

The experimental curve of stage purification efficiency was obtained through analogue experiments with the parameters in Table 1, while the theoretical curve of the stage purification efficiency was calculated with the parameters in Table 1 according to theoretical equations (6) and (7). The resulting two curves are plotted in Fig. 4.

As can be seen from Fig. 4, the curve trend of the calculation by theoretical equation (6) and the measured one in the analogue experiments are basically consistent, adequately revealing the law of the wet filtration and purification, especially for the dust particles larger than 10μm, the theoretical calculations and experimental results are consistent, while for the dust particles below 10μm, there is certain deviation between the results, the smaller the dust particle size is, the greater the deviation, the theoretically calculated purification efficiency of fine dust particles is higher than the experiment measured one.

The main reason lies in the surface tension of the cleaning fluid (water), and the trapping of fine dust mainly relies on diffusion effect, so fine dust particles can hardly break through the fluid (water) surface to be moistened and trapped, while in theory it is simply assumed that as long as the dust particles come into contact with the fluid surface, they will be moistened and trapped, the effect of surface tension is not taken into account.

Despite the gap between the theoretical and the measured results of the fine dust particles, the result of theoretical analysis has fully reflected the basic law of the filtration process. Meanwhile, the analysis of analogue experimental curve shows that in the wet filtration and purification process, the purification efficiency of the fine dust will be improved by sufficiently reducing the surface tension of the cleaning fluid, and the actual experiment result will be closer to the calculated result by theoretical formula (6), which instructs the way to further improve the purification efficiency of the fine dust.

Table 1. Analogue experiment parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic viscosity μ/ N·s·m²</td>
<td>1.81×10⁻⁵</td>
</tr>
<tr>
<td>Absolute temperature T / °K</td>
<td>290</td>
</tr>
<tr>
<td>Filtration velocity u₅ / m·s⁻¹</td>
<td>1.39</td>
</tr>
<tr>
<td>Filament diameter d / μm</td>
<td>133</td>
</tr>
<tr>
<td>Thickness H / m</td>
<td>0.04</td>
</tr>
<tr>
<td>Area of fluid received A / m²</td>
<td>0.11</td>
</tr>
<tr>
<td>Filling rate βf / %</td>
<td>1.01</td>
</tr>
<tr>
<td>True density of dust specimen ρp / kg·m⁻³</td>
<td>2750</td>
</tr>
<tr>
<td>Quantity of fluid supplied Q / L·h⁻¹</td>
<td>72</td>
</tr>
<tr>
<td>Filling rate βi / %</td>
<td>0.45</td>
</tr>
</tbody>
</table>
Correction of theoretical formula

In practical applications, to get the calculated result of theoretical formula (6) closer to the actual one, the experimental data obtained are applied for its dimensionless correction.

The exponential term in theoretical formula (6) is set with a correction factor $\zeta$, the equation becomes the following one:

$$\eta_{x} = 1 - \exp \left\{ - \zeta \cdot \frac{4}{\pi} \frac{\sqrt{\beta_{l} \cdot (\beta_{l} + \beta_{f})}}{1 - (\beta_{l} + \beta_{f})} \frac{H}{d_{f}} E \right\}$$

(8)

Taking the natural logarithm for both ends of the equal sign after the deformation of the formula, the following one is obtained:

$$\ln \frac{1}{1 - \eta_{x}} = \zeta \cdot \frac{4H}{\pi \cdot d_{f}} \frac{\sqrt{\beta_{l} \cdot (\beta_{l} + \beta_{f})}}{1 - (\beta_{l} + \beta_{f})} E$$

Provided that $Y = \ln \frac{1}{1 - \eta_{x}}$ and $X = \frac{4H}{\pi \cdot d_{f}} \frac{\sqrt{\beta_{l} \cdot (\beta_{l} + \beta_{f})}}{1 - (\beta_{l} + \beta_{f})} E$, the following linear equation is obtained:

$$Y = \zeta \cdot X$$

(9)

The relevant values of different particle sizes are calculated with experimental data and the parameters in Table 1 and substituted to determine the scatter plot of $Y$ corresponding to $X$, as per the form of formula (9) for linear equation regression, the slope $\zeta = 0.97$ of the linear equation is obtained, which is substituted into formula (8) and the corrected formal of the theoretical formula is obtained:

$$\eta_{x} = 1 - \exp \left\{ - 0.97 \cdot \frac{\sqrt{\beta_{l} \cdot (\beta_{l} + \beta_{f})}}{1 - (\beta_{l} + \beta_{f})} \frac{H}{d_{f}} E \right\}$$

(10)

Formula (10) is a semi-theoretical and semi-empirical formula for stage efficiency of the wet fiber layer for dust filtration and purification after the dimensionless correction. The stage efficiency curve of the wet fiber layer filtration and purification calculated with this formula compared with the measured result is as shown in Fig. 5.

**CONCLUSIONS**

For the wet filtration and purification technology combining the fiber layer with spray for dust particles, the equivalent relationship has been established between the system fluid amount and the filling rate inside the fiber layer by means of the equivalent analogy hypothesis, enabling the complex problems to be described theoretically.

The derived purification efficiency formula for the wet filtration and purification process of dust particle reflects the functions and influences of physical parameters in the process of wet filtration, which can be used to guide actual wet filtration and purification process. The semi-empirical and semi-theoretical efficiency formula obtained through dimensionless correction of the theoretical formula reflects the actual situation more accurately. For other specific cases, the correction method mentioned in this article may be used to obtain accurate semi-empirical and semi-theoretical calculation formula for practical application.

The theoretical calculations and experimental results in Figure 4 show that the surface tension of the cleaning fluid is an important factor affecting the purification effect of the fine dust, it is just because the surface tension of the cleaning fluid that hinders the cleaning fluid from moistening and trapping the fine dust particles, as a result, the surface tension of the cleaning fluid reduced as much as possible will be of significance to purification of fine dust particles.
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The key factors influencing the secondary combustion of solid rocket ramjet engine were summarized. The secondary combustion chamber model with front and rear inlet was established. The influence of the particle diameter and gas injection angle on the effect of cold mixing and secondary combustion was studied by numerical simulation. The results show that the smaller the particle diameter is, the more favorable the blending efficiency is and the higher the combustion efficiency is. The larger fuel injection angle is more favorable for blending, and the combustion efficiency can be improved remarkably. Increasing the air-fuel ratio can increase the gas and particle combustion efficiency. The influencing factors of working process of secondary combustion chamber are verified by numerical simulation of cold mixing and combustion process of the secondary combustion chamber. The phenomenon is explained theoretically.

Keywords: Solid Rocket Ramjet, Intake, Supplementary Combustion Chamber, Cold Flow Blending; Combustion Efficiency.

INTRODUCTION

The SIMPLE method was used by Vanka [1] to calculate the flow of the ramjet under cold flow conditions, and the vortex and backflow observed by the water flow test were reproduced [1, 2]. Chen and Tao based on the two-dimensional axisymmetric solid rocket engine model [3]. The results show that the blending and combustion process influence on the engine performance, and put forward appropriate to reduce the inlet length, reduce air-fuel ratio and reduce the Airway angles benefiting to improve blending and combustion thereby improving engine performance. Hong studied the combustion process in a two-dimensional re-combustion chamber [4]. The results show that the larger the intake angle is, the smaller the area of the back burner chamber is. At the same time, the recovery coefficient of total pressure will be lower. T.M. Liou et al. [5] showed the complexity of the flow in the secondary combustion chamber in the case of cold flow, and revealed the structure of the three-dimensional vortex in the flow field [5, 6, 7]. The concept of vortex intensity is introduced to quantitatively describe the motion of vortices, and the results reveal the movement of the vortex in the combustion chamber. Foelsche studied the effects of temperature, oxygen mole fraction, temperature and other parameters on the boron combustion process in the crystal state [8]. The results show that the burning time of boron particles will be shortened with increasing pressure.

EXPERIMENTAL

METHODS

The King model and Williams model are the most representative of the ignition model of boron particles, and the King ignition model is used to calculate the reaction flow field in the afterburner chamber as follows:

\[
d_p = d_B + 2\delta \tag{1}
\]

\[
\frac{dd_B}{dt} = -\frac{2R_B M_B}{\pi d_B^2} \tag{2}
\]

\[
\frac{d\delta}{dt} = \frac{(R_B/2 - R_E - R_H) M_{B,O_h}}{\pi d_B^2 \rho_{B,O_h}} \tag{3}
\]

\[
\frac{dT_p}{dt} = \frac{Q}{(\pi d_B^2/6) \rho_{B,O_h} \delta^2 \rho_{B,O_h}} \tag{4}
\]

\[
\frac{dT_p}{dt} = \frac{Q}{(\pi d_B^2/6) \delta^2 \rho_{B,O_h} \rho_{B,O_h}} \tag{5}
\]

\[
\frac{d\delta}{dt} = \frac{Q}{(\pi d_B^2/6) \rho_{B,O_h} \Delta H_M} \tag{6}
\]

\[
R_B = f(d_p, T_p, P_{O_2}, \delta) \tag{7}
\]

\[
R_E = f(d_p, T_p, \rho) \tag{8}
\]

\[
R_E = f(d_p, T_p, P_{H_2O}) \tag{9}
\]
For the boron particle size, the oxide layer thickness, the melting fraction, the particle temperature; for the boron grain consumption rate, the rate of B\textsubscript{2}O\textsubscript{3} evaporation, B\textsubscript{2}O\textsubscript{3} and water reaction rate, the meaning of other symbols reference [9]. The total combustion reaction of boron particles is: 2B (s) + O\textsubscript{2} (g) → B\textsubscript{2}O\textsubscript{2} + 110kcal/mol. The burning rate is: where is the reaction rate constant.

**MODELS**

The physical model is shown in Figure 1. The overall mesh is shown in Figure 2. The boundary conditions were as follows: air inlet total temperature 573K, air inlet flow rate were equal, respectively, 2kg/s, four air inlet pressure 6atm. Rich gas flow 0.17kg/s. The gas inlet temperature was 1831 K and the gas generator pressure was 5 atm. There are six gas components: CO, H\textsubscript{2}, HCl, AlCl\textsubscript{3}, CO\textsubscript{2} and H\textsubscript{2}O, and their mass fractions are 0.45, 0.2, 0.05, 0.15, 0.1 and 0.05 respectively. Assuming boron particles accounted for 60% of the gas, particle diameter of 2, particle temperature and velocity and gas in the same gas phase values.

**RESULTS AND DISCUSSION**

**SIMULATION**

The simulation results show that the inlet angle is 90°, the gas injection angle is 90°, the other parameters are not changed, and the particle diameter is 2 μm, 5 μm and 10 μm respectively.

Cross section Z=0.02Dc

Cross section Z=0.53Dc

Cross section Z=1Dc

Cross section Z=2.1Dc

Cross section Z=3.7Dc

(Particle size is 2μm)

Fig. 5. Unequal particles on different cross-section concentration cloud (left particle size of 5, the right particle size of 10).
From Figure 5, with the increase of the boron particle diameter, the agglomeration phenomenon will increase, and the influence of the vortex movement on the particle agglomeration area will be weakened. Figure 6 shows that the larger the particle diameter, the worse the blending effect. From the blending curve, it can be concluded that the particle diameter is consistent with the particle trajectory, and the diameter of the small particle is better than that of the large particle diameter in the whole flow field.

![Figure 6. Particle distribution in secondary combustion chamber with different particle diameters](image)

![Figure 7. Blending curves for different particle diameters](image)

**Effect of Gas Injection Angle on Gas Particle Blending**

In this section, the inlet angle is 90°, the particle diameter is taken as 2μm, and the other parameters are unchanged. The injection angle of fuel gas is 0°, 45°, -30°, -45° from the central axis of the secondary chamber, corresponding to case0, case1, case2, case3.

Figure 9 shows that the gas angle changes in the secondary combustion chamber head flow field impact. Figure 10 shows that the best blending effect in the head of the afterburner is case3, followed by case2, with the most severe case of particle aggregation, so that a large amount of gas enters the supplementary chamber and then flows back to the front of the supplementary chamber due to the vortex effect, thus prolonging the residence time of gas and particles in the supplementary chamber.

![Figure 8. Gas injection angle and the central axis angle diagram](image)

![Figure 9. Streamline of x = 0 axial section with different gas injection angles](image)
As can be seen from Figure 11, this shows that the gas injection angle will affect the mixing of gas particles, and the upward jet is not conducive to blending, the downward spray is conducive to blending, the 45° angle of the blending is better than 30°. According to the blending curve of Figure 12, it can be seen that the best case of gas blending is case 3, which indicates that the larger the angle of gas injection is, the more favorable the gas blending is. However, according to the study [10], when the gas injection angle exceeds a certain range, it is not conducive to reducing the primary combustion residue of the gas generator, and will affect the injection efficiency. Therefore, in the design of fuel injection angle, it should be a comprehensive study of its combustion efficiency and the impact of jet efficiency. The influence of air inlet angle on secondary combustion was investigated experimentally.

**EXPERIMENT**

The experimental design of the engine uses a modular design, can easily adjust the nozzle structure, inlet angle, head distance and length of the combustion chamber and other parameters, dual lower two-way intake, gas generator filled with boron-rich propellant short grain, Working time 10s. The simulation flight height H = 10km, the Mach number Ma = 2.8, the angle of attack α = 0°, the side slip angle β = 0° (Figure 13). Different air inlet angles lead to different radial velocity components of the intake air, affecting the head reflow and downstream vortex intensity and the gas and air mixing effect, thus affecting the secondary combustion efficiency. In this paper, the inlet angle of 30° and 45° is adopted, and the nozzle of the gas generator is 5 nozzles. The experimental results are shown in Table 1.

The experimental results show that the incident angle is increased, the blending effect is enhanced, and the specific impulse is increased. It is concluded that the tangential impact of the large gas inlet angle on the fuel gas is enhanced, and the area of the gas and air is relatively increased in the area of the sidewall area where the gas is forced to the relatively weak air flow, which enhances the airflow blending, to improve the combustion efficiency. When the
small angle of the inlet, gas and air interaction is weak, the two air flow into non-interfering two-tier flow, gas gathering in the supplementary chamber below, while the air is gathered in the top, the contact area of the two Small, the combustion is not sufficient, the combustion efficiency drops.

**Table 1** different air intake angle combustion chamber combustion performance

<table>
<thead>
<tr>
<th>Intake angle</th>
<th>Average air - fuel ratio</th>
<th>Burning rate</th>
<th>Theoretical characteristic velocity</th>
<th>Theoretical impulse</th>
<th>Calculate flight specific impulse</th>
<th>Specific impulse efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>18784</td>
<td>6911</td>
<td>91480</td>
<td>10438</td>
<td>6709</td>
<td>6428</td>
</tr>
<tr>
<td>45</td>
<td>17597</td>
<td>7406</td>
<td>97670</td>
<td>10438</td>
<td>8033</td>
<td>7696</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

The effects of different particle diameters and fuel gas injection angles on the mixing of particles and gas flow in the solid rocket ramjet engine were studied by mixing the boron particles and the gas in the cold flow. And the blending of particles was quantitatively analyzed by blending, dimensionless particle cloud and oxygen-fuel ratio. The results show that:

1. the smaller the particle diameter is more conducive to blending, particle diameter is relatively small, with the flow is better, the particles with the return area of fluid movement. As the particle diameter becomes larger, the particle itself does not move with the fluid in the recirculation zone due to the high velocity of the particle itself, and the particles tend to collect towards the axis, the middle region, mixing is not good, combustion efficiency will decline.

2. It is favorable for the blending of gas and gas when the angle of fuel gas injection is changed. The angle between the gas entrance angle and the centerline of the axial plane is more favorable for blending. When the gas injection angle is too large, it is disadvantageous for lowering the primary combustion residue of the gas generator, and the ejection efficiency is affected. Therefore, in the design of fuel-rich fuel injection point of view, it should be a comprehensive study of its combustion efficiency and the impact of jet efficiency.

3. The experimental results show that the specific impulse efficiency of 45° inlet is higher and the specific impinging efficiency of 30° inlet is lower, but the angle of incidence increases, which aggravates the deposition of combustion products in the supplementary combustion chamber.
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The Simulated Moving Bed (SMB) is a continuous multi–column chromatographic process that has become an attractive technology for complex separation tasks that are regularly encountered in the areas of pharmaceuticals, fine chemicals and biotechnology. This paper focuses on the implementation of the control concept to SMBs operating. Based on moving asymptotes algorithm, the optimizing strategy is carried out for improvements of the extract and raffinate purity, the productivity and the solvent consumption. The feasibility of the moving asymptotes is verified by the triangle theory. The simulation results illustrate that the moving asymptotes method is fast in convergence and the optimal solutions are distributed uniformly.
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INTRODUCTION

The Simulated Moving Bed (SMB) separation technology is a kind of continuous chromatographic separation technique for scale production, which is with the advantages of strong separation ability, small appearance and low operation costs. It has a large range of applications in the areas of the petroleum chemical industry, fine chemical industry and sugar industry [1,2]. Recently, due to the strong coupling and the mechanism complexity in the SMB separation process, many researches carried out the modeling, the model solving and optimizing of SMB separation process in order to give the theoretical guidance for the product development, the process of industrialization and the application range can be expanded accordingly. The commonly used SMB chromatography models[3] are General Rate Model (GRM), Lumped Pore Diffusion Model (PORM), Ideal Model (IM), Equilibrium Dispersive Model (EDM) and Transport Dispersive Model (TDM). Comparing with other models, EDM has higher practicability. During the simulation process, EDM ignores the influence of mass transfer resistance, whose calculation speed is faster than GRM and PORM, the considered factors of which are more comprehensive than IM. Therefore, it has a large range of applications[4]. By using EDM, the influence of changing feed flow rate on SMB separation technology was researched[5]. On the other hand, SMB model is very difficult to be solved for its style of partial differential equations.

Therefore, the general solution method is to transfer the partial differential equations to ordinary differential equations by using discrete methods, such as orthogonal collocation finite element method, Galerkin method and CE/SE method[6]. In reference [7], the adsorption isotherm model was simulated by using CE/SE method; the advantages and disadvantages of the finite difference method and orthogonal collocation finite element method were discussed. By comparing with other methods, the orthogonal collocation finite element method is not only convenient and fast, but also flexible and accurate in the processing of stiff problems. There are many operation conditions that affect the chromatographic separation performance in SMB process, such as switching time, flow rate of the area, and the size of the column. Therefore, the optimization analysis of SMB is a hot research topic in this area. Marco Mazzotti firstly proposed the triangle theory[8] which is under the ideal status, hence the axial dispersion and mass transfer resistance were not considered and there must be accuracy problem in real applications. In recent years, the genetic algorithm or particle swarm optimization is used for SMB process design[9, 10]. The genetic algorithm needs copy, crossover and mutation operations in the process, thus its efficiency must be affected. And the particle swarm optimization algorithm is with shortcomings like easily falling into local optimal solution, being prone to unstable and slow in convergence in the actual operation of the process.

In this paper, the equilibrium diffusion model of SMB chromatographic separation process is firstly solved by using orthogonal collocation finite...
element method. Then, the optimization strategy is proposed based on the method of moving asymptotes [11]. Finally, the simulation is carried out in the operation optimization of SMB chromatographic separation process. The simulation results show that the proposed optimization method can improve the economic benefits of SMB operation and guide the process operation.

**BASIC PRINCIPLE OF SMB**

SMB is composed by a plurality of chromatographic columns with the valves and the pipelines in series, principle of which is to simulate the movement direction of the solid phase to achieve the solid phase and fluid phase countercurrent motion by periodically opening and closing the valve to switch import and export positions [12-14]. Fig. 1 shows the operation process of SMB in which the solid arrow indicates the location of imports and exports for current cycle, the dotted arrow indicates that for the next cycle. SMB chromatographic separation process can be divided into four zones, as shown in Fig 1. The feed solution and the elution are imported between zone 2 and 3, zone 1 and 4, respectively. The extraction and raffinate are collected between zone 1 and 2, zone 3 and 4 respectively. The function of zone 1 is mainly to realize the regeneration of the adsorbent, and the strong absorption component is desorbed from the solid phase. The effect of zone 2 is to desorb the weak adsorption components and adsorb the strong adsorption components, the purpose is to make the extract contain only strong absorption components, and do not contain weak adsorption components. Zone 3 is opposite to zone 2, so that the liquid contains only the weak absorption of components, and does not contain strong absorption component. The effect of zone 4 is the regeneration of the elution solution, the weak adsorption components are desorbed from the fluid phase [15]. By selecting the reasonable design parameters, the type of adsorbent, elution solution and operating parameters, the raffinate contains only the weak adsorption component B, the extract contains only the strong adsorption component A, so as to achieve the purpose of continuous separation.

**EQUILIBRIUM DIFFUSION MODEL OF SMB CHROMATOGRAPHIC SEPARATION**

The mathematical model of SMB chromatographic separation is coupled by a series of single chromatographic column model and node model [16].

![Operation schematic diagram of SMB](image)

Because EDM has a higher practicability, and the computer simulation speed of which is fast, therefore, the EDM single column chromatographic model is adopted in this paper. There are two assumptions as follows [17]: (1) The flow and the solid phase reach the equilibrium state instantaneously. (2) The effect of axial diffusion and non equilibrium is integrated into the axial diffusion coefficient. The effect of molecular diffusion, eddy diffusion and mass transfer resistance on the model is considered, the influence of interphase mass transfer resistance is ignored. The diffusion of the fluid phase and solid phase is instant and reach an equilibrium state, thus its influence is not considered.

The mathematical description of EDM is as follows:

\[
\frac{\partial c_i}{\partial t} + F_a \frac{\partial q_i}{\partial t} + u \frac{\partial c_i}{\partial x} = D_a \frac{\partial^2 c_i}{\partial x^2}
\]  

(1)

Initial condition is:

\[
c_i(x, 0) = q_i(x, 0) = 0
\]  

(2)

Boundary condition is:

\[1) \quad c_i(t, 0) = \psi_i(t) \]  

(3)

\[2) \quad uc_i(t, 0) + D \frac{\partial c_i}{\partial x} \bigg|_{x=0} = uc_i(t) \]  

(4)

\[\frac{\partial c_i}{\partial x} \bigg|_{x=L} = 0 \]  

(5)

where \( \psi_i(t) \) is inlet concentration of the ith chromatographic column, \( c_i(t) \) is known.

Adsorption isotherm equation is:

\[
q_i(x, t) = f[c(x, t)]
\]  

(6)

The equilibrium relationship between the nodes can be obtained by the mass conservation relation:
\[ O_i + O_o = O_e + c^o_i O_e = c^o_i O_e \]  
(7)

\[ O_i - O_o = O_e - c^o_i O_e = c^o_i O_e \]  
(8)

\[ O_i - O_e = c^o_i O_i + c^o_e O_e = c^o_i O_i \]  
(9)

\[ O_i - O_e = O_e + c^o_i O_e = c^o_i O_e \]  
(10)

OPTIMIZATION STRATEGY OF SMB

Principle of moving asymptotes

Moving Asymptotes (MA) is an optimization method based on convex function. In 1987, Svanberg firstly proposed the method, which uses the sub problem with convex functions and separable variables to approximate the original problem [11]. For this algorithm, the selection principle of the approximate function is that the private function is replaced by the first order derivative of the current iteration point. The method of moving asymptotes is used to optimize the multi-objective problem and the implicit problem is converted into a convex approximation sub problem. The optimization model is as follows:

Considering the optimization problem P,

\[
\begin{align*}
\text{MIN} \quad & f_0(x) \quad x \in \mathbb{R}^n \\
\text{S.T.} \quad & f_i(x) \leq f^*_i, \quad i = 1, \ldots, m \\
& x_{j_a} \leq x_j \leq x_{j_b}, \quad j = 1, \ldots, n
\end{align*}
\]  
(11)

where \( f_i(x) \) is the objective function, \( x = (x_1, \ldots, x_n)^T \) is the design variable, \( f_i(x) \leq f^*_i \) is behaviour constraint, and \( x_{j_a} \leq x_j \leq x_{j_b} \) is technical constraint.

The method to solve the problem P is to construct the sub problem. The solution of the original problem is approximated by the sub problem. The detailed algorithm procedure is as follows:

Step 1: Choose the initial point \( x^0 \), let \( k = 0 \).

Step 2: Give the iteration point \( x^k \), and calculate \( f_i(x^k) \) and \( \nabla f_i(x^k) \), \( i = 1, \ldots, m \).

Step 3: The established sub problem is used to approximate the original problem, which means that \( f_i(x) \) is replaced by \( f_i^k(x) \), and the establishment of sub problem \( f_i^k(x) \) needs the data calculated in step 2.

Step 4: Solve sub problem. The optimal solution of the sub problem is taken as the next iterative point, i.e. \( k = k + 1 \), and return to step 2.

Construction of sub problem

In the process of using moving asymptotes algorithm for solving optimization problem, the key point is to construct and solve sub problem. In the kth iterative of the algorithm, the sub problem is constructed as follows:

\[
\begin{align*}
\text{MIN} \quad & f_i^k(X) \quad X \in \mathbb{R}^n \\
\text{S.T.} \quad & f_i^k(X) \leq f^*_i, \quad i = 1, \ldots, m \\
& x^0_j \leq x_j \leq x^0_j, \quad j = 1, \ldots, n
\end{align*}
\]  
(14)

where \( i = 0, 1, \ldots, m \).

\[
f_i^k(X) = r^k_i + \sum_{j=1}^m \left( p^k_{ij} u_j^k + q^k_{ij} \right) x^k_j - L^k_j
\]

(15)

In the sub problem, if \( x^k_j \) is close to \( L^k_j \) or \( U^k_j \), the value of \( f_i^k \) will increase sharply. Therefore, \( x^k_j = L^k_j \) or \( x^k_j = U^k_j \) is the asymptote. The solution after each iteration is maintained between \( L^k_j \) and \( U^k_j \), the values of which are changed between the iterations, it is equivalent to the movement of asymptote, thus \( L^k_j \) and \( U^k_j \) are called moving asymptotes.

The second partial derivative of \( f_i^k \) at \( X = x^k \) is:

\[
\frac{\partial^2 f_i^k}{\partial (x_j)^2} = \frac{2 p^k_{ij}}{u_j^k - x^k_j} + \frac{2 q^k_{ij}}{(x^k_j - L^k_j)^2}
\]

(16)

Simplify the equation (23), we obtain

\[
\frac{\partial^2 f_i^k}{\partial (x_j)^2} = \begin{cases} 
2 \frac{\partial f_i^k}{\partial x_j} \left( u_j^k - x^k_j \right) + \frac{2 q^k_{ij}}{(x^k_j - L^k_j)^2} & \text{if } \frac{\partial f_i^k}{\partial x_j} > 0 \\
0 & \text{else}
\end{cases}
\]

(17)

It is easy to see that the function \( f_i^k \) is a convex function. In addition, the next iterative point always exists between the lower bound of \( L^k_j \) and upper bound of \( U^k_j \). In view of this situation, it is able to obtain a good effect of approximation by regulating
the boundary values during the running process of the algorithm. By comparing the method of moving asymptotes with other optimization algorithms, its advantages are very obvious, sub problem is constructed with convexity and separable independent variable.

**Solution of sub problem**

In the method of moving asymptotes, sub problem we constructed needs to be solved by an algorithm, here Lagrange function is selected.

For equations (14) - (16), the number of iterations is omitted by k, and the simplified form is as follows:

\[
\text{MIN } \sum_{j=1}^{n} \left( \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j} - L_{j}} \right) \tag{25}
\]

S. T. \[ \sum_{j=1}^{n} \left( \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j} - L_{j}} \right) \leq b_{i}, \quad i = 1, \ldots, m \tag{26} \]

\[ \alpha \leq x_{j} \leq \beta_{j}, \quad j = 1, \ldots, n \tag{27} \]

Where \[ \alpha = \max \{x_{j}^{a}, \alpha_{j}\}, \quad \beta = \min \{x_{j}^{a}, \beta_{j}\}, \quad L_{j} < \alpha_{j} < \beta_{j} < U_{j}, \quad \text{and } b_{j} = f_{j}^{*} - r_{j}. \]

The sub problem is a variable separable convex function, and the dual method can be used to solve the problem. The sub problem is constructed as a Lagrange function, which is:

\[ l(x, y) = f_{0}^{*}(X) + \sum_{j=1}^{n} y_{j}f_{j}^{*}(X) \tag{28} \]

Substitute sub problem (25) into (28), we have

\[ l(x, y) = r_{0} - y^{T}B + \sum_{j=1}^{n} \left( \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j} - L_{j}} \right) \tag{29} \]

The following equation can be obtained by simplifying the equation (29).

\[ l(x, y) = r_{0} - y^{T}B + \sum_{j=1}^{n} l_{j}(x_{j}, Y) \tag{30} \]

\[ B = (b_{1}, \ldots, b_{n})^{T}, \quad P_{j} = (P_{j1}, \ldots, P_{jn})^{T}, \quad Q_{j} = (Q_{j1}, \ldots, Q_{jn})^{T}, \quad \text{and } Y = (y_{j1}, \ldots, y_{jn})^{T}, \]

Where Y is the multiplier of Lagrange's function.

\[ l_{j}(x_{j}, Y) = \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j} - L_{j}} \tag{31} \]

If \[ y_{j} \geq 0 \], the dual objective function can be constructed as:

\[ w(Y) = r_{0} - y^{T}B + \sum_{j=1}^{n} w_{j}(Y) \tag{32} \]

Where,

\[ w_{j}(Y) = \min_{y_{j}} \left\{ l_{j}(x_{j}, Y); \alpha_{j} \leq x_{j} \leq \beta_{j} \right\} \tag{33} \]

The minimum value of \[ x_{j} \] is determined by Y, it can be expressed as \[ x_{j}(Y) \]. If \[ y_{j} \geq 0 \], then \[ p_{0j} + y^{j}P_{j} \geq 0 \] and \[ q_{0j} + y^{j}Q_{j} \geq 0 \]. Hence, \[ l_{j}(x_{j}, Y) \] is convex function.

Therefore, assume that there is at least one positive term in \[ p_{0j} + y^{j}P_{j} \] and \[ q_{0j} + y^{j}Q_{j} \], and the first order derivative of \[ l_{j}(x_{j}, Y) \] on \[ x_{j} \] is:

\[ l_{j}(x_{j}, Y) = \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j} - L_{j}} \]

The second order derivative of \[ l_{j}(x_{j}, Y) \] on \[ x_{j} \]

\[ l_{j}(x_{j}, Y) = 2 \frac{(p_{0j} + y^{j}P_{j})}{(U_{j} - x_{j})} + 2 \frac{(q_{0j} + y^{j}Q_{j})}{(x_{j} - L_{j})} \]

The second order derivative of \[ l_{j}(x_{j}, Y) \] on \[ x_{j} \] is positive, so the first order derivative of \[ l_{j}(x_{j}, Y) \] on \[ x_{j} \] is increasing function. The conclusion about the minimum value of \[ x_{j}(Y) \] can be gotten as follows:

1. If \[ l_{j}(\alpha_{j}, Y) \geq 0 \], then \[ x_{j}(Y) = \alpha_{j} \].
2. If \[ l_{j}(\beta_{j}, Y) \leq 0 \], then \[ x_{j}(Y) = \beta_{j} \].
3. If \[ l_{j}(\alpha_{j}, Y) < 0 \] and \[ l_{j}(\beta_{j}, Y) > 0 \], then \[ x_{j}(Y) \] has a unique solution. The form of the solution is shown in the following form:

\[ x_{j}(Y) = \frac{(p_{0j} + y^{j}P_{j})^{2}L_{j} + (q_{0j} + y^{j}Q_{j})^{2}U_{j}}{(p_{0j} + y^{j}P_{j})^{2} + (q_{0j} + y^{j}Q_{j})^{2}} \]

Substitute \[ x_{j}(Y) \] into the following function \[ w(Y) \], we have:

\[ w(Y) = r_{0} - y^{T}B + \sum_{j=1}^{n} \left( \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}(Y)} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j}(Y) - L_{j}} \right) \]

Hence, the first order partial derivative of \[ w(Y) \] on \[ y_{j} \] is obtained:

\[ \frac{\partial w}{\partial y_{j}} = -b_{j} + \sum_{j=1}^{n} \left( \frac{p_{0j} + y^{j}P_{j}}{U_{j} - x_{j}(Y)} + \frac{q_{0j} + y^{j}Q_{j}}{x_{j}(Y) - L_{j}} \right) \]

Then, the dual problem of the sub problem is equivalent to the maximum value of the dual function \[ w(Y) \] when \[ y_{j} \geq 0 \].

**SMB optimization strategy**

**Maximizing extraction and raffinate purity**

In the separation of SMB, the high purity of product is the most basic requirement in the process. In this optimization problem, the feed flow rate \[ Q_{F} \] and the elution flow rate \[ Q_{D} \] are fixed values. Based on this basis, the concentration of the extraction and raffinate reach to maximum.

In this paper, the flow rate of zone 2 is taken as one of the control variables, and another one is the switching time \[ t^{*} \]. The mathematical model of the optimization problem is:

\[ \text{Max } P_{1} = X_{E}^{*} \text{Q}_{H}(t^{*}) \tag{39} \]

\[ \text{Max } P_{2} = X_{R}^{*} \text{Q}_{H}(t^{*}) \tag{40} \]
The optimization problem also ensures that the purity of the product reaches a certain constraint, such as

\[ X_A \geq 98\% \]  
\[ X_B \geq 98\% \]  

Decision variables are as follows:

\[ 2\text{min} \leq t^* \leq 4\text{min} \]  
\[ 30\text{mL/ min} \leq Q_1 \leq 45\text{mL/ min} \]  
\[ Q_F = 3.64\text{mL/ min} \]  
\[ Q_D = 21.15\text{mL/ min} \]  
\[ Q_1 = 56.83\text{mL/ min} \]

The optimization is carried out by using the method of moving asymptotes, the distribution of Pareto optimal solution set is shown in figure 2. The simulation results show that the moving asymptotes algorithm converges to Pareto solution set, which has better dispersion degree and more uniform distribution.

![Fig. 2. Optimal solution distribution of MA](image)

In order to ensure the accuracy of the algorithm of moving asymptotes in SMB optimization, the triangle theory is used to verify the algorithm. Based on the balance theory, \( m_2 \) and \( m_3 \) are fixed values under ideal conditions. However, due to the existence of the diffusion coefficient and mass transfer resistance in the separation process of actual production, \( m_2 \) and \( m_3 \) is moving from high to low with the Pareto optimal solution.

![Fig. 3. m2- m3 plane of MA](image)

The corresponding positions of operation points of SMB after optimization on \( m_2 - m_3 \) plane are shown in figure 3. It can be seen from the figure that the optimization results of proposed algorithm remain in complete separation region, and the calculation results meet the triangle theory.

Maximizing productivity and minimizing solvent consumption

From an economic point of view, SMB solvent consumption and productivity are important economic indicators. In this paper, the flow rate of feed \( Q_F \) and the flow rate of zone 1 \( Q_1 \) are fixed values to minimize the solvent consumption and maximize the productivity. Because the flow rate of feed \( Q_F \) and the flow rate of zone 1 \( Q_1 \) are given, therefore, according to the relationships between the flow rate in each zone, three of the operation parameters \( Q_D \), \( Q_R \), \( Q_E \), \( Q_2 \), \( Q_3 \) and \( Q_4 \) are independent, \( Q_D \), \( Q_R \), \( Q_E \) and \( t^* \) are taken as control variables. Therefore, the mathematical description of this optimization is as follows:

\[
\text{Max } P_1 = P_r(Q_D, Q_R, Q_E, t^*)
\]
\[
\text{Min } P_2 = SC(Q_D, Q_R, Q_E, t^*)
\]

The optimization problem also ensures that the purity of the product reaches a certain constraint, which is:

\[ X_A \geq 98\% \]  
\[ X_B \geq 98\% \]  

Decision variables and fixed parameters:

\[ 2\text{min} \leq t^* \leq 4\text{min} \]  
\[ 10\text{mL/ min} \leq Q_D \leq 40\text{mL/ min} \]  
\[ 5\text{mL/ min} \leq Q_R \leq 20\text{mL/ min} \]  
\[ 10\text{mL/ min} \leq Q_E \leq 30\text{mL/ min} \]  
\[ Q_F = 3.64\text{mL/ min} \]  
\[ Q_1 = 56.83\text{mL/ min} \]

![Fig. 4. Optimal solvent distribution of MA](image)
Moving asymptotes algorithm is used to solve this problem, figure 4 shows the Pareto optimal solution set distribution. We can get that when the solvent consumption is increased, the productivity will be reduced accordingly.

Figure 5 shows the position of optimized operating point in the \( m_2 - m_3 \) plane, the optimization results maintain complete separation region. The decision variables distribution diagram of moving asymptotes method is shown in figure 6, the control solutions of variables are uniformly distributed, and the number of optimal solutions are satisfied.

**CONCLUSION**

In this paper, According to moving asymptotes algorithm, extract purity, raffinate purity, productivity and solvent consumption are optimized and simulated. The feasibility is verified by triangle theory. The simulation results show that the algorithm has a fast convergence speed, and the optimal solutions are well-distributed. The SMB optimization strategy can be used for SMB separation process design and operation guidance.

The limitation of this study is that it is based on the separation of the two components, and the algorithm has some space to improve. Our future work will continue to improve the optimization algorithm to realize the online optimization control of the various modified simulated moving bed.

**Acknowledgements:** The author thanked the Chromatographic Separation Center of University of Science and Technology Liaoning for instrumental supports.

**Symbol description:**

\( c_i \): Concentration of component \( i \) in fluid phase  
\( q_i \): Concentration of component \( i \) in solid phase  
\( u \): Superficial velocity  
\( \varepsilon \): Column porosity  
\( h \): Space step  
\( A \): Strong adsorption component  
\( B \): Weak adsorption component  
\( D_a \): Axial diffusion coefficient  
\( F_a \): Phase rate  
\( H_i \): Henry’s constant of component \( i \)  
\( L \): Column length  
\( Q \): Flow rate  

**Subscripts**

1,2,3,4: denote zone 1,2,3 and 4 respectively  
i: Component  
E: Extraction  
F: Feed  
R: Raffinate  
D: Elution  

**Superscripts**

\( ^* \): Equilibrium value  
\( ^in \): Entry value  
\( ^out \): Export value
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A molded wood substitute packaging material was obtained through the breaking, molding and drying of the wood processing residues. The samples of different wood substitute packaging material were prepared through the orthogonal design method and the influence of different process parameters on wood substitute material's physical and mechanical properties was analyzed via a range of analytic techniques. Wood substitute packaging material with better properties can be afforded via the process of hot-pressing for 10 min at the conditions of 120~125℃ under 10 MPa pressure with sizing amount of 20%. The resultant wood residues packaging products can meet the requirements of national standard (GB/T 4897-92D) and also the standards of green packaging materials.
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INTRODUCTION

With a worldwide shortage of forest resources, global supply of wood raw material is becoming increasingly tense [1]. As in China, the forest resources are scarce and the supply and demand of timber is imbalanced [2]. At present, the annual timber gap is about 7×10^7 m^3. Meanwhile, the full use of processing residua and waste wood from the consumption of industries and human life will greatly ease the supply and demand of China's timber [3].

The poplar plantation has some processing shortages, such as uneven distribution, low-density, the prone to shrinkage deformation and veneer peeling raising [4]. All these bring a lot of difficulties to development and utilization [5]. However, high moisture content and soft material simplify the manufacturing board technology and lower the production cost [6]. For the time being, poplar material is one of the main raw materials of the wood-based panel production [7].

The paper aims at further using orthogonal test method to analyze the influences of hot-pressing temperature, hot-pressing time and hot-pressing pressure sizing amount, on the physical and mechanical properties followed by formulation and optimization of its molding process parameters [8].

EXPERIMENTAL

Materials

Poplar fiber: Processing fast-growing poplar's branches into cells with the diameter of 3~4 cm by chipping machine. Dry and ground them after cooking and softening, then make them into poplar fiber with moisture content of 15%~20%.

Melamine modified urea-formaldehyde resin adhesive as the resource. Its solid content is 50~55%, viscosity is (20℃) 26~30 cps and curing time is 90~120 s.

The pretreatment agent for the poplar fiber is NaOH solution, the mass fraction of 1.5% according to the mass ratio of 1 : 100 between NaOH (AR) and poplar. The solution must be used right after it is ready.

Curing agent: choose NH4Cl (AR) as the curing agent.

Instrument

Three-point bending experiment was conducted on RXPlus Universal electronic testing machine made in Lloyd company and the accuracy is 0.5%, span is 100 mm. The force was applied at the rate of 60 mm/min. Experiments were conducted in packaging products quality supervision and inspection center of China.

Methods

Preparation of wood residues packaging products

According to related documents, there are several factors have a great impact on plates: sizing
amount, hot-pressing temperature, hot-pressing time and hot-pressing pressure. This study adopts Orthogonal Test Method and chooses L9(34) to research the above four factors' influence on physical and mechanical properties. According to early study and practice, select three levels of each factor [9] (see Table 1).

<table>
<thead>
<tr>
<th>Table 1. Orthogonal Factors Table.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Weighing and paving fibers into mold cavity in size of 250mm×50mm×14mm and then forming a single slab of particle board with density of 0.75g/cm³. After about 30~60s' manual preloading, press the slab without too much pressure. Discharge the water vapor inside to prevent the packaging products from bumps and stratification [10].

The prepared key issues of the wood residues packaging products

The high rate of residues is due to the serious phenomenon of stratification and bumps. There are two solutions: First, the hot-pressing temperature cannot be higher than 180˚C. And the time should be at least 8.5min; second, after the clamping of the upper and lower mold, the pressure is adjusted to maximum of the testing design for about 60s. Then the pressure reduced to zero quickly and split up mold, making the rapid discharge of water inside the mold then adjust the pressure to the designed value.

Physical and mechanical property testing

The physical and mechanical property testing conducted in accordance with the GB/T 17657-1999 [11]. The testing includes MOR, MOE, IB, TS, density and so on.

RESULTS AND DISCUSSION

The physical and mechanical property testing of wood substitute packaging materials conducted in accordance with the GB/T 17657-1999. The testing includes MOR, MOE, IB, TS, density and so on. The testing results are shown in Table 2.

Factors analysis to packaging products’ MOR

MOR is the determinants of the maximum capacity packaging products resisting bending forces without being destroyed [12]. According to the orthogonal testing results, the range result of the hot-pressing parameters' impact on the MOR is shown in Table 3.

<table>
<thead>
<tr>
<th>Table 3. Analysis of the range of MOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (˚C)</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>MOR (MPa)</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>R</td>
</tr>
</tbody>
</table>

In hot-pressing parameters, temperature has a great impact on mechanical property [13]. First, when the moisture content is certain, the fiber's plasticity can be significantly improved by raising temperature. Then it will be easier to control the plate's thickness and density. Second, raising temperature can make adhesive cure rapidly, and shorten hot-pressing time. Meanwhile, it can increases the fluidity of the adhesive so that the distribution will be more evenly. When temperature is too high, the outer glue is already going to solidify.
before reaching the preset pressure value, so this layer's strength will be low and high temperature will make fiber's adhesive degrade, reducing its strength [14]. On the contrary, when the temperature is too low, the lignin inside the poplar fiber cannot be fully melted and cannot play the role of gluing. So low temperature is difficult to improve packaging products' MOR [15].

The hot-pressing temperature's influence on MOR is shown in Fig. 1. We can know from the Fig. 1: as the temperature rises, the MOR increases and the change of MOR is larger in the range of 100～125°C. But when in 125～145°C, the change of MOR become relatively slow. It indicates that too high temperature will reduce packaging products' MOR. From the comprehensive consideration of energy saving and packaging products' MOR, the best temperature for hot-pressing is 120～125°C.

Influence analysis of hot-pressing time on MOR

The overall moisture content of slab is over 15%～20%, that will produce a large amount of water vapor, and leads to the phenomenon of bumps and stratification in the surface. In addition, high moisture content will extend the curing time of adhesive. In order to solve it, the time should be extended properly. However, extending the pressing time directly influences the production cycle. The influence of pressing time on MOR is shown in Fig. 2.

Influence analysis of hot-pressing pressure on MOR

During the process of hot-pressing, exerting some pressure is mainly in order to discharge part of the air inside the slab, so that the poplar fiber can be bonded together in close contact to achieve higher bonding strength. Increasing the pressing pressure at the beginning can increase the core layer's density and gradient and improve its MOR. And also can narrow the gap between poplar fibers and increase the gluing area, which is good for the gluing of the poplar fiber. Nevertheless, too much pressure will crush the packaging products and reduce MOR.

The influence of hot-pressing pressure on MOR is shown in Fig. 3. We can know from the Fig. 3: as the pressure increases, the packaging products' MOR is also on the rise. Mainly because the increasing pressure makes the gap between poplar fiber smaller and the gluing area increases, thereby increasing the MOR. Taking all factors into consideration, the best pressure during the process of hot-pressing is 10MPa.
Based on the analysis of various factors on MOR, we can know that the value of range in size order is sizing amount, hot-pressing pressure, hot-pressing time and hot-pressing temperature. Therefore, the best formula for MOR is when the hot-pressing temperature is $120 \sim 125 \degree C$, hot-pressing time is $10\text{min}$, hot-pressing pressure is $10\text{MPa}$ and the sizing amount is $20\%$. 

Factors analysis to packaging products' IB

IB means the bonding strength between the poplar fibers inside the packaging products. The larger IB is, the greater ability the packaging products possess to resist the bending due to the changing temperature. The range results the hot-pressing parameters have on the packaging products' IB during the pressing process is shown in Table 4.

<table>
<thead>
<tr>
<th>Temperature(℃)</th>
<th>Time(min)</th>
<th>Pressure(MPa)</th>
<th>Sizing amount(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.84</td>
<td>4.90</td>
<td>4.75</td>
</tr>
<tr>
<td>IB</td>
<td>2</td>
<td>4.89</td>
<td>4.99</td>
</tr>
<tr>
<td>(MPa)</td>
<td>3</td>
<td>5.08</td>
<td>5.01</td>
</tr>
<tr>
<td>R</td>
<td>0.24</td>
<td>0.11</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Influence analysis of hot-pressing temperature on IB

The IB is mainly determined by two factors: one is the level of pressing temperature and the other is the binding capacity between poplar fibers. Among them, too high pressing temperature will make the surface solidify rapidly, even have the coking phenomenon. But the temperature inside does not increase rapidly, the filled adhesive does not play a role. Meanwhile, high temperature may make the adhesive itself contains degrade and the IB decrease.

When the pressing temperature is too low, the pressing cycle will be extended. The temperature inside cannot reach the requirement for the purpose of material gluing and lead to the decrease of IB.

The influence of hot-pressing temperature on IB is shown in Fig. 4. We can know from the Fig. 4: as the pressing temperature increases, the IB is also on the rise. Mainly because the increase of pressing temperature make the temperature inside the slab increase and the adhesive the poplar fiber itself contains produce gluing effect, thereby increasing the IB. But the bonding strength in the surface will decrease. Because of the high temperature, the phenomenon of coking and adhesive degradation is appeared in the surface. Therefore, the best hot-pressing temperature is $120 \sim 125 \degree C$.

Influence analysis of hot-pressing time on IB

The influence of hot-pressing time on IB is shown in Figure 5. We can know from the Figure 5: the influence of hot-pressing time is relatively small. In a short time, pressing temperature cannot sufficiently spread into the inside of the slab so that it won't have a good bonding and combination between poplar fibers. Therefore, the IB is relatively low in 5 minutes. But the strength of IB between 10 min and 15 min has no big difference. For IB of packaging products, the best time for hot-pressing time is 10 min.

Influence analysis of hot-pressing pressure on IB

During the process of hot-pressing, the pressure is of great significance to control the resilience of the slab. Larger hot-pressing pressure can make the density of packaging products greater and strengthen the bonding and combination between the poplar fibers inside the packaging products. But too much...
pressure will make the slab crushed and increase the MOR and IB. Therefore, a reasonable choice of hot-pressing pressure is important. The influence of hot-pressing pressure on IB is shown in Figure 6. We can know from the Fig. 6: within a certain range, as the pressure increases, the packaging product' IB will increase. But if the pressure is too large, the IB will decrease. So for IB, the optimal hot-pressing pressure is 8MPa during the process of hot-pressing.

![Fig. 6. Hot-pressing pressure's influence on IB](image)

**Factors analysis to packaging products’ TS**

TS means the ratio of the packaging products' thickness before absorbing and after absorbing in a certain time. The larger TS is, the quicker the thickness decreases after the absorbing and the greater the degree of bending deformation. The range results the hot-pressing parameters have influence on the TS during the pressing process is shown in Table 5.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Time (min)</th>
<th>Pressure (MPa)</th>
<th>Sizing amount(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.0</td>
<td>19.3</td>
<td>17.3</td>
</tr>
<tr>
<td>2</td>
<td>16.9</td>
<td>18.1</td>
<td>19.8</td>
</tr>
<tr>
<td>3</td>
<td>18.5</td>
<td>17.4</td>
<td>16.3</td>
</tr>
<tr>
<td>R</td>
<td>1.6</td>
<td>1.9</td>
<td>3.5</td>
</tr>
</tbody>
</table>

**Influence analysis of hot-pressing temperature on TS**

Too high temperature will lead to the phenomenon of coking and increase the absorbing capacity, thereby increasing the TS. Proper pressing temperature will increase the TS by forming the pre-cured layer in the surface. When the hot-pressing temperature is low, the surface of packaging products is not fully cured and the poplar fiber inside the slab does not bond and combine greatly. It leads to the larger thickness and then the absorbing capacity increases and the TS increases. The influence of hot-pressing temperature on TS is shown in Fig. 7. We can know from the Fig. 7: within a certain range of temperature, the thickness decreases. But when the pressing temperature is too high, the TS increases rapidly. Taking all these factors, for TS, the optimal temperature in the process of hot pressing is 120 ~ 125°C.
Influence analysis of hot-pressing time on TS

With the extension of pressing time, the adhesive is fully cured. It will be very hard for moisture to permeate into the fiber, so the TS of packaging products decreases. Therefore, during the process of hot pressing, packaging products which require low TS should extend the pressing time properly. The influence of pressing time on TS is shown in Fig. 8. We can know from the Fig. 8: with the extension of pressing time, packaging products' TS decreases rapidly. Taking all these factors, for TS, the optimal time for hot pressing is 15min.

Influence analysis of hot-pressing pressure on TS

Hot-pressing pressure has a great impact on TS. Certain pressure can make the fibers more closely combine and increase the liquidity of adhesive. The influence of hot-pressing pressure on TS is shown in Fig. 9. We can know from the Fig. 9: with the increase of hot-pressing pressure, packaging products' TS increases first, and then decreases. As pressure increases, the slab is crushed and the combination between the poplar fibers become more closely, which make the TS decrease. Taking all factors, for TS, the optimal pressure for hot pressing during the process of pressing is 10MPa.

Based on the analysis of various factors on packaging products' TS, we can know that the value of range in size order is sizing amount, hot-pressing temperature, hot-pressing time and hot-pressing temperature. That is, sizing amount has the greatest impact on IB while the hot-pressing temperature is the least. Therefore, the best formula for TS is when the hot-pressing temperature is $120 \sim 125 ^\circ C$, hot-pressing time is 15min, hot-pressing pressure is 10MPa and the sizing amount is 20\%.

CONCLUSION

Based on the analysis of the physical and mechanical properties of packaging products and combining some features and requirements in the process of hot-pressing, we can draw a conclusion of a better molding process parameters, which are the hot-pressing temperature at $120 \sim 125 ^\circ C$, the hot-pressing time with 10min, the hot-pressing pressure of 10MPa and the sizing amount of 20\%.

During the process of hot-pressing, the temperature, the time and the pressure are closely related and mutually restrained. Properly increasing temperature or pressure can shorten the pressing time and save energy.

The physical and mechanical properties of packaging products made from the above hot-pressing process parameters meet the requirement of...
In order to reduce the phenomenon of stratification and bumps, the moisture content of poplar fiber should be controlled between 15%~20% during the hot-pressing. The process takes the way of secondary pressure and the slab should be preloaded before the real hot-pressing.
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In order to study the germination characteristics of Vicia hirsuta (Linn.) S.F.Gray seeds, a series of experiments had been done: after the seeds whose coats were cut by scalpel were cultivated in 5˚C, 10˚C, 15˚C, 20˚C, 25˚C, 30˚C separately, the results showed that 25˚C was the optimal germination temperature for the seeds; the imbibition process of vetch seeds were studied under the optimum temperature; the seeds were germinated with different concentrations (1, 10, 100, 1000 µmol/l) of GA3 and 6-BA solution; the seeds were germinated with the different temperature (30˚C /10˚C; 25˚C /15˚C); the seeds were laminated with the wet river sand in the incubator. The experimental results showed: the germination of the seeds which coats were cut by scalpel were 100% in 25˚C for 24h; the seed germination next to 3% when the seeds were nursed with the 30-day’s different temperature, the 30-day’s treatment GA3 and 6-BA under 25˚C, and the 60-day’s lamination with river sand. The dormancy type of the Vicia hirsute (Linn.) S.F.Gray seeds which coat obstacle as water barrier were physical dormancy.

Keywords: Vicia hirsuta (Linn.) S.F.Gray; Optimum temperature; Seed coat damage; Seed dormancy

INTRODUCTION

The seed germination and dormancy, the two very important stages in the seed life, trended to the totally opposite condition through the seed life activities. They were also important things of the higher plant individual development, which concerned to the survival, reproduction and distribution of the plant community. The seed germination and dormancy had been studied for a long time, but till now a little knowledge had been get about in the seed biological field. Physical dormancy (or hard seed) was wildly found in the legume seed because the seed coat or the skin was impermeable (Hu Xiaowen 2009). In addition to the inherent factors of seed itself, the seed germination and dormancy also affected by the following factors: the temperature or temperature fluctuation in the process of system development, humidity or soil moisture, light and plant growth regulators, soil fertility, gas exchange, animal feed and etc. [1–2].

In order to improve the seed low germination rate, many scholars in and aboard had done a lot of research on the seed germination of various plants.

We found that different seed germination were related to the fluctuating temperature according to the following researches: Study on 22 Species of Perennial Grasses Seed by Yan song, Li-hua (2012) [3]; Research on Wild Rose Rhodolia Seeds by Liu Cai-fu, Zhao Wenhua. (2012) [4]; Study on the Tibet Inula Root Seeds by Bao Fugui (2011) [5–6]; and Study on the Seeds of the Castor Bean by Jiang Xiaojun and Wen Xiangduo;

The seed germination rate was improved obviously after the seed coat was cut with the mechanical method based on the related researches as the following: Treated the Seed Coat of Aohan alfalfa Seed with Frosted Quartz by Wang Li and etc. (2009) [7] Dealt the Sophora flavescens Seeds with Sandpaper Grinding by Wang Lei and etc. (2010) [8]

The seed germinating potential, percentage, and vigor index were improved after the seed treated with different concentrations of GA3 solution. The results got from the following studies: Research on the Seeds of Cercis gigantean by SHAO Bei-bei (2010) [9], and Physical dormancy in seeds of Dodonaea viscosa (Sapindales, Sapindaceae) from Hawaii , Baskin J M, Davis B H, Baskin C C, Gleason S M, CordesS. (2004) [10]

All of the above studies, the Vicia hirsuta (Linn.) S.F.Gray Seeds were selected as the research object according to some relevant information about other several kinds of the legume Vicia genus seeds and the low germinating seed under the natural conditions[11–12]. Till now, the Vicia hirsuta Seeds germinating characteristics had not yet been found. The ornamental value and garden use of the Vicia hirsuta had not been excavated. It was only regarded as weeds in many places.

Seed germination of the Vicia hirsuta (Linn.) S.F.Gray had been studied with the following methods: fluctuating temperature treatment; seed imbibition process; different concentrations of plant hormone treatment; treatment of lamination with river sand. The researchers attempted to discover the tiny vetch germination characteristics in-depth and to provide
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reference for exploitation, protection and cultivation of tiny vetch.

Vicia hirsuta (Linn.) S.F.Gray is annual herbaceous of vicia L. species. The stems are thin and soft, angled, nearly glabrous, trailing or climbing; paripinnate leaves, tendril branched; stipules linear, base with 2-3 cracked tooth; 4-8 pairs leaflets, linear or narrowly oblong, 0.5-1.5 cm long, apex truncate, with short pointed, base ministry gradually narrow, glabrous; Racemes is shorter than leaves obviously, 2-4 (-7) flowers; Calyx campanulate, calyx teeth lanceolate, about 2 mm; corolla length of 3-5 mm, white, light blue, green or purple white, thin pink, upper petal elliptic, about 5 mm, apex truncate; Ovary sessile, densely brown hirsute, with 2 ovules, the surrounding of the upper part is glabrous; The pod shaped oblong, 0.5-1 cm long, densely brown hirsute; 2 Seeds, oblate-spheroid, two sides protruding; Flower and fruit of 2-7 months [13]; it widely introduced and naturalized in wheat fields or hill slopes in Jiangsu, Zhejiang, Sichuan, Shanxi, Taiwan and etc. The Vicia hirsuta has strong adaptability and barren resistance, but it’s good in the sandy loam with loose and fecund, good drainage as well.

The Vicia hirsuta (Linn.) S.F.Gray is applied to garden greening as the new plant for the groundcover and vertical greening. It has good ornamental value with its foliage green and beautiful shape. In addition, it is also used as the green manure and feed because the animal likes to eat it. The whole plant is used as the medicine for it is good for promoting blood circulation, stomach-calming, eyesight and anti-inflammatory and etc. [14].

MATERIAL AND METHOD

Experimental material, reagent, instrument

Experimental material

The Vicia hirsuta (Linn.) S.F.Gray seed collected at the square of Qiliping Campus of Shaoyang University from 2014.10 to 2014.11

River sand (buy at market), filter paper (buy at market)

Experimental reagent

Potassium Permnanganate KMnO4 (AR): Tianjin bodi chemicals co.;


6-BA (analysis of pure): the Chemical Reagent Co., Ltd.

Experimental instrument

CXZ intelligent seed germination box (Ningbo Jiangnan instrument factory);

AYU220 type electronic balance (SHIMADZU): a sense of 0.0001g;

A 100 ml volumetric flask, 1000ml volumetric flask, beaker, glass rod, cylinder, test tubes, filter paper and washed ear ball, thermometer, plastic head dropper, tweezers, a Petri dish.

EXPERIMENTAL METHOD

Treatment of the experimental material

The Vicia hirsuta (Linn.) S.F.Gray seeds: The Vicia hirsuta (Linn.) S.F.Gray fruits were treated by rubbing, shelling, washing, rinsing in water, natural drying and then preserved in a cool and dry place.

River sand: The sand was gone through 10 meshes screen, disinfected with 0.5% KMnO4 solution, immersed for half an hour, cleaned with water and drained.

Determination of the weight of 1000 seeds

The natural dried Vicia hirsuta (Linn.) S.F.Gray seeds were divided into 12 parts with the four-way division. One thousand grain seeds were randomly selected from each part, weighted with a sense of volume to 0.0001g electronic analytical balance. This process was repeated three times, and the average value was calculated.

Test of seed water imbibition

300 grain Vicia hirsuta seeds randomly selected were divided into two parts, each part including 150 grains, one of them including 150 grain seeds which coats were cut. The two part seeds were equal divided into 3 groups respectively (1, 2, 3; cut 1, cut 2, cut 3). The seeds were weighted first and then recorded 0 hour. The seeds were immersed in the clean water and imbibed water. The weight of each group were measured and recorded down at 1h, 2h, 3h, 4h, 6h, 8h, 10h, 12h, 16h, 20h, 24h, 30h, 36h, 48h, 60h, 72h respectively.

Reagent preparation 0.50 % KMnO4

To prepare 1000ml KMnO4 solution with concentration of 0.50%, 5.000g KMnO4 (which was accurately weighted by an electronic balance) was needed. The KMnO4 were purred into the beaker, we added water and stirred until the solution fully dissolved and injected into volumetric flask with the capacity of 1000 ml along the glass rod. The beaker wall was washed with distilled water, and then each wash solution was

Distilled water (made)
injected into a volumetric flask [15–18]. Distilled water was injected slowly into the volumetric flask, when surface near the volumetric flask scale 1 ~ 2cm stop. The glue dropper was used to add, and eyes with the surface of the concave surface at the bottom of the flat, when the solution titrated to scale line stop dropping. The volumetric flask was capped and shaken upside down till the solution well.

Configuration the GA3 and 6BA solution of 1000µmol/L, 100µmol/L, 10µmol/L, 1µmol/L.

100mL GA3 and 6BA with different concentration (1µmol/L, 10µmol/L, 100µmol/L, 1000µmol/L) were Prepared respectively. Firstly, 100mL GA3 and 6BA solution with concentration of 1000µmol/L were configured: firstly, quantitative 6-BA and GA3 were weighted and put into a clean beaker respectively, dissolved with appropriate sodium hydroxide solution. Secondly, until completely dissolved, the solution was neutralized with hydrochloric acid; a proper amount of distilled water was added into the solution and the solution was injected into a 100 mL volumetric flask along the glass rod. Thirdly, the inside of the beaker was cleaned several times with a small amount of distilled water till no residue and each washing solution was purred into a volumetric flask [15–18]. The distilled water was added to a volumetric flask, when the surface near capacity graduated bottle 1cm to 2cm stop. The glue dropper was used to head dropping, and eyes with the surface of the concave surface at the bottom of the flat, when the solution titrated to scale line stop dropping. The volumetric flask was capped and shaken upside down till the solution well. Fourthly, with this method, the solution was diluted according to the concentration gradient. 100mL solution with concentration of the 100 mmol / L, 10 mmol / L, 1 mmol / L were prepared respectively.

The optimum temperature of seed germination

18 Petri dishes (diameter 9cm, high 2cm) were picked out, cleaned, and labeled with A1-A4, B1-B4, C1-C4, D1-D4, E1-E4. Eighteen part of the Vicia hirsuta (Linn.) S.F.Gray seeds (each 50 grains) which had been winnowed were randomly selected. Three of them were pierced the seed coat with a blade (be careful not to row to the embryo), and divided into F1 to F3 group (parallel experiment) and cultured in the optimum temperature for 72h. (Table 2)

### Table 1. The optimum temperature of seed germination

<table>
<thead>
<tr>
<th>Test</th>
<th>The temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1-A4</td>
<td>5</td>
</tr>
<tr>
<td>B1-B4</td>
<td>10</td>
</tr>
<tr>
<td>C1-C4</td>
<td>15</td>
</tr>
<tr>
<td>D1-D4</td>
<td>20</td>
</tr>
<tr>
<td>E1-E4</td>
<td>25</td>
</tr>
<tr>
<td>F1-F4</td>
<td>30</td>
</tr>
</tbody>
</table>

Seed imbibition test

6 Petri dishes (diameter 9cm, high 2cm) were picked out and cleaned. 6 part of the Vicia hirsuta (Linn.) S.F.Gray seeds (each 50 grains) which had been winnowed were randomly selected. Three of them were pierced the seed coat with a blade (be careful not to row to the embryo), and divided into F1 to F3 group (parallel experiment) and cultured in the optimum temperature for 72h. (Table 2)

### Table 2. The germination of seed which coat was broken.

<table>
<thead>
<tr>
<th>Number</th>
<th>The way of deal</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1, F2, F3,</td>
<td>Cut the whole</td>
</tr>
</tbody>
</table>

Breaking the seed dormancy by GA3 and cytokinins

30 petri dishes were picked out (diameter 9cm, high 2cm) and cleaned. 30 part of the Vicia hirsuta (Linn.) S.F.Gray seeds (each 50 grains) which had been winnowed were randomly selected, divided into five groups G, h, I, J, K(n = 3, parallel experiments), added different concentrations (0, 1, 10, 100, 1000 µmol/l) of GA3, cultured in optimum temperature for a month. (Table 3)

### Table 3. To break the seed dormancy by GA3

<table>
<thead>
<tr>
<th>Number</th>
<th>Concentration (µmol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1, G2, G3, G4</td>
<td>0</td>
</tr>
<tr>
<td>H1, H2, H3, H4</td>
<td>1</td>
</tr>
<tr>
<td>I1, I2, I3, I4</td>
<td>10</td>
</tr>
<tr>
<td>J1, J2, J3, J4</td>
<td>100</td>
</tr>
<tr>
<td>K1, K2, K3, K4</td>
<td>1000</td>
</tr>
</tbody>
</table>

Lamination treatment on the seed germination

Four beakers with the capacity of 100ml were picked out and cleaned. Four part of the Vicia hirsuta (Linn.) S.F.Gray seeds (each 50 grains) which had been winnowed were randomly selected. The seeds were wrapped with disinfect clean nylon gauze, divided into A to L group (n = 4, parallel experiments), put into the clean river sand, and nursed in optimum temperature for one to two months (Table 4)
Table 4. The seed germination of seed lamination

<table>
<thead>
<tr>
<th>Number</th>
<th>Material of lamination</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1, L2, L3, L4</td>
<td>River sand</td>
</tr>
</tbody>
</table>

RESULTS

Basic information of the seed

The seeds were randomly selected and weighted with the four-way division. Average 1000 seeds were weighted for 5.1638g; the maximum differences of 1000 seed weight for each group were below 0.05. In this way, we ensured that the used seed quality, particle size and seed germination activity were almost the same.

In order to test the seed water content, firstly, the sample boxes were dried, cooled, weighted, and then marked. Secondly, three parts of the seeds (each part are 100 grain) were chosen, put into the boxes we had prepared, weighted (accurate to 0.0001g), and put into the oven with temperature 80℃ for 48h. The box was covered with crucible tongs (the box sealed). Thirdly, the boxes which contained the sample seeds were picked out, put into the dryer, cooled to room temperature, weighted in 30-40 minutes later. After calculating, we found that the water contents of the sample tiny vetch seeds were 9.3%.

Table 5. The basic information of seed

<table>
<thead>
<tr>
<th>Species</th>
<th>Harvest year</th>
<th>Collection site</th>
<th>Life form</th>
<th>1000Weight (g)</th>
<th>Moisture content (%)</th>
<th>Viability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vicia hirsuta (Linn.) S.F.Gray.</td>
<td>2014</td>
<td>Shaoyang, Hunan</td>
<td>Annual</td>
<td>5.1638</td>
<td>9.3</td>
<td>99</td>
</tr>
</tbody>
</table>

Referred to international rules for seed testing, the seed viability was determined with TTC (2, 3, 5-Triphenyl Telrazolium Chloride, TTC) staining method. The prepared seeds which coats were cut were randomly selected, invaded into Tetrazole solution (concentration of 1%) for 4 hours under the temperature 20℃. This proceeding was repeated for 3 times, and each time 50 grain seeds were used. As a result, the percentage of the seed viability was 99% after the seeds were treated and silted. (See Table 2.1)(Table 5)(Fig. 1)

The seed imbibitions test

As shown from Fig. 1, we knew that the water absorption rate of the seed which coat was cut was 97.12%, while the whole seed water absorption rate was 14.98% during 0 to 6 hours. After 12 hours the water absorption of the whole seed no longer increased, and the water absorption of the seeds which coat were cut still increased. As a result, the seed coat of the small vetch was a barrier for the seed water absorption.

The consequence and analysis of the optimum temperature for seed germination (Table 6)

Fig. 1. The curve of whole seeds and the seeds which coats were cut
Table 6. The germination of seed under different temperature

<table>
<thead>
<tr>
<th>Temperature (˚C)</th>
<th>Number</th>
<th>Germination (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>0c</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0c</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0c</td>
</tr>
<tr>
<td>20</td>
<td>38</td>
<td>76b</td>
</tr>
<tr>
<td>25</td>
<td>47</td>
<td>94a</td>
</tr>
<tr>
<td>30</td>
<td>34</td>
<td>68b</td>
</tr>
</tbody>
</table>

Note: values in same column the different small letters indicate significantly different at P 0.05, the below is same.

As shown from Table 6, we found that the seed germination rate of the tiny vetch which coat was cut was zero after 30 hours nurturing under the temperature 5 to 15 degrees Celsius, while under the temperature 25 degrees Celsius, the seed germination rate reached to 94%. As a consequence, the optimum temperature for the seed germination of the tiny vetch was 25 degrees Celsius.

The consequences and analysis of the seed germination by plant hormones or by fluctuating temperatures (Table 7)( Table 8)( Table 9)

As shown from Table 7~9, it was seen that when the seeds were soaked in different concentrations of GA3 and 6-BA solution and cultivated in variety temperature, the 3 groups of Vicia hirsuta (Linn.)S.F.Gray seed germination rate were very low (the average germination rate was 3.2%), which indicated that plant hormones and different cultivating temperature hadn’t promote the tiny vetch seed germination.

Consequence and analysis of the seed germination of seed lamination(Table 10)

As shown from Table 10, it was seen that the seed germination percentage was 3.5% after the seed lamination with river sand in optimum temperature. Seed lamination hadn’t helped the seed germination.

DISCUSSION

During experiment, the seeds we select for the test are freshly collected in October, 2014 because the proportion of hard seeds are 42.5% at early stage and the seed coats permeability are relatively good. With the time going, although the seed coats haven’t obviously dehydration, the water inside the seeds evaporates and the seed water entrance decrease gradually. The proportion of hard seeds increases from early 42.5% to 93% in experiment in June, 2015.

After the seed coat is cut, the seed imbibition rate of the Vicia hirsuta (Linn.)S.F.Gray seeds reaches to 100% in 5˚C, 10˚C, 15˚C, 20˚C, 25˚C, 30℃ after 24 hours. The seed germination rate reaches to 94% after the seeds are nurtured in 25 degrees Celsius for 30 hours. The germination rate reaches 76% and 68% in 20˚C and 30˚C while the germination rate is zero in 5˚C, 10˚C and 15˚C. All above, the optimum temperature for the Vicia hirsuta seeds is 25 °C.

The germination rate of the tiny vetch seeds is 3.2% with 30 day’s treatment by plant hormones and fluctuating temperature. The seed germination rate is just 3.5% with the 60-day’s lamination treatment with river sand. The plant hormones and lamination treatment have no help for the seed germination. The water absorption barrier of the seeds has great impact on the seed germination. The Vicia hirsuta seeds have the physical dormancy, so to break the seed physical dormancy is an effective way to improve the seed germination rate.
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In the southwest of Yunnan Province of China, there are Mt. Laobie, Mt. Bangma, Mt. Wuliang and Mt. Ailao, which influenced its climate and vegetation. It may be one of the main issues of mountain ecology in China. In this paper, Moran Coefficient was adopted to calculate the spatial autocorrelation degree, and semivariance function was used for spatial variability and spatial heterogeneity analysis. The results indicate that the spatial differentiation patterns of main climatic factors have been consistent with the trend of mountains, showed higher autocorrelation in south-north direction and lower in west-east direction. And all these reveal that the barrier function was remarkable in the orientation of the mountains while the topographic corridor effect was rather obvious in the extension direction. The barrier function was stronger with more complicated structure resulted from directivity for Mt. Ailao and Mt. Laobie while it was weaker for Mt. Bangma and Mt. Wuliang. All in all, the corridor-barrier functions of vertical mountains were closely related to the trend and scale of each mountain.

Key words: Enhanced vegetation index, spatial variability, anisotropism, corridor-barrier functions, Mt. Ailao.

INTRODUCTION

Spatial heterogeneity is an important concept in landscape ecology, and is also one of the main properties of ecosystem. In most current researches, the understanding of spatial variability only stays on qualitative or semi-quantitative level, and more importantly, those results cannot explain how the overall pattern forms. So it is not still used in generalization of pattern [1, 2]. It is well known that the quantitative analysis of spatial heterogeneity can be considered from two aspects: spatial characteristics and spatial comparison. And both can be quantified by mathematical statistics methods, allowing the spatial variability analysis to be carried out on different scales [3]. Quantitative description of landscape pattern is the premise for understanding the dynamic states and ecological processes of landscape heterogeneity pattern, as well as their interactions. Only after we figure out the patterns, can it be possible to find out the reasons for pattern formation [4]. Therefore, in this paper, we focus on the study area with complex terrain - the Longitudinal Range-gorge Region in Yunnan, China, and used three statistical indicators, spatial autocorrelation, spatial variability and anisotropy, together with the enhanced vegetation index (EVI) and its ecological factors like water, temperature and heat, to show the spatial heterogeneity of vegetation and the reasons for its formation.

EXPERIMENTAL

Study area

The Longitudinal Range-gorge Region is located in Yunnan Province, China, which includes Hengduan Mountains that is directly associated with the uplift of Qinghai-Tibetan Plateau, and the adjacent mountain valley area in south-north direction. The Longitudinal Range-gorge Region is a set of range/gorge groups that are approximately distributed in north-south direction and aligned in west-east way. From west to east, they are Mt. Laobie / R. Nanding, Mt. Bangma / R. Lancang, Mt. Wuliang / R. Amo, and Mt. Ailao / R. Yuan. These four pairs of range / gorge terrain unit have maximal high relief amplitude, all of which are above 1200m; and they are at the altitude between 2000m and 4000m, belonging to high- and mid-altitude mountains [5]. Among those mountains, Mt. Ailao has the highest elevation, with magnificent overlapping peaks and towering momentum. The unique microhabitats formed by such a kind of combination of complicated topography and warm-humid air current, which cause a great diversity in river hydrology, soil type, and vegetation species. So in this study area, it is very significant of the spatial heterogeneity of vegetation landscape [6].

Data acquisition

The relationship between vegetation and its climate factors is a traditional research subject in ecology, geography and climatology [7]. The plant ecological studies have shown that the main climate
factors that determine vegetation coverage changes are radiation, temperature, water, and their combinations [8, 9]. And terrain conditions can indirectly affect vegetation in specific regions by changing the redistribution of main climate factors [10, 11]. Therefore, this study used enhanced vegetation index (EVI) and total solar radiation, mean minimum temperature, mean maximum temperature, and mean annual precipitation as the quantitative indicators for vegetation and its climate factors.

EVI based on MODIS

Based on the monitoring methods, the ways to measure vegetation coverage can be divided into two categories, field reconnaissance and remote sensing retrieval [12]. Studies have shown that the vegetation index method in remote sensing retrieval is easy to conduct and doesn’t depend on experimental data, which was widely used in macro vegetation ecology studies [13]. In vegetation ecology, MODIS data from United States of American (USA) is more widely used, which mainly has two categories of indexes, normalized differential vegetation index (NDVI) and enhanced vegetation index (EVI). Compared to NDVI, EVI has many improvements, for example, it has increased sensitivity to high biomass areas by revising the surface reflectance, and it has enhanced vegetation monitoring accuracy via coupling the leaf canopy background signal and reducing the atmosphere effect [14, 15]. Therefore, this study used the annual average EVI in 2014 as vegetation index to explore the spatial heterogeneity of vegetation in high biomass areas - Yunnan tropical rainforest in China, with the spatial resolution of 1 km.

Temperature and precipitation based on PRISM

Parameter elevation Regressions on Independent Slopes Model (PRISM) is a climate map based on the geographical spatial characteristic and regression statistical methods, developed by Spatial Climate Analysis Service of Oregon State University of USA. It used Digital Elevation Model (DEM) as the platform, integrated Geographical Information System (GIS) spatial interpolation technology, and considered the effects on temperature and precipitation from elevation, gradient, slope aspect, distance, land and sea locations, vapor sources, etc., to get the spatialization of meteorological elements through windowing technology and linear interpolation [16]. Long term (1961—1990) monthly mean values for minimum and maximum temperature and monthly precipitation at 0.041 decimal degrees spatial resolution in China were got by applying PRISM technology based on observation data of 2450 meteorological stations in China and its surrounding countries. And they have been proved to be very reliable. As to eighteen ecological research stations of Chinese Ecosystem Research Network independent of the national meteorology station network, the average relative errors rates of monthly mean values for minimum temperature, maximum temperature and monthly precipitation are 6.9%, 13.3% and 19.3% respectively, which are better spatial simulation results of both temperature and precipitation in mountainous area under the existing conditions of the distribution pattern of the meteorological stations [17].

Total solar radiation based on model simulation

We combined Angstrom and Bristow-Campbell climatological models for total solar radiation computing, and used DEM, monthly mean temperature and mean percentage of sunshine as the basic data, to achieve the spatialization of monthly total solar radiation, and thereby obtained the annual total solar radiation in this study area. After tested by the measured data, the results generated by this method showed high accuracy: the mean error rate was only 3.69% [18].

Main methods

In geosciences field, the geostatistics methods are used frequently to analyze the spatial patterns and variation rules of different natural variables. Most importantly, these methods have been proved to be effective for studying the spatial patterns and spatial comparisons of vegetation landscape [19, 20].

Spatial autocorrelation

Spatial autocorrelation is used to determine whether a variable correlates with distance and the degree of correlation [21]. Spatial autocorrelation coefficients are used to quantitatively describe the dependency of variables on space. If a variable becomes closer and closer as the measuring distance decreases, then it has a positive correlation with space; if it gets more and more different, then it is negatively; if it doesn’t show space dependency, then this variable is spatially uncorrelated. Moran coefficient (MC) is one of the most commonly used indicators for measuring spatial autocorrelation [22].
Semivariogram

By definition, semivariogram can reveal the variation patterns of spatial variables within a certain region. After calculating for the measured data from samples, we can use several theoretical models to fit the data and get four important parameters, range, sill, nugget and fractal dimension, which are very critical for explaining the ecological significance of semivariogram. It mainly has two aspects of meanings.

Anisotropy

For spatial variables, semivariogram is not only related to measuring distance, but also associated with location and directions. When a variation function is constructed along one particular direction, it is called anisotropic variogram. Apparently, anisotropy is an important part of spatial heterogeneity. Higher anisotropy means higher degree of spatial heterogeneity. Studies have shown that the anisotropy and spatial variability, caused by terrain, water and other ecological factors, are more significant [23].

Spatial heterogeneity

Among the four parameters of semivariogram, except for range that only indicates the size of intervals, all the other parameters, including sill, nugget and fractal dimension, can describe the spatial heterogeneity. In practical applications, sill \((C_0+C)\) and fractal dimension \((D)\) are more common. Sill represents system properties or the maximum variation of regionalized variables, in which the greater it is for the same variable in different regions, the higher the spatial heterogeneity will be. However, when comparing different regionalized variables, sill is not valid because it’s largely affected by its own definition and measurement units. Since the fractal dimension represents the curvature of semivariogram curve, the greater it is, the higher the spatial heterogeneity caused by spatial autocorrelation will be. Fractal dimension is dimensionless, so that it is possible to determine the degree of spatial heterogeneity by comparing the fractal dimension of different variables.

RESULTS AND DISCUSSION

After considering the central locations of every longitudinal mountain, we chose 23°39′30″ to 23°58′0″N as the cross-section in latitudinal direction. By way of moving window control, we confirmed that each sample region has 36×36 valid data points, with a total of 1296.
spatial autocorrelation is in west-east direction. For negative correlation, most of the factors have maximum values in northwest-southeast direction, such as total solar radiation, mean minimum and maximum temperature. In the north-south trending Mt. Wuliang, the maximum values of positive spatial autocorrelation show south-north direction, especially the mean maximum temperature whose $MC$ is up to $0.7481$, while the negative correlation stands out in the west-east direction, especially the mean minimum temperature whose $MC$ is up to $-0.8799$.

Spatial variability

We used GS+ 7.0 to analyze the spatial variability of $EVI$ and its climate factors, and the results are shown in these figures. This study mainly compared $C0+C$ and $D$ values of the four sample areas in order to analyze their spatial heterogeneity, because these two values can illustrate the spatial variability and distribution features of vegetation from different aspects.

From the figures, we can see that the five variables, $EVI$, annual precipitation, mean minimum temperature, mean maximum temperature and total solar radiation, have the comparing orders of $2, 1, 1, 2, 1$ in Mt. Ailao, with an average of $1.4$; for Mt. Laobie, Mt. Bangma and Mt. Wuliang, the average comparing orders of the five variables are $1.8, 2.8$ and $4$ respectively. Therefore, the overall ranking of these four mountains from big to small is Mt. Ailao, Mt. Laobie, Mt. Bangma and Mt. Wuliang, which reflects the order of barrier effect of these mountains. This result is related to the mountain height, mountain trend, and the angle of main airflows. Among these mountains, Mt. Ailao is the most magnificent one, whose northwest-southeast direction is almost perpendicular to the most influencing airflow in the study area - southwest summer monsoon, so that $EVI$ and its major climate factors have the most significant spatial heterogeneity. In contrast, Mt. Wuliang has more gentle topography with the direction of north-south, so its interception to southwest summer monsoon is not significant, and the spatial heterogeneity is ranked last.

From the figures, we can also see that the $D$ values of $EVI$ and its major climate factors within the study area are all between $1.116$ and $1.906$. By comparison, the $D$ values of $EVI$ and total solar radiation are both higher than $1.817$, indicating that their spatial variability caused by random factors is high, and the spatial distribution is more complex; the $D$ values of annual precipitation, mean minimum temperature and mean maximum
temperature are all lower than 1.577, suggesting that they have low levels of spatial variability caused by random factors, and their spatial autocorrelation is more significant. In a word, from the spatial heterogeneity comparison of each longitudinal mountain, we find that Mt. Ailao and Mt. Laobie have bigger barrier effect and more complex spatial heterogeneity, while Mt. Bangma and Mt. Wuliang have smaller barrier effect and more regular spatial distribution. From the spatial heterogeneity comparison of EVI and its climate factors, we come to a decision that EVI and total solar radiation have high fractal dimension and more complex spatial distribution, while annual precipitation, mean minimum temperature and mean maximum temperature have small fractal dimension and stronger spatial autocorrelation.

**Anisotropy**

To further explore the spatial variability of vegetation on different directions, we used GS+7.0 to plot the EVI variability of each longitudinal mountain along four directions, south-north, northeast-southwest, east-west and northwest-southeast (Figure 1 to Figure 4). From the plot we can see that the EVI of each mountain has different anisotropy. The EVI anisotropy features of Mt. Laobie and Mt. Bangma are very similar: they have more variations on south-north direction, followed by east-west direction, and have smaller variations on northeast-southwest and northwest-southeast directions. This is mainly because the directions of these two mountains are both northeast-southwest. The EVI spatial pattern of Mt. Wuliang in south-north direction shows higher variation on east-west and northeast-southwest directions, but lower variation on northwest-southeast direction; the EVI anisotropy of Mt. Ailao is higher in east-west and southeast-northwest directions, but lower in south-north and northwest-southeast directions, which is closely related to its north-west to south-east direction.

In summary, affected by the main airflow – southwest summer monsoon, the EVI variation of each longitudinal mountain has larger or largest values on the east-west direction, indicating that the east-west direction of study area should be the dominant direction of barrier effect; the maximum EVI variation direction is perpendicular to the mountain direction, also suggesting that the EVI anisotropy is formed by mountain barrier effect. Oppositely, the terrain effect of each longitudinal mountain on south-north direction should be the main direction of corridor effect. Therefore, we arrive at a conclusion that the different EVI anisotropy of each mountain is controlled by mountain trending and the major airflow movement from west to east.

**CONCLUSION**

Firstly, the EVI of major influencing climate factors mostly have negative spatial autocorrelation, indicating that the terrain influence is mainly based on barrier effect; the maximum positive autocorrelation value of MC is in the same direction as mountain trend, the maximum negative autocorrelation value is perpendicular to the mountain direction, suggesting that the barrier effects of different mountains are strictly related to mountain trends. Second, water, temperature and heat of Mt. Ailao have complex spatial heterogeneity and large barrier effect, while these factors have more regular spatial distribution and smaller barrier effect for Mt. Bangma and Mt. Wuliang.

Thirdly, the EVI values of longitudinal mountains have different anisotropy, and are strictly related to mountain directions. Its formation is controlled by both the north-south direction of mountains and the main airflow movement from west to east.

Fourthly, for vegetation parameter EVI and water, temperature, heat, both the statistical anisotropy characteristics and spatial variability are consistent with the terrain scale and direction of these mountains, indicating that the topographic features have constraint effects on vegetation and its ecological factors.
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As for non-uniform sand mathematical models, the determination of mixed layer depth and gradation is of extremely important significance and will directly decide the reliability and accuracy of corresponding computing results. On the basis of sufficient indoor and outdoor data, the relation curve between relative wave height and relative velocity is represented, with curve parameters being matched; besides, based on the physical meanings of mixed layer depth and its relation with sand wave height, the sand wave motion-based computing method of mixed layer depth is derived out. Starting from the concept of mixed layer, it is assumed that the original bed material gradation will be uniform along depth, the porosity remains unchanged before and after scouring and silting, blending layer depth is a constant in the computing period, scoured sediment will be substituted equivalently by original bed materials below blending layer’s lower boundary, deposited sediment will lead to equivalent ascending and descending of blending layer’s upper and lower boundaries, the mixing will be uniform in the process, and the estimation methods of the sand wave bed’s mixed layer under three models are derived out and obtained, including the pure deposition model, the pure scouring model and the coarse-deposition fine-scouring model.
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INTRODUCTION

Mixed layer, also known as turbulent layer, exchange layer and mobile layer, refers to the bed layer under mobile or quasi-mobile state during the constant exchange with the mobile sediment in water flow within the scope below the bed surface during scouring. As for non-uniform sand mathematical models, the determination of mixed layer depth and gradation is of extremely important significance [1,2]. Firstly, from the aspect of starting conditions, the starting of non-uniform sand will not only be based on water flow conditions and the physical features of sediment particles, but will receive the effect of bed material’s composition. Under different bed material composition, the difference of resistance features nearby the bed surface will lead to the difference of bed surface’s velocity and shear force, while the difference of near-wall flow structure will result in the difference of concealing and exposure among coarse and fine particles, thus affecting the starting conditions of non-uniform sands. As a result, mixed layer gradation will greatly influence the starting situations of non-uniform sand, thus determining scoured strength of sediments with different particle sizes. Secondly, mixed layer depth directly determines the quantities of sediments participated in scour and exchange within the computing period, restrict the maximum scouring quantity in unit time and thus affect the scour velocity of the entire computing period. Thirdly, as mixed layer depth will determine the quantity of sediments participated in scouring and silting and exchange, with fixed scouring quantity or deposition quantity, mixed layer depth will directly affect the adjustment of bed material gradation of the entire mixed layer, further affecting sediment’s starting and scouring strength. Finally, mixed layer depth will also determine the size of riverbed’s extreme scouring quantity, as when the sediments within the entire mixed layer cannot be started or totally transformed into bed load, riverbed scouring will terminate or transform into the adjustment phase dominated by bed load motion. At the time, mixed layer depth will determine the quantity of sediments unable be started and under certain initial bed material gradation, the depth will also decide watercourse’s final scouring quantity.

With respect to mixed layer depth, Chien N. [3] put forward in the coarsening study of Yellow River’s downstream riverbed that the movable layer depth of a riverbed is about 2.5-3.5m. Zhao L. J. [4] also starting from the perspective of sand wave motion, divided the mixed layer into two parts, respectively as the direct exchange layer and the bed material adjustment layer. The probability method of the protection layer is on the basis of mixed layer’s physical meanings, believes that the lower interface the mixed layer is the just bed surface elevation free of water flow influence and from the perspective of protection layer’s generation, indirectly obtains...
mixed layer depth. The study of Broah [5] is representative as for this method. Li Y. T. [6] under given bed material composition and hydraulic conditions, analyzed the determination of the mixed mobile layer’s lower interface under different sediment conditions and scouring time or scouring depth. Wang S. Q. [7] studied the adjustment of mixed mobile layer’s bed material gradation during riverbed scouring and silting; research indicated that it was closely related with the mixing velocity, scale and other factors of mixed mobile layer’s bed material; but the majority of existing computing methods cannot reflect the effects of mixed mobile layer’s internal kinetic factors on the change of bed material gradation, thus greatly affecting the computing of unbalanced sediment of suspended load. In order to reflect the influence of mixed mobile layer’s kinetic features on the change of bed material gradation, Liu J. M. [8] introduced the concept of “bed material’s exchange velocity” related with the features of sand wave motion and set up corresponding computing models, and the introduction of this concept deepened the understanding about mixed mobile layer’s mechanism. The mixed mobile layer equation set up by Armanini [9] considered the vertical mixing resulted from sand wave’s cyclical fluctuations.

As an important riverbed form, sand wave will move in accompany with the exchange of bed materials and its motion can be regarded as a physical background for mixed layer computing. Considering from the physical background of sand wave motion, this paper has derived out the computing methods of mixed layer depth and gradation.

*Sandwavemotion-based computing of mixed layer depth*

Take sand wave motion as an example, during scouring, certain sediments in the mixed layer will be scoured away, while others will remain on the bed surface to maintain sand wave motion, which will continue to absorb the original bed material under static state on the original bed surface - all above constitute to the entire phenomena in the mixed layer.

With respect to sandy riverbed, the upper boundary of the mixed layer is the bed surface contacting with water flow, while the lower boundary is the static riverbed free of water flow turbulence. Actually, only the bed surface will be under the direct turbulence of water flow, which, however, will disturb the bottom of a wave trough by sand wave motion and in a wave cycle, the sediments on bed surface and those on the trough bottom will roll in turn within the range of one wave length. As a result, Karim and Kennedy proposed that mixed layer depth is the half of wave height, that is to say average wave height equals:

$$ E_w = \frac{1}{2} h_s $$

(1)

Wherein: $h_s$ is the wave height.

In the process of the flume experiment, Zhong D. Y. added dyed tracer sediments with the same specific gravity and the same gradation as that of bed materials into water flow and observed their mixing in bed material’s exchange layer. Fig. 1 is the relationship between the maximum depth that tracer sediment in the riverbed and the sediment height. Judging from the figure, the mixing scale of bed material is related with sand wave height and can be expressed as

$$ H_s = 0.7 h_s $$

(2)

That is to say, the sediment depth $H_s$ is generally lower than $h_s$. The maximum value can be equal to $h_s$ and mixed layer’s average depth $E_m$ is taken as the half of wave height, that is to say Equation (2) is suitable.

*Fig. 1. Relationship Between Sediment depth and Sand Wave Height.*

Bed materials of sandy riverbed are basically movable and the coarsening layer is formed due to the repeated turbulence and repeated selective scouring of sediments in the mixed layer and is generally thicker than the mixed layer depth.

Fig. 2 and Fig. 3 are respectively the profiles and plans of sand wave height and coarsening layer depth on the bed surface observed in clean water scouring flume experiments. Judging from these figures:

$$ E = \eta h_s > E_w $$

(3)

Wherein $\eta$ is the proportionality coefficient, $\eta=1.07-1.16$ and the average value can be determined as 1.1.
Yin X. L. [10] had put forward the idea that the coarsening layer depth formed due to fine-sand riverbed scouring was slightly larger than sand wave height as early as 1963 based on the measured materials concerning the downstream of Guanting Reservoir along the Yongding River and relevant flume experiments.

The reason that coarsening layer depth is larger than the sand wave height is that the water flow higher than sand peak will directly rush at sand wave’s upstream face in the downstream along extremely unstable separation boundary and thus result in strong undermining on the upstream face; the sediments washed up will partially be rolled back to last sand wave’s wave trough and partially led to the downstream by vertical water flow along the slope surface, leaving deep holes locally. With the downwards motion of sand waves on the upstream, these deep holes will be gradually filled up by the coarse particles rolled down from the peak top and the subsequent sand wave will then crawl thereon and generally will not disturb the hole bottom. Fig. 4 shows the change of certain fixed point’s riverbed elevation under clean water scouring and the high point therein is the bed surface elevation at the time of wave peak, while the low point is that during wave trough; a 12cm deep hole will occur after 4 hours of scouring and then the sand wave will keep moving upwards and will not disturb the hole bottom; and until 45 hours of scouring when the accumulated undercut depth reaches 11cm, the trough bottom will be close to the hole bottom. This is why coarsening layer depth is larger than wave height, signifying that coarsening layer depth is generally larger than the mixed layer depth.

Sand wave height changes unstably with time, is extremely non-uniform in space and greatly different in plan, and cannot be easily measured, with limited study up to now. Earlier studies included the relationship between sand wave’s relative height ($h_s/h$) and water flow’s Froude
number set up by Zhang R. J. [11] based on measured data concerning the Yangtze River. Afterwards, Reju [12] established the relationship between relative wave height \( (h_s/D) \) and bed load’s sediment transport rate. Allen built up the analysis results about the Yangtze River by Zhang with certain theoretical analysis based on the following wave height equation in combination obtained:

\[
\frac{h_s}{h} = b_0 + b_1 \left( \frac{\theta}{3} \right)^3 + b_2 \left( \frac{\theta}{3} \right)^4 + b_3 \left( \frac{\theta}{3} \right)^5
\]  
(4)

Based on measured values, \( b_0=0.079865 \), \( b_1=2.23897 \), \( b_2=-18.1264 \), \( b_3=70.9001 \) and \( b_4=-88.3283 \) and it is suitable to \( 0.25<\theta<1.5 \).

The Zhang R. J. equation is as follows:

\[
\frac{h_s}{h} = 0.086 \frac{U}{\sqrt{gh}} \left( \frac{d}{h} \right)^{3/2}
\]  
(5)

Substituting into the Somov equation, it will obtain:

\[
\frac{h_s}{h} = 0.126 \frac{U}{U_c} \left( \frac{d}{h} \right)^{1/2}
\]  
(6)

Recently, Zhan Y. Z. [13] obtained the following wave height equation in combination with certain theoretical analysis based on the analysis results about the Yangtze River by Zhang B. N.:

\[
\frac{h_s}{h} = A - B \left( \frac{U}{U_c} - C \right)^2 \frac{h_s}{h} = 0.126 \frac{U}{U_c} \left( \frac{d}{h} \right)^{1/2}
\]  
(7)

Wherein \( U_c \) is the starting velocity of sediment. \( A=0.53 \), \( B=0.1352 \) and \( C=3.0 \).

Based on Equation (6) and (7), sand wave’s relative height is mainly the function of water flow’s relative strength \( U/U_c \). Equation (7) signifies that: when water flow’s relative strength is low, the relative wave height will increase with the increase of water flow’s relative strength; while when water flow’s relative strength is large, the relative wave height will decrease with the increase of water flow’s relative strength, which accurately reflects the principles related with sand wave growth and decline and water flow strength. More extensive indoor and outdoor materials have been collected under this research, and the relation curve between relative wave height and relative velocity is drawn, as shown in Fig. 5. Results show that it would be more appropriate to describe relative wave height by Equation (7). Wherein \( A=0.42 \), \( B=0.12 \) and \( C=3.0 \) and compared with the coefficients obtained by Zhan Y. Z., \( A \) and \( B \) are slightly different, while \( C \) is the same. The point-based trends in the figure are reasonable. The relatively scattered phenomenon is probably resulted from measurement accuracy or the non-corresponding between sand wave scale and water flow conditions, which will lead to certain lagging behind.

**Estimation of sand wave-free bed’s blending layer gradation**

Yue P. J. [14,15] assumed that the distribution of original bed material gradation along depth is constant and that the porosity remains unchanged before and after scouring and silting, and also divided bed material gradation into three categories based on riverbed’s scouring and silting features, i.e.

One-way deposition

\[
p_i = \frac{\Delta h}{\Delta h'}
\]  
(8)

One-way scouring

\[
p_i = \frac{p_0(T+\Delta T) - p_i''\Delta h''}{T+\Delta T - \Delta h''}
\]  
(9)

Coarse-deposition fine-scouring

\[
p_i = \frac{p_0(T+\Delta T) + p_i'\Delta h' - p_i''\Delta h''}{T+\Delta T + \Delta h' - \Delta h''}
\]  
(10)

Wherein \( T \) is the initial blending layer depth at the first time period; \( p_0 \) is original bed material gradation, while \( p' \) and \( p'' \) are respectively the gradation of the deposit and the scoured material; \( \Delta T \) is the depth of the turbulent layer to be substituted from former period’s riverbed in the next time period and to ensure that no negative value will occur concerning the turbulent layer gradation in the period of scouring, it needs to satisfy:

\[
p_0T + p_i'\Delta h' \geq 0
\]  
(11)

Equation (8) - (10) are only appropriate to sand wave-free beds. For sand wave bed, Equation (8) and (9) are both inaccurate and while the other equations can satisfy the sediment balance requirements, the
denominator therein should be $E_n$.

**Estimation of sand wave bed’s blending layer gradation**

Regarding the concept of blending layer, it is assumed that original bed material gradation $p_0$ is uniformly distributed along depth; the porosity remains unchanged before and after scouring and silting; the blending layer depth is a constant in the computing period; eroded sediment will be substituted equivalently by original bed materials below blending layer’s lower boundary; deposited sediment will lead to equivalent ascending and descending of blending layer’s upper and lower boundaries; the mixing will be uniform in the process, etc. Under above conditions,

1. **Pure deposition**

   Pure deposition is as shown in Fig. 6 and the equation of sediment balance in the blending layer is:
   
   $$ p_i(n-1)E_n - \Delta h'(n) + p_i(n)\Delta h'(n) = p_i(n)E_n $$
   
   Namely:
   
   $$ p_i(n) = p_i(n-1) - [p_i(n-1) - p_i'(n)] \frac{\Delta h'(n)}{E_n} $$
   
   ![](Fig.6.png)

   Fig. 6. Schematic Columnar Profile of Pre Dposition.

2. **Pure scouring**

   Pure scouring is as shown in Fig. 7 and the equation of sediment balance in the blending layer is:
   
   $$ E_n p_i(n-1) - p_i'(n)\Delta h'(n) + p_i'(n)\Delta h'(n) = E_n p_i(n) $$
   
   Namely:
   
   $$ p_i(n) = p_i(n-1) + [p_i(n) - p_i'(n)] \frac{\Delta h'(n)}{E_n} $$
   
   ![](Fig.7.png)

   Fig. 7. Schematic Columnar Profile of Pure Scouring.

The time step taken in computing is not proper to be over large and it needs to make sure $\Delta h'(n)/E_n < 1$, otherwise, the bed material gradation will be distorted.

3. **Coarse-deposition fine-scouring**

   Coarse-deposition fine-scouring is generally found on the downstream away from the dam, the sediments recovered by upstream riverbed are relatively coarser and those bed materials downstream finer; in the process of sediment exchange, the coarse-deposition fine-scouring model occurs. Under the limitation of sediment carrying ability and the suspension probability, the deposition quantity of coarse sands $\Delta h'$ is always less than the fine sands exchanged out $\Delta h''$, while the riverbed will still undercut $(\Delta h'' - \Delta h')$. As shown in Fig. 8, the equation of sediment balance in the blending layer is:
   
   $$ E_n p_i(n-1) - p_i'(n)\Delta h'(n) + p_i'(n)\Delta h'(n) + p_i[\Delta h''(n) - \Delta h'(n)] = E_n p_i(n) $$
   
   Namely
   
   $$ p_i(n) = p_i(n-1) + [p_i(n) - p_i'(n)] \frac{\Delta h''(n)}{E_n} - [p_i(n) - p_i'(n)] \frac{\Delta h'(n)}{E_n} $$
   
   In Equation (17), when $\Delta h'' = 0$, it will obtain Equation (15); while when $\Delta h'' = 0$, it will obtain the Equation (13) and as it is deposit, the $p_0$ here shall be substituted by $p_i(n-1)$.

![](Fig.8.png)

Fig. 8. Schematic Columnar Profile of Coarse-deposition Fine-scouring.

**CONCLUSION**

As for non-uniform sand mathematical models, the determination of mixed layer depth and gradation is of extremely important significance and will directly decide the reliability and accuracy of corresponding computing results. On the basis of sand wave motion, the computing of mixed layer depth and gradation are studied in this paper.

1. On the basis of sufficient indoor and outdoor data, in combination with relevant flume experiment data, the relation curve between relative wave height and relative velocity is represented in this paper, with curve parameters being matched; besides, the principles related with sand wave growth & decline and water flow strength are exposed.

2. Regarding the motion of bed surface’s sand wave as a physical background for mixed layer
computing and on the basis mixed layer depth’s physical meanings and its relation with sand wave height, the sand wave motion-based computing method of mixed layer depth is derived out.

(3) Starting from the concept of mixed layer, it is assumed that the original bed material gradation will be uniform along depth, the porosity remains unchanged before and after scouring and silting, blending layer depth is a constant in the computing period, scoured sediment will be substituted equivalently by original bed materials below blending layer’s lower boundary, deposited sediment will lead to equivalent ascending and descending of blending layer’s upper and lower boundaries, the mixing will be uniform in the process, etc., and the estimation methods of the sand wave bed’s mixed layer under three models are derived out and obtained, including the pure deposition model, the pure scouring model and the coarse-deposition fine-scouring model.
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Many chemical and biochemical mechanisms from herbal plants have been well known in China for example antioxidant or anti-cancer effects but lacking in legal construction of herbal or Traditional Chinese Medicine (TCM) is obvious in compared with its significance in Chinese public health care. Legislation and implementation of Traditional Chinese Medicine Law can accelerate greatly the construction of TCM legal system. At present, the legislative body is proactively bringing forward the legislation of TCM Law. TCM legal construction will be progressed to a great extent to form TCM legal system. Systematic construction is the basic development trend in China's TCM legislation. Current laws and regulations along with TCM Law (Draft) under review by legislative body, have exhibited several principles and basic content units for future construction of TCM legal system. With rapid growth of medical and pharmaceutical of herbal plants, it is need to legislate proper rules for achieve to effective applications and also more bio-ethics.
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INTRODUCTION

TCM is representative of the great traditional Chinese culture, which impacted significantly over thousands of years on the procreation and development of Chinese people. As a part of public health care, TCM is also on the track of legalization little by little[1-8]. A comprehensive legal system is required for the development of TCM cause, and it is a compulsory historical mission for Chinese legislators and academia. In recent years, TCM legal system is developing at a increasingly rapid pace.

As a basic law for TCM industry, TCM Law can lead the construction of TCM legal system after enforced. It is indispensable to study further the fundamental issues on construction of TCM legal system. In this text, Traditional Chinese Medicine Law of the People's Republic of China (Draft) is to be interpreted, and current TCM-related laws and regulations are to be organized and analyzed, whereby to form an analysis on the development trend of TCM legal system construction, and therefore to give more advice on the improvement of legal system.

Review on Current TCM legislation

In a society of rule of law, any social business is not regulated by a single law, but a relatively comprehensive system comprising multiple laws, regulations and normative documents. China has not yet formulated TCM legal system, but some legal norms for TCM industry development. It is by the relatively loose combination between these legal norms that TCM industry is regulated lawfully.

Organization of Relevant Current Laws

As per retrieval and collection of public network and government sector websites, it can be concluded that TCM-related laws and regulations have reached a considerable scale, and formed a basis for the construction of legal system intended to regulate the entire TCM industry.

MATERIALS AND METHODS

The materials studied in this paper are derived from the laws enacted by State Legislative Branch as well as the normative documents published in the official website of National Health and Family Planning Commission of PRC (http://www.nhfpc.gov.cn/), China Food and Drug Administration (http://www.sda.gov.cn / WS01 / CL0001 /), State Administration of Traditional Chinese Medicine (http://www.satcm.gov.cn/) and other government departments. Find out the development tendency of traditional Chinese medicine legislation by analyzing laws of regulations and normative documents.

By the end of 2015, the construction of TCM legal system is in the following basic condition:

Laws Promulgated and Enforced by National Legislative Body:
12 laws are directly associated with TCM industry (two of them):

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of Law</th>
<th>Date of Promulgation</th>
</tr>
</thead>
</table>

19 laws are partially associated with TCM industry (two of them):

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of Law</th>
<th>Date of Promulgation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constitution of the People's Republic of China</td>
<td>Dec 4, 1982</td>
</tr>
<tr>
<td>2</td>
<td>Standardization Law of the People's Republic of China</td>
<td>Dec 29, 1988</td>
</tr>
</tbody>
</table>

Administrative Regulations Promulgated by the State Council:

2 regulations are special ones on TCM:

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of Administrative Regulation</th>
<th>Date of Promulgation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regulations of the People's Republic of China on Traditional Chinese Medicine</td>
<td>Apr 7, 2003</td>
</tr>
<tr>
<td>2</td>
<td>Regulations on Species and Varieties of Traditional Chinese Medicine Drugs</td>
<td>Oct 14, 1992</td>
</tr>
</tbody>
</table>

26 administrative regulations are closely relative to TCM industry (three of them):

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of Administrative Regulation</th>
<th>Date of Promulgation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Measures of the People's Republic of China for Health Supervision at Frontier Ports</td>
<td>Dec 30, 1981</td>
</tr>
<tr>
<td>2</td>
<td>Regulations on the Administration of Sanitation at Public Places</td>
<td>Apr 1, 1987</td>
</tr>
<tr>
<td>3</td>
<td>Regulations of the People's Republic of China on Prevention and Treatment of Pneumoconiosis</td>
<td>Dec 3, 1987</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Characteristics of Current TCM Legal System

Firstly, in respect of the contents, current TCM laws and regulations have involved treatment, healthcare, research, education, industry, culture, etc.\(^{[5-8]}\), showing an embryo TCM legal system to regulate the industry.

Secondly, in respect of legal level, there were three distinct levels, i.e., law, administrative regulation, local regulation, which are also the three levels of Chinese law.

Thirdly, in respect of the progression of legal construction, from 21st century, the construction of TCM legal system is apparently speeding.

Deficiency of Current TCM Legal System

Incomplete System

A complete legal system is to be based on constitution and to consist of laws, administrative regulations, local regulations, rules and other normative documents, wherein laws is positioned as the core. From the statistics aforementioned, it can be inferred that relevant issues on TCM industry have been provided in other laws, but not in a "Traditional Chinese Medicine Law" or "Traditional Medicine Law". Since there has always been a lack of a law specifically regulating traditional medicine industry, there is no "basic law" on TCM industry.

Negligence of TCM Industry Features

TCM has its own principle of development, which shall be observed, and only by the actual situation of TCM should laws be made to propel TCM into rapid healthy development\(^{[2][4]}\). Large numbers of current laws and regulations, on the contrary, are based on criteria and standards of modern medicine, which provide TCM related issues sparsely in other special laws or regulations. Consequently, current legislation is inadequate to the fulfillment of promotion and protection of TCM industry, even on some level inhibit its development\(^{[6]}\).

Indistinct Definition of Regulatory Scope

On the grounds that administrative regulation and departmental rules are more intended to standardize and regulate concrete issues, not to analyze or bound fundamental concepts or scopes in the industry, some basic issues have not yet been clarified in terms of...
TCM. By way of illustration, no laws have provided the scope of "TCM" in the concrete.

Systematic Construction as the Development Trend of TCM Legislation

In the context of extensive construction of a society of rule of law, no industry can be completely covered or regulated merely by a single law or several regulations, which entails a whole legal system, as is the case with TCM industry.

Factual Basis of TCM Legal System

Social demand is the primary basis and also an indispensable incentive for legal construction. Since the founding of PRC, there has been a progress in service, healthcare, education, research, culture and industry, etc. of TCM. An unprecedented opportunity offered for TCM development especially during the implementation of 12th and 13th five-year plan, where TCM received full recognition from society. The full development of TCM industry has brought forth unprecedented demand which laid the social foundation for TCM legal system construction.

Leading Role of "Basic Law" Enforced In the Industry

Law is the core of a legal system for an industry. China is striving for TCM Law, which is intended to be promulgated and enforced recently. TCM Law will immediately fill the gap in "basic law" in TCM legal system. Such a TCM Law is to be a radical implication for the foundation of whole legal system, whereby other regulations are amended and modified to make a compatible "Set of Laws and Regulations" premised thereon, so that an embryo of TCM legal system is brought in.

Promotion of Legal System Construction by Academic Research

Academic research is the prerequisite and basis for legislation, which deserves more attention than it had always received. Over the last decade, the formulation of TCM Law by legislature brought TCM legal construction to more attention from academia. TCM and legal academia are increasingly progressing the joint study on TCM legal construction, a discernible boom is arising in legislative and statute study.

Three Principles of TCM Legislation

Based on "TCM Law (Draft)" and implementation of administrative and local regulations concerning TCM over recent years, three fundamental principles could be drawn. In the meantime, these are the major ideology of Chinese TCM legislation in a future period. And we can have these principles ready to hand when deciding the trend of TCM legislation.

Functional Position of Legal System as Support and Promotion

For any industry, the legal system regulates, restricts, ensures and boosts it. The emphases of legislative values will differ according to industries and the specific stages in their development. From the status quo, it can be inferred that the emphases of legislative values of TCM will remain ensuring and promoting development of TCM industry. TCM Law (Draft) under review by national legislature reflects this principle.

More Clear Definition of TCM

From the academic perspective of medicine, traditional medicine in China comprises traditional Chinese medicine and minority medicine. There are meanwhile several minority medicines besides TCM, such as Tibetan medicine, Mongolian medicine, Uighur medicine, Dai medicine, Zhuang medicine, etc., which are collectively referred to as ethnic medicine or minority medicine. Notwithstanding TCM is not yet clearly defined from a legal perspective. In general, laws in effect presently do not adopt "TCM" as a term, but instead "traditional medicine", "traditional physic", etc. (Note: e.g. the Constitution of the People's Republic of China provides in Article 21,"China supports medicine and hygiene, along with modern medicine and traditional medicine..."; Drug Administration Law of the People's Republic of China provides in Article 3, "China supports modern drugs and traditional drugs..."). On the contrary, the industrial administrative regulations, i.e. Regulations of the People's Republic of China on Traditional Chinese Medicine adopted distinctly "TCM" as a term, which is defined almost the same way as "TCM" in medical academia; Therein are adopted "TCM.

Legal Promotion of TCM Modernization

As always, TCM is perceived as traditional medicine, which is more inherited than reformed by the masses who is even suspicious of the hybrid of modern technology and TCM. It has to be understood that TCM is not only traditional but also modern. Legal system construction shall ensure healthier development of TCM in modern society[7].

Basic Modules of TCM Legislation

TCM cause involves medicine, healthcare, education, scientific research, culture, industry, etc. In respect of the contents, the law shall contain some aspects as basic modules, which are to be intertwined to form the skeleton contents of TCM legal system. In regard to TCM Law (Draft) under review by
legislature, these modules are gradually discernible, namely TCM medical service, TCM drug, TCM education, TCM scientific research, TCM inheritance and culture diffusion.

**TCM Medical Service**

Medical service represents TCM cause to the most significant extent, and is the core of TCM legal contents. As far as legal construction is concerned, provisions in relation to TCM medical service shall comprise three major aspects:

Firstly, clarify the position of TCM medical service. TCM medical service are carried out and constantly progressing on the fundamental basis of definite legal position. Secondly, construct TCM medical institution. China will encourage and support social powers to found TCM medical institution, which is largely benefit to the development of TCM medical institution. Thirdly, quicken the qualification of TCM service provider. In addition to qualification by medical licensing examination, people with TCM inheritance from mentor and actual skill are entitled more specifically in law to take examinations on practical skill and efficacy, by which to qualify as medical practitioner.

**TCM Drug Protection and Development**

As the most important means of treatment, TCM drug is inseparable from TCM. The law is in particular more protective of the quality of TCM drugs and the planting of TCM drugs. Moreover, evaluation system of genuine regional drug is to be established, where the market repute and value is maintained by encouraging use of geographical marks etc. for genuine regional drug of good quality. The distribution system of TCM drugs will be set up subject to more specific requirements[4].

In reference to the two traditional administration method, i.e., TCM decoction pieces and in-house TCM formulation by medical institution, China will set forth more systematic way of management. The law is to allow distinctly for reprocessing of TCM decoction pieces by medical institution. It is unambiguously specified that TCM medical institution can commission drug manufacturer to produce in-house TCM formulations. Such provisions will empower TCM medical institution to use more flexibly and widely TCM decoction pieces and in-house TCM formulations.

Considering the contents of TCM Law (Draft), it has been more clarified that research and development and manufacture of TCM investigational new drug is encouraged and supported on a national basis. Apart from the protection of traditional technique and craft for TCM drug processing, as well as the promotion of manufacture of TCM patient drug in traditional dosage form, it is encouraged that TCM patient drug be researched and developed by modern science and technology.

**TCM Education**

Perfect TCM education system lays the prerequisite and foundation for nurturing TCM experts. TCM education is an integral part of national educational cause, which is on a fundamental basis regulated by education-related laws and regulations. Thus TCM-related provision in TCM legislation is not intended to provide a systematic and comprehensive solution for problems in educational fields. TCM legal construction is mainly focused on two issues about TCM education: Firstly, broaden the paths for talent training. Secondly, emphasize the TCM involvement in TCM education.

**TCM Scientific Research**

TCM scientific research concerns two aspects: one is the inheritance of classical TCM; the other is the innovation of TCM in the context of modern science and technology. Meanwhile, China has inspired researchers in law to use modern science and technology to study TCM, and to progress innovation of TCM knowledge and technology.

**TCM Culture Inheritance and Diffusion**

TCM is typical of Chinese great traditional culture with clinical values and immense cultural values in addition. It will be a long time of construction and refinement before TCM legal system achieves maturity. TCM legal system construction will be propelled substantially by the formulation and implementation of TCM Law. It is anticipated that in about 5 years after the implementation of TCM Law, there is bound to be an extensive construction and amendment of TCM-related laws and regulations, gradually forming a relatively complete legal system. This legal system will be indispensable as regards its promotion and consolidation of the full development of TCM industry.

**CONCLUSION**

By analyzing the current situation of Chinese medicine legislation, we can draw the following two basic conclusions: First, it will play a leading role in the Fundamental Law by the promulgation and implementation of Chinese Medicine Law. China will gradually build a “regulations group” to guarantee traditional Chinese medicinal development based on the Chinese Medicine Law, and then forming a juristic guarantee system of traditional Chinese medicine development. Second, traditional Chinese
medicine will develop more rapidly and more standardized in the protection of legal system, then gradually become a new economic growth point and a competitive national soft power carrier.
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Hebei is a province of north China. According to the data of climate and runoff from 68 weather stations and 105 hydrologic stations in Hebei province between 1956 and 2000, the change of climatic essential factors and runoff are analyzed. Since the 1960s, the average annual temperature in Hebei province has been increasing gradually. Compared with the 1960s, the average temperature in the 1990s has risen 0.9°C. From the age, the average annual evaporation in Hebei province has appeared a tendency of decline. And it descends 62 mm every ten years on average. The average year’s precipitation has gradually diminished year by year. The precipitation in the 1990s has decreased 60 mm compared with the 1950s. The average year’s runoff of the whole province, which declines 19.4×108 m3 every ten years on average, emerging a gradually decreasing trend from the 1950s to the 1990s, is 120.2×108 m3. With the decrease of the precipitation and the rise of the temperature, the runoff declines. The models of climatic essential factors and the runoff established by utilizing the multiple regression analysis are logarithmic non-linear functions. Obviously, the impact of precipitation variety on the runoff is more than the effect of the temperature or the evaporation change on the runoff by the sensitivity analysis. According to the prediction of the future climatic change with regard to the runoff, the whole province runoff will alter from 114.36 to 138.24×108 m3 in 2030. Similarly, the runoff will vary from 106.8 to 137.8×108 m3 in 2050.

Keywords: climatic change, runoff, water resources, sensitivity, analysis, prediction

INTRODUCTION

Hebei, a province of north China, is a severely resource-based water-deficient area. The amount of water resources per capita or acre of the whole province is respectively 1/7 and 1/9 of the national average, far below internationally recognized severe water shortage cordon. The mean annual runoff of the whole province is 120.8×108 m3, which is 58.5% of the total amount of water resources. The surface runoff takes an important position in the constitution of water resources.

The change of water resources is closely connected with climatic conditions, and climate change has a direct influence on runoff. Internationally the research into climate change impacts on runoff is carried out based on hydrologic model of basin and water resources assessment model [1]. The commonly used hydrological models such as SLURP model, HBV model, macroPDM model and so on, have already gradually developed and applied to the research of the prediction of climate change impacts on water resources [2]. For the moment, domestic and overseas scholars are doing research based on distributed hydrologic model coupled between GIS/RS and climatic model. And they have made certain progress. The distributed hydrologic model has already not only become important means of currently multi-target hydrologic investigation oriented, but also is the trend or direction of the development of modern hydrologic model[3-6]. However, there are not so many models on influence of climatic factor for the runoff in a large scale, furthermore, the complexity and uncertainty of climate factors make all the GCM climatic models should be enhanced further.

This article mainly studies the effects of changes of meteorological factors on surface runoff. According to the data of climate and assessment of surface water resources from 68 weather stations and 105 hydrological stations in Hebei province from 1956 to 2000, the change of climatic factors and runoff are analyzed. Because of the nonlinear relations between runoff and climatic elements, we establish a logarithmic non-linear statistical model by multiple regression analysis, referring to documents written by domestic and overseas scholars [7-11]. We take meteorological elements such as precipitation, evaporation and temperature into consideration. Then, we carry on sensitivity analysis of the effects of changes of climatic elements on runoff using different climatic situations, and we predict surface runoff according to future climate change.

* To whom all correspondence should be sent:
E-mail: shaoaijun@sohu.com
CHARACTERISTICS OF CLIMATE CHANGE

Temperature

Temperature is one of the significant meteorological elements. A great deal of domestic and international researches indicates that, in the last hundred years, the earth weather system is undergoing a marked change, the center of which is global warming. The temperature in China has gone up by 0.4 to 0.5°C, so the recent twenty years is the warmest periods of the 20th century. The lowest of mean annual temperature in Hebei province is 9.8°C in 1960s, rising gradually later. The highest temperature is 10.7°C in 1990s, which is 0.9°C higher than that in 1960s. And the temperature rises 0.3°C during every decade [12, 13] (Table 1). According to the age, the mean annual temperature in Hebei province, going up 0.3 to 0.4°C during every decade, is on the rise in general. The temperature rises by a large margin, above 1°C, in most areas of the Eastern Hebei Plains, Yanshan hilly areas, parts of the Northern Hebei Plateaus and local regions of Taihang Mountains Plains.

Table 1 The average temperature in every ten years in the 20th century in Hebei province (°C).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain area</td>
<td>7.8</td>
<td>8.6</td>
<td>8.7</td>
<td>8.8</td>
<td>9.3</td>
</tr>
<tr>
<td>Plain area</td>
<td>11.9</td>
<td>12.2</td>
<td>12.2</td>
<td>12.3</td>
<td>12.9</td>
</tr>
<tr>
<td>Whole province</td>
<td>9.9</td>
<td>9.8</td>
<td>9.9</td>
<td>10.1</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Evaporation

Evaporation is not only one of the important segments of water circulation, but also the major meteorological element. On the basis of observed data by 20 cm caliber evaporation pan, the maximum of mean annual evaporation in Hebei province is 1881 mm in 1960s, then falling gradually later. According to the age, the mean annual evaporation in Hebei province, diminishing 62 mm during every decade, is on the rise in general. The temperature rises by a large margin, above 1°C, in most areas of the Eastern Hebei Plains, Yanshan hilly areas, parts of the Northern Hebei Plateaus and local regions of Taihang Mountains Plains. People may think that climate warming may increase evaporation from terrestrial water surface, but the result is opposite. According to the research, there is an obviously positive interrelationship between the main cause for evaporation decline and the decrease in average wind velocity [14] (Table 2).

Table 2 The average evaporation in every ten years in the 20th century in Hebei province (mm)

<table>
<thead>
<tr>
<th></th>
<th>1950s</th>
<th>1960s</th>
<th>1970s</th>
<th>1980s</th>
<th>1990s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain area</td>
<td>1739</td>
<td>1798</td>
<td>1771</td>
<td>1674</td>
<td>1648</td>
</tr>
<tr>
<td>Plain area</td>
<td>1996</td>
<td>2048</td>
<td>1932</td>
<td>1764</td>
<td>1707</td>
</tr>
<tr>
<td>Whole province</td>
<td>1860</td>
<td>1881</td>
<td>1816</td>
<td>1705</td>
<td>1695</td>
</tr>
</tbody>
</table>

Precipitation

Atmospheric precipitation, the important segments of water circulation and one of the most significant meteorological element, is the main source of forming surface runoff. In a word, the general tendency is that the precipitation in Hebei province has become gradually less by age. Besides, the range of reduction of the mountainous regions is more than that of the plain areas [15] (Table 3).

Table 3 The average precipitation in every ten years in the 20th century in Hebei province (mm)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain area</td>
<td>590</td>
<td>545</td>
<td>541</td>
<td>510</td>
<td>522</td>
</tr>
<tr>
<td>Plain area</td>
<td>560</td>
<td>582</td>
<td>551</td>
<td>526</td>
<td>507</td>
</tr>
<tr>
<td>Whole province</td>
<td>576</td>
<td>561</td>
<td>545</td>
<td>517</td>
<td>516</td>
</tr>
</tbody>
</table>

IMPACT OF CLIMATE CHANGE ON SURFACE RUNOFF

Surface runoff is expressed by river runoff. According to a series of hydro-meteorological data from 1956 to 2000, the maximum of the surface runoff of the whole province is 294×108 m^3 (in 1959), besides the minimum is 45.3×108 m^3 (in 1999) and the extremum ratio is 6.5. The variation for overyear is rather big.

Fig 1. The runoff and the trend line

The runoff fluctuates a lot during 1950s, 1960s and 1970s, especially in 1956, 1959 and 1963. On the contrary, it fluctuates a little in 1980s. The range of change in runoff increases in 1990s particularly in 1996, which is related to the great floods in 1996.
The general tendency is that the runoff has become less by age (Figure 1).

Fig 2. The precipitation and the trendline

The maximum of the annual precipitation of the whole province is 795.2 mm (in 1964), and the minimum is 366.3 mm (in 1965). The whole tendency is that the precipitation is dropping year by year (Figure 2). The tendency of runoff is in accordance with that of precipitation, and the change of runoff is obviously under the control of precipitation. That is to say, the runoff increases with the rise of precipitation, and it decreases with the reducing of precipitation. The peak or crest value of precipitation curve is in accordance with that of runoff curve completely. The maximum of the annual evaporation of the whole province is 2104.4 mm (in 1972), and the minimum is 1465.2 mm (in 1956).

Fig 3. The evaporation and the trendline

Fig 4. The temperature and the trendline.

The general tendency is that the evaporation has become less year by year, which is in accordance with the tendency of runoff (Figure 3). The maximum of the temperature of the whole province is 11.6 \(^{\circ}\text{C}\) (in 1998), and the minimum is 7.9 \(^{\circ}\text{C}\) (in 1956). The whole tendency is that the temperature has been rising year by year, which is opposite to the tendency of runoff. That is to say, the runoff decreases with the rise of temperature (Figure 4).

The tendency of surface runoff of the whole province nearly keeps in step with that of precipitation, and it decreases with the reducing of precipitation. The tendency of surface runoff is opposite to that of temperature, and it decreases with the rise of temperature. In accordance with the hydro-meteorological observed data of the whole province from 1956 to 2000, we establish a statistical model, which indicates the relationship among the surface runoff \(y\) (108m\(^3\)/a), precipitation \(x_1\) (mm/a), temperature \(x_2\) (\(^{\circ}\text{C}/\text{a}\)) and evaporation \(x_3\) (mm/a), by statistical software—Eviews. The statistical model is as follows:

Model one: \[\ln y = -10.2 + 2.14 \ln x_1 - 0.74 \ln x_2\]

Model two: \[\ln y = -26.5 + 2.45 \ln x_1 + 1.05 \ln x_3\]

Through statistical examination, we can see that in the Model One, the calculated value \(F=69.4\), the value referred to table \(F_{\alpha}=3.21(\alpha=0.05)\), it is markedly interrelated because of \(F>F_{\alpha}\). In the Model Two, the calculated value \(F=76.1\), the value referred to table \(F_{\alpha}=3.21(\alpha=0.05)\), it is also markedly interrelated owing to \(F>F_{\alpha}\). Consequently, we can carry out the related forecast using the model established.

From the model mentioned above, we can see that precipitation is in positive correlation with runoff, and it is in negative correlation with temperature, namely, runoff increases with the rise of precipitation and it decreases with the rise of temperature. In addition, according to the observed data, a positive correlation is found between evaporation and runoff, and both of them show a downward tendency with the passage of time.

From the model mentioned above, according to the change of meteorological factor, we can analyze the change in runoff. The method is known as sensitivity analysis of change in climatic elements on runoff. Precipitation ranges from –20% to +20%, which is the same as evaporation, and the temperature ranges from 0 to +3\(^{\circ}\text{C}\). We can obtain the response of runoff to different kinds of changes in climatic elements by calculation (Table 4).

From Table 4 we can see that the temperature rises and the runoff decreases at constant precipitation. Both the precipitation and the runoff rise at constant temperature. The less the precipitation is, the higher the temperature is and the less the runoff is. The response to runoff is more distinct during high or low flow year. Obviously, the impact of precipitation on runoff is more than the effect of change in temperature or evaporation on runoff. At present, the decreasing precipitation is one of the major causes for the reducing of runoff.
The United Nations Intergovernmental Panel on Climate Change (IPCC), which is jointly established by World Meteorological Organization (WMO) and the UN Environment Programme (UNEP) in 1988, is an intergovernmental organization.

The third assessment by IPCC shows that the global average surface temperature has been rising continually since 1861. The added value of the 20th century is 0.6±0.2 °C. In accordance with the prediction using the global weather patterns of IPCC opened in 2002 by Chinese academics, they make tendency forecast for climate change of the 20th century in Mainland China. Besides, they present the change of average annual temperature and annual precipitation in 2030 and 2050 in Hebei province according to analog results of regional weather patterns provided by National Climate Center. These will serve as a basis. They predict the surface runoff in 2030 and 2050 in Hebei province on the basis of the statistical assessment model of impacts of climate change on surface runoff in Hebei province in recent 50 years.

The prediction of future climate change shows that, in 2030, the average annual temperature of Hebei province will rise over 1 °C, as compared with 1.3 to 1.4 °C in the northern part of Zhangjiakou, Chengde, Qinhuangdao and the northeastern part of Tangshan, 1.2 to 1.3 °C in the southern part of Zhangjiakou, Langfang and the southwestern part of Tangshan, and 1.1 to 1.2 °C in the south-central part of the region. In addition, the annual precipitation will be widespread increase. The annual precipitation will go up 3% to 5% in the northern part of Zhangjiakou, Chengde, and part of the city of Langfang, as compared with 9% to 13% on the east coast of Tangshan, in part of Qinhuangdao, Cangzhou, the southern part of Shijiazhuang, Xingtai and Handan, and 5% to 9% in other regions. In 2050, the average annual temperature of Hebei province will still be rising continuously.

### Table. 5. The prediction of the runoff in Hebei province in 2030 (108m³).

<table>
<thead>
<tr>
<th>Changes in precipitation</th>
<th>-20%</th>
<th>-10%</th>
<th>0</th>
<th>+10%</th>
<th>+20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 °C</td>
<td>-38%</td>
<td>-20.1%</td>
<td>0</td>
<td>22.6%</td>
<td>47.7%</td>
</tr>
<tr>
<td>+1 °C</td>
<td>-42.6%</td>
<td>-24.7%</td>
<td>-4.6%</td>
<td>18%</td>
<td>43.1%</td>
</tr>
<tr>
<td>+2 °C</td>
<td>-46.7%</td>
<td>-28.8%</td>
<td>-8.7%</td>
<td>13.9%</td>
<td>39%</td>
</tr>
<tr>
<td>+3 °C</td>
<td>-50.4%</td>
<td>-32.5%</td>
<td>-12.4%</td>
<td>10.2%</td>
<td>35.3%</td>
</tr>
<tr>
<td>Changes in temperature</td>
<td>-20%</td>
<td>-65.5%</td>
<td>-44.9%</td>
<td>-20.9%</td>
<td>5.4%</td>
</tr>
<tr>
<td>-10%</td>
<td>-55.5%</td>
<td>-34.5%</td>
<td>-10.5%</td>
<td>15.8%</td>
<td>45.8%</td>
</tr>
<tr>
<td>0</td>
<td>-45%</td>
<td>-24%</td>
<td>0</td>
<td>26.3%</td>
<td>56.3%</td>
</tr>
<tr>
<td>+10%</td>
<td>-34.5%</td>
<td>-13.5%</td>
<td>10.5%</td>
<td>36.8%</td>
<td>66.8%</td>
</tr>
<tr>
<td>+20%</td>
<td>-24%</td>
<td>-3%</td>
<td>21%</td>
<td>47.3%</td>
<td>77.3%</td>
</tr>
</tbody>
</table>

**Impact of Future Climate Change on Surface Runoff**

**Prediction of Future Climate Change in Hebei Province**

According to the statistical assessment model of impacts of climate change on surface runoff in Hebei in recent 50 years, the multivariate statistical method mentioned above reflects the response of runoff to climate change, namely, the sensitivity of climate change towards the effect of runoff. Runoff is the most sensitivity to climate change in variables of water resources. Combining with the prediction of future climate change provided by National Climate Center, this section makes a prediction for change in water resources under the circumstance of future climate change in Hebei province in the aspect of runoff on the basis of these models, which is used as a reference in plan for utilization of water resources in Hebei province in the future.

**Prediction of Surface Runoff in Hebei Province in 2030 and 2050**

The prediction of the runoff in Hebei province on climate condition predicted in 2030 and 2050 respectively. The temperature in Hebei province in 2030 is on the high side, ranging from 1.1 to 1.4 °C, and the annual precipitation will rise ranging from 4% to 12%.

The established mathematical models indicate the relationship of climatic condition by runoff, temperature and precipitation in the past 50 years. It also reflects the response of surface runoff in Hebei to changes in climatic element without analyzing the effects of artificial factors, such as reservoir filling cutoff of mountainous areas, the groundwater over-extracted in plain regions, the lowering of the groundwater table and so on. Therefore, the prediction based on these mathematical models has a great deal of uncertainty. The conclusion we may have would be preliminary, and it can only reflect the impacts of changes in temperature and precipitation on surface runoff in the present circumstances.
A.J. Shao et al.: The factor analysis of climatic change on water resource: a case study in haihe river basin of Hebei province

The mean annual mountainous areas is $102 \times 10^8 \text{ m}^3$, as compared with $19.4 \times 10^8 \text{ m}^3$ during every decade. One of the major 1950s to 1990s. The mean annual runoff declines runoff has shown a trend of decrease since from 1996 is the chief reason for runoff rising a bit in 1990s. Runoff decreases with the reduction of precipitation and it increases with the decline of temperature. Their relationship is nonlinear logarithm. The sensitivity analysis shows that the

Table 6. The prediction of the runoff in Hebei province in 2050 (108 m³).

<table>
<thead>
<tr>
<th>Changes in precipitation</th>
<th>+4%</th>
<th>+6%</th>
<th>+8%</th>
<th>+10%</th>
<th>+12%</th>
<th>+14%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes in temperature</td>
<td>+1.7°C</td>
<td>111.3</td>
<td>116.5</td>
<td>121.6</td>
<td>126.9</td>
<td>132.3</td>
</tr>
<tr>
<td></td>
<td>+1.8°C</td>
<td>110.</td>
<td>115.5</td>
<td>120.7</td>
<td>126</td>
<td>131.4</td>
</tr>
<tr>
<td></td>
<td>+1.9°C</td>
<td>109.4</td>
<td>114.6</td>
<td>119.7</td>
<td>125.0</td>
<td>130.4</td>
</tr>
<tr>
<td></td>
<td>+2.0°C</td>
<td>108.6</td>
<td>113.4</td>
<td>118.9</td>
<td>124.2</td>
<td>129.6</td>
</tr>
<tr>
<td></td>
<td>+2.1°C</td>
<td>107.6</td>
<td>112.8</td>
<td>117.9</td>
<td>123.2</td>
<td>128.6</td>
</tr>
<tr>
<td></td>
<td>+2.2°C</td>
<td>106.8</td>
<td>111.9</td>
<td>117.1</td>
<td>122.4</td>
<td>127.8</td>
</tr>
</tbody>
</table>

CONCLUSION

(1) According to the analysis of the data of climate and assessment of surface water resources from 68 weather stations and 105 hydrological stations in Hebei province in recent 50 years — from 1956 to 2000, the lowest of the average annual temperature in Hebei is in 1960s, rising gradually later. And the highest is in 1990s, rising gradually from 1956 to 2000, the lowest of the average annual temperature rises 0.3 to 0.4°C during every decade. According to the age, the mean annual evaporation in Hebei province, diminishing 62mm during every decade, shown a declined trend on the whole. The general tendency is the precipitation of the whole province has become gradually less by age. The average annual precipitation of the whole province in 1960s rises 0.3 to 0.4°C, as compared with ranging from 106.8 to 137.8×10^8 m³ in 2050. The factors that influence change in runoff are complicated, including both climatic and artificial elements. Hence, the conclusion we may have would be preliminary, and it can only reflect the impacts of changes in climatic factors on runoff in the present circumstances.
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<table>
<thead>
<tr>
<th>1. Temperature change (°C)</th>
<th>116.8</th>
<th>121.44</th>
<th>126.6</th>
<th>131.88</th>
<th>137.28</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Temperature change (°C)</td>
<td>115.2</td>
<td>120.36</td>
<td>125.52</td>
<td>130.8</td>
<td>136.2</td>
</tr>
<tr>
<td>3. Temperature change (°C)</td>
<td>114.36</td>
<td>119.52</td>
<td>124.36</td>
<td>129.96</td>
<td>135.36</td>
</tr>
</tbody>
</table>
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In order to find the optimal uniform carbon tax imposed by government to pursue social welfare maximization and how carbon tax would affect the stock price of Duopoly companies, this paper studies some scenarios where spillover effect is considered by utilizing game theory tool. Based on the complete information hypothesis, optimal quantity, emission reduction and carbon tax are solved. Further, it is found that, by numerical calculation and under same carbon tax, social welfare, company profit, emission reduction and stock price under scenario where companies adopt environmental research joint venture strategy are all higher than that of environmental cartel, that of scenario with competitive R&D activity and that of scenario without spillover effect considered, respectively. And, differences in terms of social welfare, profit and stock prices among these scenarios tend to widen with carbon tax increasing. In this sense, duopoly companies have the incentive to fully share information and cooperate in R&D activity (namely, they would adopt “environmental research joint venture” strategy) to benefit from the highest profit, highest stock price as well as emitting least pollution under the uniform carbon tax set by government.

Key words: environmental research joint venture, game analysis, welfare, stock, spillover

INTRODUCTION

In recent decades, climate change has caused adverse impacts on natural and human systems on all continents and across the oceans, and the cause of such unpleasant change is evidently due to anthropogenic greenhouse gas (GHG) emission [1]. With its overwhelming destruction power to the earth, greenhouse gas emission has gained considerable attention from both academic world and policymakers’ offices. Compared with traditional method such as technology advancement and official mandate, market could also lower emission by price signal to accommodate behaviors and decisions of producer and consumer. And the market tool discussed here is carbon tax. Carbon tax, one kind of environmental tax in essence, internalizes the loss caused by polluting companies into the cost function and manufacturing price, and is adopted by many countries such as Finland, Demark, Norway, Italy and Sweden [2]. Usually speaking, different scholars show quite opposite opinions about effect of carbon tax to the economy. Recently, game theory tool has become a powerful analytic tool for studying interactions between different parties emitting CO2 to see their optimal choice. Many works with game theory about pollution or greenhouse gas emission have sprang up in terms of considering emission trading permits [3], non-cooperative or cooperative R&D [4], green supply chain scenario game model [5], choice and effects of imposing uniform or differential carbon tax [6].

It is not hard to conclude that carbon tax is widely discussed nowadays in many aspects, such as its socio-economic effects (such as welfare, Gini coefficient, income effect) at different regions, countries or sectors, effects with carbon emission trading combined [7] and game analysis. However, few people further study how the stockholder wealth would change due to carbon emission reduction R&D activity since some scholars started to pay attention to the environmental R&D cartel. Generally speaking, terminology “R&D” could be traced by Kamien et al. [8] who provided a classification of different R&D organizational forms to obtain cost-reducing R&D but he failed to consider the pollution aspect. Later, Poyago-Theotoky [4] took into account the pollution effects and developed it into “environmental R&D” or abatement activities where firms engages in R&D activity so as to develop new processes to reduce unneeded emissions. In his paper, Poyago-Theotoky [4] mainly discussed two kinds of environmental R&D activities: namely, (1) environmental competition R&D, (2) environmental cooperation R&D (hereinafter “environmental cartel” or “ERC”) but only talked little and did none numerical experiment about the third environmental R&D activities: “environmental research joint venture” (hereinafter “ERJV”). In definition, it is quite easy to understand environmental competition
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R&D as companies do not cooperate in emission reduction and they only care about their own profit function. Poyago-Theotoky [4] confirmed that ERC is an activity that “firms coordinate their R&D but do not share information fully” while ERJV refers to the situation where firms would share information completely (mathematically, the spillover effect parameter would be one).

This paper aims to study scenarios where both Duopoly companies are dedicated to reducing their carbon emissions, so uniform carbon tax makes sense for analysis that follows. Based on pioneering works of Poyago-Theotoky [4] and Sun [9], effect of uniform carbon tax under framework of welfare by adopting game theory analytic tool is tested with further research on “environmental research joint venture” which is neglected by Poyago-Theotoky [4]. Specifically, this paper, combining with the total social utility which contains the carbon tax revenue to return, constructs a three-stage Duopoly model: the first stage shows the optimal uniform carbon tax set by administrative institution on the corporations in order to get maximum social utility, followed by the second stage demonstrating how hard these two companies would be dedicated to reducing carbon emission and the third stage presenting the optimal quantity decision made by these two participants to chase maximum profit in goods market. In essence, the first stage is a Stackelberg model, the second one is a cooperative or non-cooperative game and the third stage is a typical Duopoly model. Overall, the technological route for this three-stage game model for duopoly market under government’s regulation is showed below:

![Technology route of duopoly model](image)

**Fig. 1. Technology route of duopoly model**

**MODELING**

**Assumptions**

Assumption 1: There are only two companies in the market and these two companies produce homogeneous goods to satisfy market need. Market quantity shares linear relationship with market price: \( P = \alpha - \beta Q \). For convenience, let beta be one. And each company owns same unit cost \( c \), releasing one unit emission per product [4].

Assumption 2: Spillover effect is considered here. That is, companies influence each other in terms of reduction technologies to some degree: \( u \) ranges from 0 to 1. In detail, if \( u \) equals 0, then no spillover effect exists, otherwise, companies would reduce emissions by just using the other company’s existing green technology. Specifically, if company 1 releases total emission \( e_j \), then company 2 could reduce pollution by amount of \( u e_j \) without any investment in R&D, therefore, actually total emission is \( e_{ij} = e_i - e_j - u e_j \), i,j=1,2 and \( i \neq j \). (see J.A. Poyago, 2007[4]; Sun, 2014[9]). Moreover, as J.A. Poyago-Theotoky (2007) suggested, when \( u \) equals 1, then it means two Duopoly companies adopt environmental research joint venture strategy.

Assumption 3: carbon emission reduction cost (R&D cost function) is a convex function, appearing in the form of quadratic function \( r e^2 \). and \( r > 0 \). Here, \( r \) refers to the cost parameter of R&D and larger \( r \) means lower research efficiency or higher investment in reduction technology.

Assumption 4: complete information hypothesis holds and government levies uniform carbon tax on these two companies to pursue the harmonization of economy, society and environment. Here, society aspect contains collected carbon emission transferred to the consumer as well as consumer surplus.

**Social welfare functions building**

Concerning utility, this paper follows logic of Wang [10] that government considers harmonization of economy, society and environment. In detail, the total social utility function would contain profits of companies, consumer surplus and tax revenue, and pollution caused. In quantitative terms and for convenience, pollution part is captured via a linear function with pollution damage parameter \( d \) (\( d > 0 \)) from Poyago-Theotoky [4]:

\[
U_{\text{pollution}} = d(w_1 + w_2)
\]

Therefore, total utility function appears in the following form:

\[
U_{\text{total}} = \Phi_1 + \Phi_2 + U_{\text{consumer}} + U_{\text{tax}} - U_{\text{pollution}}
\]
Where sum of $\Phi_1$ and $\Phi_2$ denotes economic part, sum of $U_{\text{consumer}}$ and $U_{\text{tax}}$ donates society part, and $U_{\text{pollution}}$ denotes environment part.

**Table 1.** optimal result of carbon tax, reduction and quantity

<table>
<thead>
<tr>
<th>Item</th>
<th>Spillover effect exists</th>
<th>No spillover effect exists</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Competitive strategy</td>
<td>Cooperative strategy</td>
</tr>
<tr>
<td></td>
<td>$0 &lt; u_1, u_2 &lt; 1$</td>
<td>$u_1 = u_2 = 1$</td>
</tr>
<tr>
<td>Environment R&amp;D cartel</td>
<td>Environment research joint venture (ERJV)</td>
<td></td>
</tr>
<tr>
<td>Carbon tax</td>
<td>$t' = \frac{9d + 9d(u_1)}{4r}$</td>
<td>$t'' = \frac{9d(2 + 2u_1 + 2u_2) + 9d(u_1)}{4r + 9(1 + u_2)}$</td>
</tr>
<tr>
<td>Reduction</td>
<td>$\frac{t'}{r}$</td>
<td>$\frac{2t''}{r}$</td>
</tr>
<tr>
<td>Quantity</td>
<td>$\frac{(A - t')}{3}$</td>
<td>$\frac{(A - t'')}{3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Functions solving**

Under complete information hypothesis, use reverse calculation methodology to solve the third stage:

$$\Pi_i = (\alpha - (q_i + q_j))q_i - cq_i - t(q_i - e_i - u_1 e_j) - re_j^2 / 2$$

Companies with carbon tax constraints compete in the goods market and decide the optimal output to chase the maximum profit, therefore, take the partial derivatives of profit function to the independent variable “quantity” and set them to zero. Solve simultaneous equations about quantities to obtain:

$$q_1 = q_2 = (A - t') / 3$$, where $A = \alpha - c$

Then, companies plan carbon emission reduction strategy and during the second stage, still calculate the partial derivatives of profit function to emission reduction amount. Note that, cooperative R&D situations (“ERC” where $0 < u_1, u_2 < 1$ and “ERJV” where $u_1 = u_2 = 1$) ask that total profit of two companies reaches the top while competitive R&D situation (where $0 < u_1, u_2 < 1$) means that each company cares only about its profit maximum. Final results are displayed in table 1. Note that, in the no spillover effect scenario, profit would not be influenced by the spillover effect parameters (as $u_1 = u_2 = 0$), so the results for competitive strategy and cooperative strategy are the same.

When it comes to the first stage, take results containing key variables “carbon tax” from stage 3 and stage 2 into the total social utility functions and get the partial derivatives of social functions to the carbon tax to get the optimal uniform carbon tax rate as showed in table 1.

Judging from table 1, under same tax scenarios and regardless of government optimizing total utility, environment research joint venture ($u_1 = u_2 = 1$) reduces more than any other strategy, even all of these scenarios would produce same quantities.

Further, it can be proved that $t^{***} > t^{**} > t' > t^{****}$ with respect to $d$ given other parameters in optimal carbon tax formula remain unchanged. That is to say, optimal carbon tax under environment research joint venture is higher than that of environment R&D cartel, that of competitive strategy with spillover effect considered and that of no spillover effect scenario, respectively. And again, it could be confirmed that environment research joint venture would reduce much more pollution than any other three strategy.

**CONCLUSIONS**

This paper studies the optimal uniform carbon tax imposed by government in Duopoly companies in order to pursue total social utility under four scenarios, namely, scenario where duopoly companies compete in both product market and emission reduction R&D, scenarios where duopoly companies only compete in product market and collaborate in emission reduction (if they do not fully share information, then it is “environmental cartel”; otherwise, it is “environmental research joint venture”) and scenario where no spillover effect exists. Observing the quantity, emission reduction and total social welfare, it is concluded that environmental research joint venture dominates the other three under same carbon tax. Furthermore, this paper studies the stock price of duopoly companies and finds a negative relationship between carbon tax and stock price. Compared with other three scenarios, companies adopt environmental research joint venture strategy enjoys the highest stock price (i.e. the highest personal wealth for stockholders), and the stock prices of other two scenarios, scenario where companies competes in R&D with spillover effect considered and scenario with no spillover effect, are somewhat identical.

However, some questions should also be paid attention when carbon tax is imposed in reality. First, as discussed above, China has a strong wish to impose carbon tax but now has not yet conducted such action, so the inverse demand presented
function and other parameters here are just used to analyze, true parameters should be studied in careful manner to get satisfactory result to make government policy more powerful and useful. Also, note that collaboration in R&D (environmental research joint venture then environmental cartel) is always good for duopoly companies to conduct; however, companies would more likely tend to take part in seeking rent rather than collaboration in R&D (see Fig 2, take environmental cartel scenario for example).

Fig. 2. Rent-seeking problems

As discussed above, quantity and profit would decrease with increased carbon tax and the highest quantity and corresponding profit lie in the point that no carbon tax is imposed, so the duopoly companies may use their market power or other means to persuade, bribe or even threaten the government to set lower carbon tax far from the optimal one. Therefore, even the collaboration strategy (that is “environmental research joint venture”) dominates other strategies, how to make sure such strategy to come into reality or conduct effectively really matters.

Acknowledgements: This work is supported by National Social Science Fund(Grant No.14BJL002), The Ministry of education of Humanities and Social Science project (Grant No.11YJA790204) and the Fundamental Research Funds for the Central Universities.

REFERENCES

**BULGARIAN CHEMICAL COMMUNICATIONS**

**Instructions about Preparation of Manuscripts**

**General remarks:** Manuscripts are submitted in English by e-mail or by mail (in duplicate). The text must be typed double-spaced, on A4 format paper using Times New Roman font size 12, normal character spacing. The manuscript should not exceed 15 pages (about 3500 words), including photographs, tables, drawings, formulae, etc. Authors are requested to use margins of 3 cm on all sides. For mail submission hard copies, made by a clearly legible duplication process, are requested. Manuscripts should be subdivided into labelled sections, e.g. *Introduction, Experimental, Results and Discussion, etc.*

**The title page** comprises headline, author’s names and affiliations, abstract and key words.

Attention is drawn to the following:

a) **The title** of the manuscript should reflect concisely the purpose and findings of the work. Abbreviations, symbols, chemical formulas, references and footnotes should be avoided. If indispensable, abbreviations and formulas should be given in parentheses immediately after the respective full form.

b) **The author**’s first and middle name initials, and family name in full should be given, followed by the address (or addresses) of the contributing laboratory (laboratories). **The affiliation** of the author(s) should be listed in detail (no abbreviations!). The author to whom correspondence and/or inquiries should be sent should be indicated by asterisk (*).

**The abstract** should be self-explanatory and intelligible without any references to the text and containing not more than 250 words. It should be followed by key words (not more than six).

**References** should be numbered sequentially in the order, in which they are cited in the text. The numbers in the text should be enclosed in brackets [2], [5, 6], [9–12], etc., set on the text line. References, typed with double spacing, are to be listed in numerical order on a separate sheet. All references are to be given in Latin letters. The names of the authors are given without inversion. Titles of journals must be abbreviated according to Chemical Abstracts and given in italics, the volume is typed in bold, the initial page is given and the year in parentheses. Attention is drawn to the following conventions:

a) The names of all authors of a certain publications should be given. The use of “et al.” in the list of references is not acceptable.

b) Only the initials of the first and middle names should be given.

In the manuscripts, the reference to author(s) of cited works should be made without giving initials, e.g. “Bush and Smith [7] pioneered...”. If the reference carries the names of three or more authors it should be quoted as “Bush *et al.* [7]”, if Bush is the first author, or as “Bush and co-workers [7]”, if Bush is the senior author.

**Footnotes** should be reduced to a minimum. Each footnote should be typed double-spaced at the bottom of the page, on which its subject is first mentioned.

**Tables** are numbered with Arabic numerals on the left-hand top. Each table should be referred to in the text. Column headings should be as short as possible but they must define units unambiguously. The units are to be separated from the preceding symbols by a comma or brackets.

Note: The following format should be used when figures, equations, etc. are referred to the text (followed by the respective numbers): Fig., Eqns., Table, Scheme.

**Schemes and figures.** Each manuscript (hard copy) should contain or be accompanied by the respective illustrative material as well as by the respective figure captions in a separate file (sheet). As far as presentation of units is concerned, SI units are to be used. However, some non-SI units are also acceptable, such as °C, ml, l, etc.

The author(s) name(s), the title of the manuscript, the number of drawings, photographs, diagrams, etc., should be written in black pencil on the back of the illustrative material (hard copies) in accordance with the list enclosed. Avoid using more than 6 (12 for reviews, respectively) figures in the manuscript. Since most of the illustrative materials are to be presented as 8-cm wide pictures, attention should be paid that all axis titles, numerals, legend(s) and texts are legible.

The authors are asked to submit the final text (after the manuscript has been accepted for publication) in electronic form either by e-mail or mail on a 3.5” diskette (CD) using a PC Word-processor. The main text, list of references, tables and figure captions should be saved in separate files (as *.rtf or *.doc) with clearly identifiable file names. It is essential that the name and version of
the word-processing program and the format of the
text files is clearly indicated. It is recommended that
the pictures are presented in *.tif, *.jpg, *.cdr or
*.bmp format, the equations are written using
“Equation Editor” and chemical reaction schemes
are written using ISIS Draw or ChemDraw
programme.

Examples for presentation of references

References

CONTENTS

A.J. Shao, Z.G. Li, S.W. Wang, The factor analysis of environment changes on groundwater .................. 9
C.G. Zhang, G.L. Zhang, M.H. Zhang, J.G. Chen, Distribution and magnetic features of igneous rocks in the Gaize-Nima area of Tibet plateau based on magnetic data .............................................................. 14
B. Bai, S. Jiang, Thermally induced pore pressure and consolidation volumetric strain for saturated soils .... 19
Z.J. Dai, S.X. Chen, J. Li, The water storage capacity and hydraulic conductivity of different expansive soils ... 25
Q.W. Yu, L. Zhang, Financial crisis early-warning model for listed company in china energy industry based on logistic regression .......................................................... 31
L.L. Tan, X.M. Tian, H. Fan, F. H. Zhang, H.J. Wang, Y.B. Li, C. Fei, K.Y. Wang, Effect of polymer compounds on base ions of salinized soil .................................................. 37
M.-Y. Chen, Y.-S. Perng, Application of the bootstrap panel method an empirical study of the granger causality between carbon dioxide emissions and economic growth in emerging countries ............................................. 42
Z.Z. Li, J.Q. Su, Evaluating air quality through aerial demand function and an application evaluating air quality .................................................. 47
H.D. Wen, J. Dai, CO$_2$ emissions and economic growth nexus in China: A cointegration analysis of the four-stage environmental Kuznets Curve .................................................. 59
X. Yu, X. Rui, D. Zhang, S. Yao, Y. Song, W. Sun, L. Zhu, L. Wu, Extraction and tracking method of drop zone of storm cells based on modified SCIT algorithms .................................................. 64
P. Sun, R.-J. Li, O. Igwe, H. Luo, A new formula of loess earth pressures based on the joint strength theory ....... 78
J.C. Cao, H. Zhou, S. Chen, L. Shi, J. Zhou, Influence of Cu-Fe alloy on the transient thermal characteristics of IMCCR under two special operating conditions .................................................. 83
T.R. Zhao, Empirical study of effect of financial capital on sustainable economic development in western rural China .......................................................................................................................... 90
L.J. Li, Y.L. Li, X.Y. Li, On coordinated development of BTH urban agglomeration subjected to atmospheric environmental capacity .................................................................................................................. 95
Q.L. Chang, W.J. Tang, H.Q. Zhou, J.B. Bai, Study and application of repeated mining with paste backfill to recover remaining strip pillars .......................................................................................... 101
A.J. Shao, S.W. Wang, X. Chen, Experimental determination of coefficient of soil hydrodynamic dispersion ...... 113
G. Feng, F. Zhao, P. Zhuang, X. Huang, T. Zhang, X. Shi, Changes in blood biochemical parameters and enzyme activity of juvenile Chinese sturgeon Acipenser sinensis during starvation .................................................................................................................. 119
S.H. Sun, G.Z. Huang, Y. Wang, Q. Bi, Health risk assessment of the volatile organic compounds in children's toys .......................................................................................................................... 124
J.C. Tu, J. Lin, F. Wei, G. Cheng, G. Zeng, H. Wei, Study of enhancing excess sludge broken walls by alkali coupling organic solvents .................................................................................................................. 129
W. Li, Calculation of growth process of nanostructured materials .............................................................................. 140
J. Zhao, Y. L. Wu, Y.Q. Ji, Calculation and applied analysis of natural gas hydrate saturation based on experimental data .......................................................................................................................... 145
D.P. Xia, H. Nan, X.B. Su, Y. Bai, X. Chen, Comparative experimental study of hydrogen and methane with coal cogeneration system and methan of single-phase production .................................................................................................................. 155
X.S. Chen, Y.L. Zhang, Study on the wet inside filtration theory of fiber layer for dust particles based on equivalent analogy hypothesis algorithm .................................................................................................................. 161
Z. He, X.Y. Sun, X. Gu, J. He, Effect of key parameters on the secondary combustion efficiency of boron-containing gas .......................................................................................................................... 167
Y.H. Yang, X.B. Chen, C.Y. Jiang, Optimization for adsorption separation process of simulated moving bed based on moving asymptotes algorithm .................................................................................................................. 172
H. Sun, Y.F. Cao, X.L. Yang, L.Q. Wang, X.C.Zhang, Investigation of the process and performance of a molding wood substitute packaging material .................................................................................................................. 179
X.J. Yang, L.D. Duan, Seed germination of Vicia hirsuta (Linn.) S.F.Gray ........................................................................... 186
C.Y. Xu, C.Y. Hao, Research on vegetation spatial heterogeneity in longitudinal range-gorge region of Yunnan province, China ................................................................. 192

M.J. Zhang, Y.H. Yang, H.Q. Zhang, Study on the computing methods of mixed layer depth and gradation based on sand wave motion ........................................................................... 198

J. Zhang, A. Chen, M. Babaee, L. Wang, Y. Qiao, Development of traditional and herbal Chinese medicine (chemical and biochemical perspectives) with emphasis on legal systems ........................................ 204

A.J. Shao, L.Y. Zhao, S.W. Wang, The factor analysis of climatic change on water resource: a case study in Haihe river basin of Hebei province ......................................................... 209

F. Zhang, The strategy choice of company in environmental research with government imposing carbon tax ...... 214

INSTRUCTIONS TO THE AUTHORS .............................................................................................................. 219