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A numerical energy balance model has been proposed in this work for predicting the thermal performances of solar-geothermal 
hybrid source heat pumps in winter climates of Kazakhstan. The numerical simulation was performed for the year round continental 
climate conditions. The energy balance model has been developed based on first law of thermodynamics. The proposed heat pump 
configuration is working in solar mode during sunshine hours and geothermal model during off sunshine hours. Moreover, the system 
is operating in solar-geothermal hybrid model to meet the evaporator load during insufficient availability of solar and geothermal 
sources. The energy performance comparison between conventional geothermal source and solar-ground hybrid source heat pump 
configurations has been made. The influences of solar intensity, ambient temperature, heat pump operating temperatures are 
discussed.  

Keywords: Solar-geothermal source hybrid heat pump; Heat transfer; Numerical simulation.   

INTRODUCTION 

Heat pump is an energy efficient device due to 
its capability to deliver more heat output than the 
work input [1]. The performance of the heat pump 
systems are improved using renewable energy 
sources such as, ambient, solar, geo-thermal and 
its hybrid forms [2]. The continental climate 
regions are facing with large fluctuations of 
annual ambient temperature during the day time in 
winter and drops below -20 ºС. The availability of 
solar radiation and length of sunshine is not 
sufficient during winter in the continental climatic 
conditions like, Kazakhstan, Russia, China, 
Ukraine, Uzbekistan and North America. Hence, it 
is necessary to integrate the solar and geothermal 
hybrid sources of energy with the heat pump 
systems to improve the performance of heat pump 
systems. Many research and developments have 
been progressed with solar-geothermal heat pump 
system in the continental climatic regions, which 
are summarized in earlier literature reviews [3-5].  

From recent studies in the field of solar-
geothermal hybrid source heat pumps, it can be 
noted the following papers [6-14]. In [6] an 
optimization method for the design and operation 
of a  hybrid  solar  geothermal  source  heat  pump  
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was described. The system studied consists of 
solar thermal collectors, borehole heat exchanger, 
a heat pump, natural gas boiler and a stratified 
daily storage tank. In [7] 2000 sets of performance 
data collected from solar-assisted geothermal 
source heat pump systems that keep operating 
over 20 years were simulated. The thermal 
performance of a solar-geothermal source heat 
pump system operated in different dual heat 
source coupling modes were studied 
experimentally [8]. The average unit COP and 
collecting efficiency for the solar and geothermal 
source combination mode are 3.61 and 51.5%. 
The suitable collector area and geothermal source 
heat exchangers number are found to be 80 m2 and 
9, respectively. To eliminate the effect of 
geothermal thermal imbalance and minimizing 
system lifetime cost, paper [9] focuses on 
combining a geothermal source heat pump system 
with a solar thermal array. Three buildings were 
investigated for use with the solar-assisted 
geothermal source heat pump system, which had 
heating-to-cooling load ratios of 20.4:1, 8.6:1, and 
1.2:1. Numerical modelling of transient soil 
temperature distribution for horizontal geothermal 
heat exchanger of geothermal source heat pump 
was presented in [10]. When the system is 
operated using the geothermal source heat pump 
at the end of the 10-year heating period, the 
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average soil temperature in solution domain and 
soil temperature around the pipe are found to 
decrease by approximately 2.5 ºC, 0.7 ºC for 
Qmax=21 W/m, respectively. The decrease in these 
temperatures will increase if the heat drawn from 
the soil per unit pipe length increases. A solar 
photovoltaic/thermal-geothermal source heat 
pump was proposed in [11] to solve the problems 
of energy shortage and high energy-consuming 
buildings. According to the results 
photovoltaic/thermal-geothermal source heat 
pump system can reduce the temperature of 
photovoltaic/thermal modules as high as 10 ºС, 
and improve the efficiency of electricity 
production by 25%, simultaneously with average 
COP equal to 3. Combined operation of solar 
thermal and geothermal source heat pump was 
applied in [12]. According to the results the 
assistant of solar thermal, heat pump could work 
temporarily, with a COP of 5.2 in the day. A 
hybrid solar geothermal source heat pump system 
was presented in [13]. 32% of the electrical 
energy consumption in the hybrid solar 
geothermal source heat pump system could be 
saved if the load circulation pump was turned off 
when no fan-coil was running, rather than always 
keeping it running at all times. Exergy analysis of 
a hybrid ground-source heat pump system was 
conducted in [14]. The true exergy performance of 
the system in heating mode (̴ 30%) is twice as 
high as for cooling mode (̴ 15%), while the natural 
exergy performance is considerably better in 
cooling mode (̴ 26% to ̴ 3%). 

The cited literature confirmed that, many 
research and development initiatives have been 
already progresses on solar-geothermal heat pump 
systems. However, there is no specific work has 
been reported on Kazakhstan climatic conditions. 
Hence, a numerical heat transfer model has been 
developed for solar-geothermal hybrid heat pump 
system for the climatic conditions of Almaty in 
Kazakhstan. In addition, the influence of solar 
radiation, ambient temperature and heat pump 
operating temperatures (condenser and 
evaporator) were discussed.  

DESCRIPTION OF THE HYBRID SYSTEM 

The schematic illustration of solar-geothermal 
source hybrid heat pump (SGSHHP) used for 
space heating and domestic hot water applications 
is shown in Fig. 1. The SGSHHP consists three 
circuits namely, solar and geothermal hybrid 
source circuit I, heat pump circuit II and water 
heating III. The heat pump circuit II consists of all 

the basic components such as, compressor 6, 
condenser 3’, expansion valve 7 and plate type 
evaporator 3. In addition, the accessories such as, 
sight glass, liquid receiver, filter-drier have been 
used to enhance the performance of the system. 
The pressure and temperature controls have been 
used to control the system operating parameters. 
The solar-geothermal circuit I consists of two 
solar thermal collectors 1, geothermal heat 
exchangers 4, two centrifugal pumps 5, 5’ and 
solenoid flow control valves 2, 2’, 2’’. The hot 
water circuit III consists of pump 5’, hot water 
storage tank 8, plate type heat exchanger 3’, room 
radiators 9 and hot water utilization 9’.   

 

 
 

Fig.1. Solar-geothermal hybrid source heat pump  
 

The system is operating in following two 
modes: (i) solar thermal mode and (ii) solar-
geothermal hybrid heat pump mode. In solar 
thermal mode, the harvested solar energy through 
the solar collectors is directly transferred and 
stored in hot water storage tank for domestic 
water heating and space heating applications using 
ethylene glycol. In the solar-geothermal hybrid 
heat pump mode, the harvested solar energy is 
enhanced with the geothermal source heat 
exchanger. In heat pump mode, the ethylene 
glycol is circulated through the solar collectors for 
harvesting the solar energy and the circulated 
through the geothermal heat exchangers for 
extracting the geothermal energy. The combined 
solar-geothermal hybrid source is used in the 
evaporator of a heat pump. The compression heat 
pump absorbs the solar-geothermal heat and 
enhance to the room space heating requirements.   

During peak sunshine hours, the solar energy is 
harvested by solar collectors and transferred 
directly to the storage tank. During lean and off 
sunshine hours, the hybrid forms solar energy 
(harvested in the solar collectors) and geothermal 
heat energy (energy extracted by geothermal heat 
exchangers) are utilized in the evaporator of a heat 
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pump for further enhancement. The flow of 
ethylene glycol through the solar collectors and 
geothermal heat exchangers are controlled by a 
solenoid direction control valves. In the daytime, 
when solar radiation is available, the excess heat 
obtained by the working fluid from solar 
collectors heats the soil around the ground source 
heat exchanger, thereby increasing the thermal 
potential of the soil. At night, in the absence of 
solar radiation, the working fluid after the 
evaporator 3 enters the ground source heat 
exchanger through the solar collectors, where the 
heat loss due to good insulation of the absorber is 
insignificant.  

MATHEMATICAL MODEL 

The mathematical model contains three basic 
equations: two-dimensional heat transfer equation 
for a solar thermal collector (1), which includes a 
main panel and a copper coil; energy conservation 
equations for the flow of a heat transfer fluid 
(antifreeze) in a solar collector tube (8) and in a 
vertical type geothermal source heat exchanger 
(9). 

The two-dimensional heat transfer equation of 
a thermal collector. The thermal collector consists 
of two elements: copper coil, copper plate 
(absorber). By neglecting the thermal resistance at 
the contact surface, the temperature of these two 
elements is assumed to be the same on any 
reference volume. The equation of thermal 
conductivity of each control volume with a 
concentrated mass cm , specific heat cC  and 

thermal conductivity c  is written in the form: 
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where G  is solar radiation;  c  - effective 

absorptivity of the thermal collector; ca  and 

car ,  - coefficients of convective and radiative 

heat transfer between the collector and the 
environment; bR  – thermal resistance between the 

back side of the heat collector and the 
environment; ycl ,  and zcl ,  - effective thickness 

along the Y and Z directions, respectively. 

The above parameters are given by: 
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where  с  - absorptivity of the solar collector 

absorber; c  and r  - transmissivity and reflective 

capacity of the absorber; windu  - wind speed; skyT  

- sky temperature, which defined as  
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where 1  and 2  - the angles of incidence and 
refraction of sunlight. 

Equations of energy conservation for working 
fluid (antifreeze) flow. The process of transfer of 
the working fluid in the coil of the evaporator and 
in the tube of the geothermal heat exchanger can 
be described by a mathematical system of partial 
differential equations, which is based on the laws 
of conservation of energy of the fluid. The 
following assumptions were made: 

- working fluid flow is one-dimensional and 
incompressible; 

- the change of the kinetic and potential energy 
in the energy equation is neglected. 

With the above assumptions, a simplified 
model of the flow of working fluid can be written 
as: 

Energy conservation equation of working fluid  
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where mf – fluid mass, Сf – specific heat, αf – heat 
transfer coefficient in the solar collector tube, Rg-f 

– thermal resistance between the working fluid 
and the environment (ground). 
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where lU-pipe – the thickness of pipe wall, λU-pipe – 
thermal conductivity of pipe wall. The working 
fluid and ground temperature change along the U-
pipe heat exchanger. Instead of separately 
calculating the heat balance equation for the pipe 
wall, the influence of the pipe wall on the heat 
exchange between the soil and the working fluid 
was taken into account through the thermal 
resistance coefficient (10). 

METHOD OF SOLUTION 

In order to solve the above system of equations 
(1)-(10) it is necessary to set the initial 
temperature distribution of the heat collectors. In 
addition, it is necessary to set the input data for 
solar insolation, ambient temperature, physical 
properties of used materials and working fluid 
flow. In order to investigate the dynamic behavior 
of the thermal evaporator and working fluid a 
computer program in C++ has been developed.   

The program begins with setting the necessary 
initial conditions for the physical parameters 
(Tab.1).  

 
Table 1. System parameters  
 

Density of absorber ρc 8920 kg/m3 
Heat capacity of 
absorber 

Cc 385 J/kg·K 

Thermal conductivity 
of absorber 

λc 401 W/m·K 

Emissivity coefficient 
of absorber 

εc 0.05 

Absorptivity 
coefficient of absorber 

βc 0.95 

Stefan-Boltzman 
coefficient 

σ 5.67·10-8 
W/m2·K4 

Heat transfer 
coefficient of working 
fluid 

αf 5.6 W/m2·K 

Density of working 
fluid 

ρf 1055 kg/m3  

Heat capacity of 
working fluid 

Cf 3620 J/kg·K 

Thermal conductivity 
of U-pipe material 

λU-pipe 2.5 W/m·K 

 

As the initial conditions for the solar collector 
temperature Tc, working fluid temperature Tf the 
ambient temperature was taken. On the ground 
surface, the temperature of soil is equal to ambient 
temperature. From the ground surface, the 
temperature of the soil varies up to 10 meters 
depth depending on the ambient temperature. 
After 10 meters of depth, the temperature of the 
ground is assumed equal to 10 ºС.      

Then the subprograms for calculating of solar 
collector absorber and working fluid temperatures 
distribution, for heat transfer coefficients and 
physical properties are called. This process is 
repeated until iteration is established. 

RESULTS AND DISCUSSION 

Using the above algorithm, the temperature of 
the heat collector and working fluid was 
calculated for the climatic conditions of Almaty, 
Kazakhstan. In the calculations, the corresponding 
data on solar radiation and ambient temperature 
were taken into account. 

In Fig.2 monthly average solar radiation and 
ambient temperature are shown. From the data 
shown in Fig.2, it can observe that the average 
ambient temperature in Almaty is reached 273.15 
K in the month of January and has its maximum 
value of 303.15 K in July (the dotted line in 
Fig.2). The average solar irradiance varies from 
101.55 W/m2 in December to 544.35 W/m2 in 
June (the solid line in Fig.2). 

 

 
Fig.2. Seasonal solar radiation and ambient 

temperature data 

The authors of the research have installed 
Vantage Pro2 Plus 6162C weather station, which 
provide meteorological data (wind speed, wind 
direction, air temperature, humidity, barometric 
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pressure, rainfall, rainfall intensity, UV, solar 
radiation). In Fig.3 the daily solar radiation and 
ambient temperature variation for different days 
are shown.   

 

 
 

   Fig.3. Daily solar radiation and ambient temperature 
data 

 
Fig.4 shows the temperature variation of the 

solar collector as a function of the months 
according to equation (1). 

 

 
Fig.4. Seasonal temperature variation in the solar 

collector 

From the numerical results presented in Fig.4 
the maximum temperature of the solar thermal 
collector is achieved in the summer season. The 
behavior of temperature profiles is similar to the 
behavior of solar radiation, shown in Fig.2. The 
figure shows that the temperature of the thermal 
collector increases in summer, reaching a 
maximum in July 319.06 K. The difference 
between the temperatures of the absorber and the 

environment is 2.77 K in the month of January 
and 15.91 K in the month of June. This effect is 
due to the different values of solar radiation in 
different season. 

 

 
 

Fig.5. Daily temperature variation in the solar 
collector 

 
According to the Fig.5 for the daily absorber 

plate temperature variation same behavior as in 
seasonal case is observed. During nighttime, 
without solar radiation and with the cold sky 
temperature, absorber plate temperature is 1-2% 
lower, than ambient temperature. This is an 
indicator that, in the absence of solar radiation, 
heat losses from the solar collector are small.    

Fig.6 shows the daily temperature variation of 
the working fluid at the outlet of the solar 
collector tube and the geothermal heat exchanger 
depending on the hours according to the system of 
equations (8) - (9) for 30.10.2018.  

 
 

Fig.6. The temperature of working fluid in solar and 
geothermal collectors (30.10.2018) 
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Fig.7 shows the same daily temperature 

variation for 02.12.2018. 
 

 
 

Fig.7. The temperature of working fluid in solar and 
geothermal collectors (02.12.2018) 

 
From Fig.6-7 it can be seen that the working 

fluid temperature at the outlet of the solar 
collector depends on the ambient temperature and 
solar radiation. At the same time, the temperature 
of the working fluid at the outlet of the geothermal 
source heat exchanger is independent of the 
ambient temperature. During the daytime with the 
consistent use of a ground collector and solar 
collector, excessive solar energy is transferred to 
heat the ground, and in the absence of solar 
energy (nighttime), this heat from the ground is 
used for the heat pump evaporator. To obtain high 
heat pump COP and +50 - +60 ºС in heating 
circuit (space heating and DHW) with a high 
volumetric compressor efficiency, a positive 
temperature of +5 - +10 ºС is sufficient for the 
refrigerant evaporation. Therefore, the combined 
use of two low-potential heat sources – solar and 
ground collectors is recommended for a heat 
pump evaporator in continental climatic 
conditions. In the proposed SGSHHP 
configuration of the heat pump, the ground heat 
potential is constantly maintained by solar 
collectors.     

Also, according to the SGSHHP configuration 
the system can operate in energy efficient mode, 
where with sufficient solar radiation, the heat 
pump circuit can be switched off, and system 
operate as direct solar water heating. 

Two-dimensional results of the temperature 
distribution in the solar thermal collector absorber 

plate were also presented in Fig.8. The grid size is 
50x100 (Fig.8a).   

 

a)  

b) c)  

Fig.8. Temperature distribution in the solar thermal 
collector absorber plate (a – numerical grid, b –January 
month, c – July month) 

CONCLUSIONS 

Numerical estimation of hybrid solar-
geothermal source heat pump thermal 
performance in terms of solar thermal collector 
and geothermal source heat exchanger operation 
for meteorological conditions of Almaty, 
Kazakhstan has been conducted. A mathematical 
model, numerical algorithm and computer 
program for calculating of solar collector and 
geothermal source heat exchanger performance 
parameters has been developed. Numerical 
calculations showed the efficiency of using a 
hybrid solar-geothermal heat source for heat pump 
operation. 
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NOMENCLATURE 

A - surface area, m2 

C - specific heat, J/(kg K) 
G - solar irradiance, W/m2 

l - effective thickness, m 
m - mass, kg 
R - thermal resistance, K/W 
r - reflectivity, – 
T - temperature, K 
t - time, s 
u - flow velocity, m/s 

Subscripts 

a - air; ambient 
b - back 
c - thermal collector 
r - radiation 
f                  -     working fluid  
g - ground 

Greek letters 

α - heat transfer coefficient,  
W/(m2 K) 

β - absorptivity, – 
ε - emissivity, – 
θ - angle, degree 
λ - thermal conductivity, W/(m K) 
ρ - average density, kg/m3 

σ - Stefan–Boltzman constant, 
W/(m2 K4) 

(τβ) - effective absorptivity 
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Electrical and thermal output characteristics investigation on a solar trough 
concentrating PV/T system 

Jinkang Wang, Xu Ji*, Qiang Wang, Rongkang Fan, Guoliang Li, Ming Li 
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A solar through concentrating photovoltaic/ thermal system with 1.8m2 concentrator was constructed and characterized. The 
space silicon solar cells were employed as the electricity output unit. The electrical output characteristic and the thermal output 
characteristic of the system were thoroughly investigated when the PV/T composite receiver was placed ahead of the focal plane at 
different defocus distances. The effect of the aperture width of the concentrator on the performance of solar cells was also 
investigated. The maximum output power of solar cells was 22.37W and the solar cells' efficiency was 2.74% when the PV/T 
composite receiver was 5cm ahead of the focal plane and the aperture width was 157cm. The output power 17.92W and the 
maximum efficiency 5.71% of solar cells were achieved when the PV/T composite receiver was 3cm ahead of the focal plane and the 
aperture width was 57cm. The maximum system thermal efficiency of 58.9% was reached when the PV/T composite receiver was 
1cm ahead of the focal plane and the aperture width was 157cm. With the condition, the temperature rise of the working medium was 
0.68  and the solar cells' efficiency was 2.2%.   

Keywords: solar trough concentrator, PV/T, electrical output characteristic, thermal output characteristic 

INTRODUCTION 

Photovoltaic power generation has become one 
of the important ways for the utilization of 
renewable energy. However, the low energy flux 
density and uneven distribution of solar irradiation 
have a negative impact on the performance and cost 
of photovoltaic power generation. The 
concentrating technology can significantly increase 
the energy flux density on the solar cells' surface 
and the power generation per unit area solar cell, 
however it makes the solar cells' temperature rise 
and deteriorates the efficiency. The forced 
circulation of the cooling working fluid on the back 
of solar cells can maintain the electrical 
performance of solar cells, and recover the heat 
generated under the condition of solar 
concentration, thus improve the comprehensive 
utilization of solar energy and realize the combined 
heat and power generation. 

In the late 1970s and early 1980s, Russel [1,2], 
Florschuetz [3] and Hendrie [4], adopted firstly the 
forced circulation of the working fluid on the back 
of the solar panel to cool the solar cell and recover 
the heat energy. Dupevrat employed a simple 2D 
model to study some configurations of glazed PV/T 
collector, and selected the most appropriate concept 
configuration and suitable material properties [5]. 
Amrizal proposed a hybrid PV/T dynamic model to 
predict the power output in any climate [6]. Silva 
employed  the  modular  environment  of  Simulink/ 
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Matlab to model individual PV/T system 
components, and simulated hybrid PV/T systems 
[7]. Kumar analyzed the life cycle cost of a single 
slope passive and hybrid photovoltaic (PV/T) active 
solar stills, and estimated the payback periods [8]. 
Sok conducted outdoor experiments with a 
prototype PV/T water-heating system. The annual 
thermal and electrical performances were analyzed 
under the climatic conditions of Beijing [9]. Huang 
introduced the concept of primary-energy saving 
efficiency to evaluate a PV/T system, and 
demonstrated a good thermal efficiency of the solar 
PV/T collector made from a corrugated 
polycarbonate panel [10]. Bernardo proposed a 
complete methodology to characterize, simulate 
and evaluate concentrating PV/T system and 
experimentally determined the hybrid parameters 
[11]. Pei presented a heat pipe-type PV/T system 
and studied the performances of the system 
with/without glass cover. The glass-covered system 
had a higher average photothermal efficiency,  
however a lower photoelectric efficiency [12]. Shan 
proposed a dynamic performances modeling of a 
PV/T collector with water heating in buildings and 
concluded that the less series-connected PV 
modules, the lower inlet temperature of water and 
the higher mass flow rate of water resulted in the 
high photovoltaic efficiency [13]. Chaabane 
established a low concentrating PV system and a 
PV/T system, and tested their output performances 
in spring climatic condition of Tunisia [14]. Jiang 
established the optical model of a two-stage 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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parabolic trough concentrating PV/T system based 
on spectral beam splitting technology. With the 
beam splitting filter, the heat load of the cells was 
reduced by 20.7%, and the overall optical 
efficiency was about 0.764 [15]. Francesco 
proposed a finite-volume model for a parabolic 
trough PV/T receiver, and carried out energetic and 
exergetic analyses [16,17]. Kalogirou proposed a 
model for analyzing the thermal performance of 
parabolic trough collector receiver [18]. Zhai 
proposed a small scale hybrid solar heating, chilling 
and power generation system. The evaluation of an 
annual energy and exergy efficiency under the 
climate of northwestern China found that the main 
energy and exergy loss were brought by the 
parabolic trough collector [19]. Khaled presented a 
new design of hybrid collectors for domestic air 
heating and electricity production, which gave good 
thermal and electric performances compared to the 
traditional hybrid collectors. Besides the guaranteed 
supply of electric power, the useful thermal power 
obtained was about 290 W while thermal efficiency 
was around 48% [20]. Karima designed different 
(PV/T) hybrid solar collectors and conducted 
outdoor test in Iraq climate conditions. The 
combined efficiency of collector model with double 
duct and single pass is higher than that of model 
with single duct and double pass and model with 
single duct and single pass [21]. Li characterized 
the electrical and thermal performances of a 2m2 
TCPV/T system with an energy flux ratio 10.27 and 
a 10m2 TCPV/T system with an energy flux ratio of 
20 [22-24]. Ji developed a two-stage PV/T system 
and studied energy comprehensive utilization of the 
system [25,26]. 

The paper developed a solar trough 
concentrating photovoltaic/thermal system 
(TCPV/T) with 1.8m2 trough concentrator. The 
composite receiver with solar cells on its surface 
was placed on the focal plane, ahead of the focal 
plane to characterize the electrical and thermal 
output performance of the system. The effect of the 
aperture width of the trough concentrator on the 
performance of solar cells was also investigated. 

EXPERIMENTAL SETUP 

Fig.1 is the schematic diagram and photo of the 
solar trough concentrating PV/T system. The 
combined heating and power system is composed 
of trough concentrator, composite receiver, two 
axis sun tracking unit, pump for driving working 
fluid and water storage tank. The composite 
receiver is made of aluminium with small thermal 
resistance and good thermal conductivity. The 

space single crystal silicon solar cell is adhered on 
the surface of the composite receiver by employing 
insulating and heat conduction double-sided tape. 
The trough concentrator driven by a two-axis sun 
tracking unit converged solar irradiation on the 
solar cells. The energy flux density on the solar 
cells increased significantly (the concentration 
ratio of the system 10.3). The working fluid - 
water is driven to flow through the back cavity of 
the composite receiver by a pump and carries away 
the produced heat. Therefore, the solar cells work at 
a relatively low temperature, and their efficiencies 
are improved. At the same time, the thermal energy 
at a certain temperature is output. 
 

 
(a)Schematic view of PV/T system 

 
(b)Picture of Solar trough concentrating PV/T system 

Fig.1. Solar trough concentrating PV/T system 

The area of the trough concentrator is 1.8m2 

(length 1.16m, aperture width 1.57m), the focal 
length is 1.06m, and the mirror optical efficiency is 
0.7. The tracking accuracy of the dual axis tracking 
unit with photoelectric passive sensor, is 0.85. The 
electrical output unit is composed of 9 space silicon 
solar cell in series, each of which is 71mm×62mm, 
with short circuit current 1.45A and open circuit 
voltage 0.5V. The length of the composite receiver 
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is 80cm. TRM-2 and TRM-FD1 were respectively 
employed to record the meteorological data and the 
working fluid's temperatures in different positions. 
The soar direct radiation was recorded by direct 
radiation meter TBS-2-2 with the precision of 2%. 
The temperatures of the working fluid were sensed 
by the thermocouples with the precision of 0.2℃. 
The mass flow rate of the working fluid was 
measured by the turbine flowmeter with the 
precision of 1%. The air velocity transducer EC-9S 
(X) with the precision (0.3+0.03V) was adopted to 
measure the wind speed and wind direction. The 
above instruments are all produced by China 
Jinzhou Sunshine Tech. Co., Ltd. The Fluke 
infrared thermometer with the accuracy of 1% was 
used to measure the solar cells' temperature. 

RESULTS AND DISCUSSIONS 

In our PV/T system, the maximum power(Pm) 
and efficiency(ηelec) of solar cell can be obtained 
as, 

m mp mpP I V                                      (1) 

 m
elec

D

P

AG



                                  (2) 

Where, Pm is the maximum power; Imp is the 
current corresponding to the maximum power; Vmp 
is the voltage corresponding to the maximum 
power; ηelec is solar cell efficiency; μ is the optical 
efficiency of the trough concentrator, 0.7; A is the 
effective area of the trough concentrator; and GD is 
the direct solar radiation. 

The instantaneous thermal efficiency (ηth) is 
obtained as, 

( )p o i
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D

mc T T
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                           （3） 
Where, m is the mass flow rate of working fluid, 

Cp is the specific heat capacity of fluid at constant 
pressure, T0 is the temperature of water at outlet and 
Ti is the temperature of water at inlet. 

Tab.1 is the output performance of solar cells on 
different defocus planes with different aperture 
widths of trough concentrator. On the same defocus 
plane, with the decrease of the aperture width of the 
trough concentrator, the efficiency of solar cells 
increases and the maximum output power 
decreases. 

 With the same aperture width of the trough 
concentrator, the output performance of solar cells 
enhances with the increase of the distance between 
solar cells' surface and focal plane. When the 
aperture width is 157cm, the maximum output 

power increases from 20.45W to 22.37W, increased 
by 9.39% and the solar cells' efficiency increases 
from 2.20% to 2.74%, increased by 24.55%, with 
the increase of the defocus distance from 1cm to 
5cm. When the aperture width is 117cm, the 
maximum output power increases from 19.04W to 
22.21W, increased by 16.63%, and the solar cells' 
efficiency increases from 3.07% to 3.43%, 
increased by 11.73%, with the increase of the 
defocus distance from 1cm to 5cm. When the 
aperture width is 97cm, the maximum output power 
increases from 18.77W to 21.50W, increased by 
14.53%, and the solar cells' efficiency increases 
from 3.29% to 4.12%, increased by 25.23%, with 
the increase of the defocus distance from 1cm to 
5cm. When the aperture width is 77cm, the 
maximum output power increases from 17.95W to 
21.90W, increases by 22.01%, and the solar cells' 
efficiency increases from 4.01% to 4.98%,  
increased by 24.19%, with the increase of the 
defocus distance from 1cm to 5cm. It results from 
that the larger the defocus distance is, the larger and 
the closer to the width of the space silicon solar 
cells the spot width is. The lower the concentration 
ratio is, the more uniform the energy flux on the 
solar cells' surface is. Therefore, the better output 
performance of the solar cells is achieved.  

Table 1. Output performance of solar cells on 
different defocus planes with different aperture widths of 
trough concentrator 
---------------------------------------------------------------------------- 
Ⅰ Ⅱ Ⅲ Ⅳ Ⅴ Ⅵ 

cm cm °C w·m-2 W % 
157 1 37 1057.2 20.45 2.20 

 3 32 976 21.57 2.51 
 5 25 929 22.37 2.74 

117 1 53 947.4 19.04 3.07 
 3 66 998 20.16 3.08 
 5 40 987 22.21 3.43 

97 1 46 1051 18.77 3.29 
 3 57 1007 19.62 3.59 
 5 40 961 21.50 4.12 

77 1 39 1038.8 17.95 4.01 
 3 58 996 19.41 4.52 
 5 33 1019 21.90 4.98 

57 1 30 1024.75 16.80 5.13 
 3 56 983 17.92 5.71 
 5 40 1016 17.03 5.25 

---------------------------------------------------------------------------- 
Ⅰ. Aperture width of trough concentrator,Ⅱ. Distance 
between solar cells' surface and focal plane, Ⅲ. Surface 
temperature of solar cell, Ⅳ. Solar direct radiation, Ⅴ. 
Maximum power of solar cell, Ⅵ. Efficiency of solar cell 
 

When the distance from the focal plane is 5cm 
and the aperture width is 157cm, the maximum 
power of solar cell reaches the maximum value of 
22.37W, and the solar cells' efficiency is 2.74%. 
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When the distance from the focal plane is 3cm and 
the aperture width is 57cm, the solar cells' 
efficiency reaches the maximum value of 5.71%, 
and the maximum output power is 17.92W. 
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Fig.2. Short circuit current and maximum power 

 
Fig.2 shows the short circuit current and the 

maximum power under different aperture widths of 
trough concentrator. The short-circuit current and 
the maximum power decrease with the decrease of 
the aperture width. The short-circuit current 
decrease from 10.65A to 7.72A with the decrease 
of the aperture width from 157cm to 57cm when 
the distance between the composite receiver and the 
focal plane is 1cm, and the maximum power 
decrease from 20.45W to 16.80W. The short-circuit 
current decrease from 10.61A to 8.56A with the 
decrease of the aperture width from 157cm to 57cm 
when the distance between the composite receiver 
and the focal plane is 3cm, and the maximum 
power decrease from 21.57W to 17.92W. The 
short-circuit current decrease from 11.45A to 8.34A 
with the decrease of the aperture width from 157cm 
to 57cm when the distance between the composite 
receiver and the focal plane is 5cm. 

With the decrease of the aperture width of the 
trough concentrator, the maximum power overall 

shows a downward trend, whereas it increases a 
little bit when the aperture width is 77cm, which is 
attributed to the influence of solar cells temperature 
and the irradiance. The drop rate of the maximum 
power is smaller than that of the short-circuit 
current. The reason is that the photocurrent 
decrease with the decrease of the aperture width, 
and the influence of photocurrent on power is 
smaller than that of series resistance of solar cells 
on power loss. 
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Fig.3. Open circuit voltage and fill factor 

 
Fig.3 shows the open circuit voltage and the fill 

factor (the ratio of the product of current and 
voltage at the maximum output power point to the 
product of open-circuit voltage and short-circuit 
current can be obtained in the working curve of 
solar cells, which reflects the changing 
characteristics of the output power of solar cells 
with load) under different aperture widths of trough 
concentrator. When the distance between the 
composite receiver and the focal plane is 1cm, the 
open circuit voltage increase by 4.08% from 4.9V 
to 5.1V with the decrease of the aperture width 
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from 157cm to 57cm. When the distance between 
the composite receiver and the focal plane is 3cm, 
the open circuit voltage increased by 3.23% from 
4.95V to 5.11V with the decrease of the aperture 
width from 157cm to 57cm. When the distance 
between the composite receiver and the focal plane 
is 5cm, the open circuit voltage increased by 2.19% 
from 5.02V to 5.13V with the decrease of the 
aperture width from 157cm to 57cm. 

The maximum fill factor of 42.66% is obtained 
when the aperture width is 57cm and the distance 
between the composite receiver and the focal plane 
is 1cm. When the aperture width decreases from 
157cm to 57cm,  the open-circuit voltage increases 
by 4.08%, the short-circuit current decreases by 
27.51%, thus the maximum output power decreases 
by 17.86%. 
 

60 80 100 120 140 160
900

920

940

960

980

1000

1020

1040

1060

D
ir

ec
t r

ad
ia

ti
on

 (
W

·m
-2

)

Aperture width of the concentrator (cm)

 1 cm away from the focal plane
 3 cm away from the focal plane
 5 cm away from the focal plane

60 80 100 120 140 160

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

S
ol

ar
 c

el
ls

' e
ff

ic
ie

nc
y 

(%
)

Aperture width of the concentrator (cm)

 1 cm away from the focal plane
 3 cm away from the focal plane
 5 cm away from the focal plane

 
Fig.4. Direct radiation and solar cells' efficiency 

 
Fig.4 shows the direct radiation and the solar 

cells' efficiency under different aperture widths of 
trough concentrator. The solar cells' efficiency 
decreases by 57.12% from 5.13% to 2.2% with the 
increase of the aperture width from 57cm to 157cm 

when the distance between the composite receiver 
and the focal plane is 1cm. The solar cells' 
efficiency decreases by 56.04% from 5.71% to 
2.51% when the distance between the composite 
receiver and the focal plane is 3cm. The solar cells 
efficiency decreased by 47.81% from 5.25% to 
2.74% when the distance between the composite 
receiver and the focal plane is 5cm.  
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(a)1 cm ahead of  the focal plane 
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(b)3 cm ahead of the focal plane 
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(c)5cm ahead of the focal plane 

Fig.5. Thermal output characteristic of the PV/T 
system 
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The reason is that with the increase of the 
aperture width, the maximum peak energy flux 
density increases, the energy flux uniformity 
decreases and the solar cells' efficiency declines 
when the distance between the composite receiver 
and the focal plane is same. 

Fig.5 shows the thermal output characteristic of 
the PV/T system. When the distance between the 
composite receiver and the focal plane is 1cm, the 
temperature rise of the cooling working fluid 
flowing through the back cavity of the composite 
receiver are 0.68 , 0.45 , 0.4 , 0.3  and 
0.13 when the aperture width are respectively 
157cm, 117cm, 97cm, 77cm and 57cm. The system 
thermal efficiency of are 58.9%, 58.36%, 56.4%, 
53.91% and 32%, respectively as shown in Fig.5(a). 
The temperature rise and the thermal efficiency 
decreases by 80.88% and 45.67%, respectively 
when the aperture width decreases from 157cm to 
57cm. 

When the distance between the composite 
receiver and the focal plane is 3cm, the temperature 
rise of the cooling working fluid are 0.6 , 0.44 , 
0.37 , 0.25  and 0.12 , respectively when the 
aperture width of mirror are respectively 157cm, 
117cm, 97cm, 77cm and 57cm, and the system 
thermal efficiency are 56.29%, 55.4%, 
54.45%、46.86% and 30.79%, respectively as 
shown in Fig.5(b). The temperature rise and the 
thermal efficiency decreases by 80% and 45.3%, 
respectively when the aperture width decreases 
from 157cm to 57cm.  

When the distance between the composite 
receiver and the focal plane is 5cm, the temperature 
rise of the cooling working fluid are 0.55 , 0.43 , 
0.27 , 0.24  and 0.1 , respectively when the 
aperture width are respectively 157cm, 117cm, 
97cm, 77cm and 57cm, and the system thermal 
efficiency are 54.17%, 53.53%, 41.83%, 44.49% 
and 24.82%, respectively as shown in Fig.5(c). The 
temperature rise and the thermal efficiency of 
system decrease by 81.82% and 54.18%, 
respectively when the aperture width decreases 
from 157cm to 57cm. 

The thermal efficiency decreases with the 
decrease of the aperture width when the distance 
between the composite receiver and the focal plane 
is the same. The reason is that the small aperture 
width would result in the small solar collection area 
and the small concentrating ratio of the system, thus 
both the energy flux density gathered on the surface 
of solar cells and the system thermal efficiency 
would decrease. The maximum thermal efficiency 
of 58.9% could be obtained and the temperature 

rise of the cooling working fluid is 0.68  when the 
distance between the composite receiver and the 
focal plane is 1cm and the aperture width is 157cm. 

CONCLUSIONS 

The trough concentrating photovoltaic/thermal 
system with 1.8m2 concentrator is established with 
the space silicon solar cells as the electricity output 
unit, and the experiments are conducted. 
Experimental results indicate that the maximum 
output power of solar cells is 22.37W and the solar 
efficiency is 2.74% when the distance between the 
composite receiver and the focal plane is 5cm and 
the aperture width of the trough concentrator is 
157cm. The maximum output power of solar cells 
is 17.92W. The maximum solar cells' efficiency of 
5.71% could be obtained when the distance 
between the composite receiver and the focal plane 
is 3cm and the aperture width is 57cm. The 
maximum system thermal efficiency is 58.9%, the 
temperature rise of the cooling working fluid is 
0.68  and the solar cells' efficiency is 2.2% when 
the distance between the composite receiver and the 
focal plane is 1cm and the aperture width is 157cm. 
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Water Flow Glazing (WFG) modular unit is an innovative system specifically designed under the Horizon 2020 project 

“Industrial development of water flow glazing systems” (InDeWaG). It is a vertical-shaped module, which consists of a triple glazing 
sized 1.3 m x 3 m (one water/fluid chamber: 24 mm; one argon chamber: 16 mm). Each separate modular unit has an individual 
circulator incl. heat exchanger, a micro pump and a control unit. The circulator allows for flow rates up to 8 l/min per window. A 
novel spacer is specifically designed to assure a laminar flow of the fluid. The glazing and the circulator are enclosed by an 
aluminium frame. In this paper we investigate the thermal behaviour of WFG by using mathematical models covering all relevant 
physical processes - heat exchange, fluid flow dynamics, optical and structural behaviour as well as environmental influences. These 
models and a simulation tools integrated in the  IDA ICE program are developed within the InDeWaG project. We obtain the most 
important parameters such as thermal transmittance of the glazing U, thermal transmittance between water chamber and indoor Uw, 
and also depending on climatic and operational conditions – the flow rate vw, solar irradiation I, internal Ti and external temperatures 
Te. The climatic and operational conditions for the location of Scientific Campus II of the Bulgarian Academy of Sciences in Sofia, 
Bulgaria are used.  

Keywords:  WFG thermal transmittance, solar heat gain coefficient, water flow rate, climatic conditions   

INTRODUCTION 

In modern life, the energy consumption is 
constantly rising and buildings are among the main 
consumers. This huge energy production leads to 
increasing harmful effects on the environment. This 
was the reason that in 2016 in Paris, France the 
Kyoto Protocol (2005) was replaced.  The 
European initiatives have been focused on the 
energy consumption reduction in the EU 2020 
strategy. Moreover, the Directive 2010/31/EU 
(2010) aims to improve the energy performance of 
buildings, taking into account outdoor climatic and 
local conditions, as well as indoor climate 
requirements and cost-effectiveness.  

Energy consumption in buildings is 
approximately one third of the total energy 
consumption. This fact motivates architects and 
engineers to work towards improving energy 
efficiency and create innovative technologies for 
nearly Zero Energy Buildings (nZEB).  

In modern architecture glazing takes up most of 
the facade surface and windows increasingly 
influence the energy efficiency of the buildings. A 
huge amount of electricity is consumed to provide a 
comfort room temperature through air conditioning 
but advance glazing technologies and materials can 
be used instead to reduce energy demands and 
improve indoor environment. 

 

* To whom all correspondence should be sent: 
   miglena@phys.bas.bg 

 

Windows are the biggest part of the commercial 
buildings and provide the light and thermal 
comfort, health [1], acoustic comfort [2] and photo-
protection [3]. Processes in the windows can be 
divided into optical and thermal, although they are 
interconnected. The glass is a heat conducting 
material with a thermal conductivity that does not 
depend significantly on its composition. Its optical 
characteristics can be controlled by its appearance 
and by coating the low-emission [4] anti-reflective 
[5] or reflective coatings. Polymer films with 
different spectral properties in foil form are also 
used. Most often, the thermal insulation effect is 
achieved by used a closed gas layer between two 
glasses filled with air, argon, krypton or xenon but 
the limitations in this case are well known. 
Insulating materials from aerogels can be placed 
between the glasses [6, 7], but they are translucent 
not transparent. In order to eliminate convective 
and convective loss of windows, the gas between 
glasses is removed in the case of vacuum glazing 
[8, 9]. Heat exchange in this case is mainly radiant. 
For windows filled with Phase change materials, 
reliance is placed on the creation of an isothermal 
layer and the accumulation of heat, but they are not 
transparent [10, 11, 12]. Leakage of light through 
the windows except through shading devices is 
controlled by the use of Solar cell glazing or Smart 
windows. Big advantage of Solar cell glazing or PV 
glazing is the extraction of electricity from the 
window. Solar cell glazing products incorporating 
both transparent and translucent properties of glass 
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can be used in windows regulating daylight, solar 
thermal gain, solar shading, and solar energy gain 
by converting solar radiation into electricity [13, 
14, 15, 16, 17]. Smart windows can be divided into 
three different categories: (thermo-, photo- and 
electro-) chromic materials, liquid crystals and 
suspended particle devices [18]. The 
electrochromic materials change its colour and 
optical properties when a small DC voltage is 
applied to it. Consequently, a change occurs in 
transmittance of the visible and near infrared 
spectra. There exists electrochromic glazing based 
on both inorganic and organic materials that allows 
user control on daylighting.  ChromoGenics has an 
electrochromic foil that can be applied to existing 
windows, which shows the retrofit possibilities for 
smart windows [19]. The use of multilayer glass 
and the combination of various methods results in a 
lower U-value in the case of Multilayer glazing 
[20], Electrochromic vacuum glazing [21,22], 
Evacuated aerogel glazing. Evacuated aerogel 
glazing can be produced using monolithic silica 
aerogel [23] “Air sandwich” [24, 25].  

The Water Flow Glazing (WFG) is an 
innovative system which harvests solar energy for 
various use at large scale. It could become a 
necessary element of the nZEB facade increasing 
the daylight use, variable ventilation/conditioning 
and individual comfort control. The main goal of 
the paper is to investigate the thermal behaviour of 
WFG units and the amount of usable heat transfer. 
Three different structural combinations of WFG are 
studied at the climate zone of Sofia, Bulgaria in 
order to estimate the proper one. 

WFG MODULE PROTOTYPS 

Based on construction and architectural design 
trends and due to its unique characteristics the 
water flow glazing - WFG module is a product of 
the future. It is a vertical-shaped modular unit 
which consists of a triple glazing sized 1.3m x 3m 
(one fluid/water chamber and an argon chamber), a 
circulator allowing fast flow rates up to 8 l/min per 
window, and a modular aluminium frame that 
encloses the glazing and the circulator. WFG is a 
combination of: Active Facade with integrated 
Monitoring and Control System, Radiant Panel 
providing cooling and heating, transparent solar 
collector, Sunlight protection window and/or an 
Internal Partition wall. In the paper three different 
WFG prototypes according to the position of the 
coating and the water chamber are investigated.  
Fig.1 presents the three combinations. 

 

a) 

 

b) 

 

c) 

Fig.1. WFG modular units: a) HeatGlass, b) CoolGlass 
and c) iThermGlass. 
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HeatGlass and Cool Glass units have the 
following structure: 

 front glass pane - tempered extraclear glass 
 16 mm Argon chamber 
 8 mm float glass 
 1,52 mm PVB Saflex R Solar (SG41) 
 24 mm Water chamber 
 8 mm float glass (Planilux) 
 1,52 mm PVB Saflex R Standard Clear 

(RB11) 
 8 mm float glass (Planilux) 
The only difference between HeatGlass and 

CoolGlass is the position and the type of the 
coating layer. In the HeatGlass modular prototype 
the coating is after the Argon chamber. This is a 
low-emissivity coating which very effectively 
reflects long-wave heat radiation back into the 
water and so the heat loss from the water is 
minimized. At the same time this coating 
maximizes natural light transmission. In the 
CoolGlass module the coating is after the Argon 
chamber and before the water chamber. The 
CoolGlass module has a Cool-Lite Xtreme coating 
which is very transparent with very high light 
transmission. At the same time, it has low solar 
factor and blocks energy at the surface. 

The iThermGlass layer configuration is 
different. The water chamber is on the outside and 
the Argon chamber on the inside. The water 
chamber is directly exposed to the outside climate 
conditions and the Argon chamber serves as 
thermal insulator. The Planitherm Total coating 
comes after the water chamber and before the 
Argon chamber. As in the HeatGlass module, it 
reflects long-wave heat radiation back into the 
water and it blocks the heat entering the Argon 
chamber.  

SIMULATION MODEL 

To predict the performance and behavior of the 
WFG, as well as to optimize the modular unit and 
its components, mathematical and simulation 
models were developed by UPM Spain [26]. These 
models cover all relevant physical processes – heat 
exchange, fluid flow dynamics, optical and 
structural behavior, as well as environmental 
influences. They are based on thorough research 
and modern computer simulation methods. The 
software model is successfully integrated under the 
existing and widespread software product IDA-ICE 
and describes the change of the thermal 
conductivity of the glazing due to varying fluid 
flow rate (g- and U-values) as well as the energy 
gain in the WFG. This allows calculations of 

different energy management strategies at building 
level taking into account local meteo data, solar 
radiation, shading objects, wind speed and 
direction, type of the building, orientation, 
insulation and other parameters. Since the 
demonstrational Pavilion will be built in Sofia 
(Bulgaria), the assessment of the most appropriate 
and efficient type of WFG was made using local 
meteo data in the simulation. The input parameters 
for the simulations are: 
 WFG position – vertical (90 degree). 
 Module orientation - south. 
 The results are simulated for area of 1 square 

meter. 
 The climate model used in the program is 

based on real measurement data for the 
specific location of Sofia. 

 Interior temperature is set at 20°C.  
 Temperature of the water entering the WFG is 

set to 20°C for all seasons. 
 Water flow rate is set to 2 liters per minute per 

square meter. Previous investigations [5] found 
that this is the optimal flow rate. 

For only comparing the thermal performance of 
the different units, the temperature of the inflowing 
water was set at 20°C, which is the average of the 
optimal temperatures for each season. Depending 
on the energy strategy for different buildings with 
different profiles, this temperature could vary 
within 3 to 4 degrees above or below that value. 
The water flow rate is also subject to adjustment for 
the specific energy requirements of the building. 
The chosen rate of 2 l/min.m² is the required rate 
for transporting the absorbed radiation. Depending 
on the season and the adopted energy strategy, this 
rate could be reduced to achieve higher internal 
heat flux. 

Based on these inputs, for each module type, the 
Water Heat Gain (which is measure of the thermal 
energy absorbed by the water in the water chamber) 
and Internal Heat Flux (measure of thermal energy 
transfer from the room to the module) are simulated 
according to the local weather conditions. 

SEASONAL ANALYSIS AND RESULTS 

In this section the thermal behaviour of 
WFG for one month per season is presented. Each 
month is selected based on the highest fluctuation 
in the climate model parameters. In the tables 
below the whole month is taken while the charts 
show the first 10 days of the month. The performed 
important simulation parameters are the following: 
Internal heat flux [W] – gives the room thermal 
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heat gain; Rdiffus [W/m2] – diffuse solar radiation; 
Rdirect [W] – direct solar radiation; Text [°C] – 
external temperature; Water heat gain [W] – gives 
the net energy power of the glazing per unit of the 
surface. 

1. Spring – here the chosen month is May and 
the table presents the main simulated parameters for 
the three different WFG units illustrated on fig 1. In 
HeatGlass the water heat gains is more than 20 
times higher than in the other two units and only in 
the case of iThermGlass it is negative. Also in the 
HeatGlass the internal heat flux is lowest, which 
means that we have minimum heat losses. There 
isn’t significant difference between the internal heat 
fluxes for the investigated units because in the 
simulations the Tinlet is the same as Troom. 

Table 1. Simulated results for spring month May 

May   
Internal 
heat flux 

R 
diffus  

R 
direct  

T 
ext  

Water 
gain,  

  W/m2 W/m2 W/m2 oC W/m2

Heat 
Glass 

mean 5.6 60.45 53 15.55 39.88 
min 3.82 41.04 0.21 12.44 10.31 
max 7.34 77.27 140.9 19.87 70.19 

Cool 
Glass 

mean 7.52 60.45 53 15.55 2.038 
min 6.96 41.04 0.21 12.44 -4.559 
max 8.08 77.27 140.9 19.87 8.56 

iTherm 
Glass 

mean 6.74 60.45 53 15.55 -2.799 
min 5.48 41.04 0.21 12.44 -59.54 
max 7.99 77.27 140.9 19.87 57.1 

Fig.2. Water heat gain parameter as a function of total 
solar radiation for the first 10 days in May. 

Fig.2 shows the water heat gain for first 10 days 
in May including the 24 hours solar radiation 
distribution. As it can be seen the maximum 
deviation is in the case of iThermGlass because of 
the configuration of the WFG unit. The water 
chamber is from the outside of the glazing which 
means that it is strongly influenced by the 
environmental conditions. In this modular unit the 
low-e coating is after the water chamber which 
keeps the heat in the water. The lowest fluctuations 

of the water heat gain are observed in the case of 
CoolGlass due to the type of coating and the water 
chamber position. The HeatGlass unit is more 
efficient due to the low heat losses during the night 
period and high value of the water heat gain during 
the day.  

2. Summer – the chosen month is July. The 
water heat gain in all WFG modular units is 
positive. The highest mean water heat gain is for 
iThermGlass where it has a negative minimum and 
the highest positive maximum values. This result 
confirms that this WFG type is working as effective 
radiant heating/cooling. The water heat gain for 
HeatGlass is higher than in the spring time. The 
internal heat flux for the all WFG is similar to these 
in May. As it can be seen from the table the 
investigated parameters for CoolGlass are quite 
similar to these in the spring time.  

Table 2. Simulated results for summer month July 

July   

Internal 
heat flux 

R 
diffus  

R 
direct  

T 
ext  

Water 
gain,  

  W/m2 W/m2 W/m2 oC W/m2

Heat 
Glass 

mean 4.739 57.26 81.39 20.7 55.07 
min 3.673 33.94 9.544 15.48 22.45 
max 6.633 75.23 145.8 25.93 73.67 

Cool 
Glass 

mean 7.069 57.26 81.39 20.7 9.037 
min 6.571 33.94 9.544 15.48 -0.391 
max 7.794 75.23 145.8 25.93 16.27 

iTherm 
Glass 

mean 5.848 57.26 81.39 20.7 65.68 
min 4.861 33.94 9.544 15.48 -18.8 
max 7.387 75.23 145.8 25.93 134 

Fig.3. Water heat gain parameter as a function of total 
solar radiation for the first 10 days in July. 

As it can be seen from the Fig.3 in the case of 
HeatGlass and iThermGlass the water heat gain is 
highest due to the favourable climate conditions for 
harvesting of solar energy. Only for CoolGlass we 
observed very small fluctuations in the internal heat 
flux.  

3. Autumn – the chosen month is October. The 
water heat gain values are different for all WFG 
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types compared to the previous investigated 
months. In case of HeatGlass there is a negative 
min. value and maximum value is the highest. For 
the other two units this parameter is negative, 
which means that we have loss of energy. Only for 
HeatGlass we still have positive water heat gain, 
which for the location in Sofia this could be a good 
solution. The Internal heat flux in all WFG remains 
approximately the same as in May and July.  

Table 3. Simulated results for autumn month October 

October   
Internal 
heat flux 

R 
diffus  

R 
direct  

T 
ext  

Water 
gain,  

  W/m2 W/m2 W/m2 oC W/m2

Heat 
Glass 

mean 5.563 30.05 91.64 11.15 39.85 
min 2.452 18.63 1.665 3.148 -6.914 
max 8.296 43.06 205.4 19.12 93.44 

Cool 
Glass 

mean 7.707 30.05 91.64 11.15 -2.1 
min 6.565 18.63 1.665 3.148 -14.63 
max 8.618 43.06 205.4 19.12 12.92 

iTherm 
Glass 

mean 7 30.05 91.64 11.15 -48.01 
min 4.492 18.63 1.665 3.148 -166.9 
max 9.072 43.06 205.4 19.12 88.8 

Fig.4. Water heat gain parameter as a function of total 
solar radiation for the first 10 days in October. 

 
In autumn time (Fig.4) the water heat gain 

parameter for HeatGlass and CoolGlass follows the 
solar radiation daily profile. Again due to the 
coating type and its position in the WFG structure a 
very low heat losses are observed during the night 
time. In the case of iThermGlass the effect of the 
lower Text dominates and although it has a 
maximum water heat gain parameter during the 
sunny days, in the cloudy days it is not so efficient.   

 
4. Winter – the chosen month is January, which 

for the Bulgarian location is one of the coldest 
months of the year. During this period, we have 
positive values for water heat gain only in the case 
of HeatGlass. Тhe difference in energy harvested 
between HeatGlass and CoolGlass is approximately 
20 times, while compared to iThermGlass it is more 
than 200 times. For HeatGlass, again the internal 
heat flux is lowest, which means that we have 

minimum heat losses. Fig.5 shows the water heat 
gain for first 10 days in january. As it can be seen 
all values in the case of ithermglass are negative. 
The position of the water chamber in the glazing 
and combined effect of low solar radiation levels 
and low ambient temperatures defines the behavior 
of the module. Despite the unfavorable weather 
conditions in this period, only for heatglass we 
obtained positive values for water heat gain.  

 
Table 4. Simulated results for winter month January 

January   
Internal 
heat flux 

R 
diffus  

R 
direct  

T 
ext  

Water 
gain,  

  W/m2 W/m2 W/m2 oC W/m2

Heat 
Glass 

mean 7.757 17.98 42.82 -0.86 1.075 
min 4.402 9.125 0.680 -9.1 -23.85 
max 9.192 26.63 182.8 4.95 57.56 

Cool 
Glass 

mean 8.786 17.98 42.82 -0.86 -19.01 
min 7.926 9.125 0.680 -9.1 -27.53 
max 9.378 26.63 182.8 4.96 -10.31 

iTherm
Glass 

mean 9.15 17.98 42.82 -0.86 -209.6 
min 6.994 9.125 0.680 -9.1 -281.2 
max 10.33 26.63 182.8 4.96 -140.1 

 
Fig.5. Water heat gain parameter as a function of total 

solar radiation for the first 10 days in January. 
 

 YEARLY BEHAVIOUR OF WFG 

In this section the yearly thermal behaviour of 
WFG is presented. In iThermGlass unit the biggest 
fluctuation in monthly mean water heat gain 
parameter (Fig.6) are observed on yearly base. 
CoolGlass is stable during this period. Only for 
HeatGlass this mean parameter is positive which 
means that we are harvesting energy through the 
whole year.  

The yearly variations of the internal heat flux 
are presented on Fig.7. These variations are 
strongly related to the annual changes of the Text 
and solar radiation. The internal heat flux is an 
indicator for the energy consumption to insure the 
indoor comfort. The internal heat flux should be at 
minimum during the winter and this is when 
HeatGlass performs best with the lowest reading for 
this parameter. At the same HeatGlass 
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underperforms the other units during the summer 
with lowest internal heat flux, but this performance 
could be improved through controlling the water 
flow rate and T inlet. 

For a location like Sofia the best performing 
WFG unit is HeatGlass.    

 

Fig.6. Water heat gain parameter for the whole year of 2017 year in Sofia. 
   

 
Fig.7. Internal heat flux parameter for the whole year of 2017 year in Sofia. 

 
 

CONCLUSIONS 

This work presents the monthly behaviour of the 
three investigated WFG units for a specific location 
in Sofia, Bulgaria. The results show that the 
structural configuration and the type of coating play 
important role for the effective work of the units. 
We can conclude that for all seasons the HeatGlass 
performed better for this location. Only in this case 
the water heat gain is positive for the whole 

investigated period. This is due to the position of 
the low-emissivity coating layer and water  
chamber. The behaviour of the CoolGlass does not 
change significantly, while in the case of 
iThermGlass the biggest fluctuations are observed. 

With the help of the simulation software 
developed under the InDeWaG project we can 
successfully predict the behaviour of the WFG 
modules and we are able to choose the appropriate 
configuration of the glazing according to climatic 
conditions.  
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The thermal waters in the region of Sofia Valley were essential for the emergence and development of the city. There are over 70 

water sources with a total flow of 110 l/s and a temperature of 21 °C to 81 °C. They are used for bottling, balneology, as a source of 
heating energy, spa tourism and others. Waters are formed in rocks with different composition and age, which affect the chemical 
composition. Therefore, it is essential to evaluate the probability of corrosion of pipes and equipment or the deposition of solid 
phases in them. The first step is to determine the “Langelier Saturation Index“ and the “Ryznar Stability Index“. To assess the 
probability of deposition, the saturation indices for different solid phases are determined. The obtained results make it possible to 
classify the thermal waters in Sofia Valley according to the possibilities of negative processes in their use and to extract conclusions 
concerning the significance of the geological and hydrogeological factors. 

Keywords: thermal water, scaling, corrosion, saturation index, geochemical modelling, Sofia Valley 

INTRODUCTION 

The emergence and development of the city of 
Sofia is highly related to the thermal waters. Along 
with the natural springs located on the territory of 
the city and its adjacent territories, thermal waters 
are revealed in different age and composition rocks 
through many drillings [1-4]. Geological and 
hydrogeological conditions are the reason for their 
different composition and temperature. Waters are 
used for various purposes – drinking and industrial 
water supply, bottling, heating, prophylaxis and 
balneology, sports, recreation. By the time water 
reaches the user, due to a change in the 
physicochemical conditions (temperature, pressure, 
redox potential, etc.), after its surface discharge, 
there are conditions for corrosion processes and 
solid phase formation on the pipes and equipment 
used. The purpose of this study is to evaluate the 
probability of occurrence of these processes for 
different types of water, according to their diverse 
chemical composition and temperature. 

CHARACTERISTICS OF THERMAL WATERS 
IN THE SOFIA VALLEY 

Sofia Valley is one of the largest geothermal 
fields in Bulgaria. It is located in the western part of 
the country and has got a territory of 1180 square 
kilometres  (Fig.1).  The length of the graben is of 
about 60 km and the width is up to 20-25 km. 

  

* To whom all correspondence should be sent: 
   milat@geology.bas.bg 

 

 
Fig.1. Location of the hydrothermal sources in Sofia 

Valley (HGT) [1, 2] 

The valley represents a tectonic graben 
structure, striking northwest-southeast [1-2]. The 
depression is outlined as a closed zone of enhanced 
thermal potential [1-6]. There are many natural 
geothermal springs: Sofia-centre (the ancient 
Thracian settlement was established around it),   
Ovcha kupel, Knyazhevo, Gorna banya, Ivanyane, 
Bankya, Pancharevo (nowadays these are quarters 
of Sofia city or villages at its vicinity) and others 
(Fig.1, Tab.1).  During the period of 1960-1990 a 
lot of boreholes were drilled and many new 
geothermal sources were discovered: Kazichene-
Ravno pole, Svetovrachene, Novi Iskar, Trebich, 
Chepintsi and others (Fig.1, Tab.1). The 
temperature of mineral water currently flowing 
from geothermal boreholes and natural springs 
located within the frame of Sofia Valley varies 
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from 21 ºC to maximum 81 ºC (borehole P-1 
Kazichene). The total approved exploitation 
resource up to now by the Ministry of Environment 
and Water, now amounts to approximately 110 l/s 
(second largest geothermal basin in Bulgaria after 
Velingrad). Thermal water is partially used only in 
several areas in Sofia Valley. Bottling of mineral 
water (Gorna banya, Ivanyane) is a leading 
application and accounts for about 61% of the total 
use, followed by treatment and recreation (35% - 
Ovcha kupel, Bankya) and relaxation and sanitary 
needs (4% - Pancharevo, Kazichene). Special 
attention is paid to the further possibilities of 
geothermal water utilization in the Valley.  

 

Table 1. Characteristics of major hydrothermal sources 
[1-4] 

N on 
Fig.1 

HGT Rocks Geolog. 
index 

Flow 
rate 

T 

 
dm3/s °C 

1 Novi Iskar sandstones P 0.8 25 

2 Dobroslavtsi sandstones Т1 0.8 40-41

3 Ovcha kupel limestones Т2 4.5 32 

4 Trebich limestones Т2 1 51 

5 Ilientsi  limestones Т2 <2 47 

6 Kazichene limestones Т2-3 5.8 80 

7 Ravno pole limestones Т2-3 6.2 50-58

8 Pancharevo limestones Т2 12.5 44-48

9 Kostinbrod limestones J2-3 ~55 25-31

10 
Bankya + 
Ivanyane andesites K2 25 24-38

11 Gorna banya andesites K2 8 19-44

12 Knyazhevo andesites K2 5.5 23-26

13 Sofia - centre andesites K2 16 46 

14 
Svoboda distr. 
- Sofia 

sedim. 
form. K2 7.2 50 

15 Mramor sands N1 1.5 42.6 

16 Kumaritsa sands N1 1.3 36-41

17 Gnilyane sands N1 0.9 42 

18 Svetovrachene sands N1 5 45 

19 Chepintsi sands N1 6 50

20 G. Bogrov sands N1 1.1 44 

21 Kazichene sands N1 1.4 39-60

22 Ravno pole sands N1 4.4 51-52

23 Birimirtsi  sands N1 0.4 30 

24 
Lozenets distr. 
- Sofia sands N2 2.8 33 

25 Sofia 4th km. sands N2   23 

 
 

Water is discharged on the surface by springs 
and boreholes of depth in the range of 200 to 1200 
m. Most of the wells have been drilled more than 
30 years ago and are in poor technical condition.  
The majority of the sources are state owned. 
According to the amendments to the Water Act, 
after 2011 six hydrothermal sources were granted 
free of charge for management and exploitation to 
Sofia Municipality for a period of 25 years - Sofia 
center, Sofia-Serdica, Sofia-Lozenets, Sofia-
Svoboda, Sofia-Ovcha kupel, Pancharevo.  

Geological and hydrogeological background 

As it was mentioned above, Sofia Valley is a 
graben structure, bounded by mountains. The 
graben basement is built of Mesosoic formations.  
They consist of andesites, volcano-sedimentary and 
sedimentary rocks of an Upper Creatacous age in 
the southwestern part and of carbonate and 
terrigenous rocks of Triassic, Jurassic and Upper 
Cretaceous age. The graben is filled of Neogene 
rocks mainly sands, clay, sandstones and lignite 
seams at some places. The total thickness of the 
Neogene complex varies in the range of 100 m to 
1142 m. The thickness of the Quaternary cover is 
mostly between 50 m and 100 m. 

The graben structure is complicated by many 
fault displacements that form internal small horsts 
and depressions [5]. They provide paths for water 
circulation and create links between different water 
bodies. The geological structure is complicated by 
many faults, some of which are still seismically 
active. 

Three types of reservoirs are presented in the 
Sofia basin - porous, karstic and fractured. The 
reservoirs are parts of the basement rocks and of the 
Neogene and Quaternary formations [6]. They have 
specific hydrogeological characteristics related to 
the depth of occurrence, lithological type and 
structure of the host rocks and the conditions of 
natural recharge and draining.  

The geothermic field of Sofia Valley is strongly 
disturbed by the mineral water flow. The thermal 
depression is outlined as a closed zone of enhanced 
thermal potential on the heat flow map of Bulgaria. 
The estimated average conductive heat flow is 
about 80x10-3 W/m2   and the average geothermal 
gradient is of 4.7 ºC/100 m [7]. The highest heat 
flow density is calculated for Kazichane geothermic 
anomaly – 140x10-3 W/m2 (south-eastern part of the 
basin).    
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Chemical composition of thermal waters   

The analysis of the results of water samples 
taken from different water sources of thermal 
waters in Sofia Valley [3-4, 8] shows that they are 
characterized by a different chemical composition. 
The main reasons for this are the different rocks 
(Fig.1) in which they are formed as well as the local 
hydrogeological and geothermal conditions. 
 

 
Fig.2. Piper diagram of thermal water sources formed 

in different rocks 

The waters with the highest TDS (total dissolved 
solids) are formed in the oldest rocks, sandstones, 
conglomerates, aleurolites and argillites of Permian 
age – 5 g/dm3. It is hydrocarbonate, sodium-
potassium type and is characterized by high content 
of free CO2 and increased radioactivity – 226Ra 
(220 mBq/dm3).  

The thermal water in the Lower Triassic 
sandstones is hydrocarbon, sodium, slightly 
alkaline (with pH about 8), with TDS ranging from 
1 to more than 3 g/dm3. Waters in Triassic 
limestones and dolomites are reached by boreholes 
in separate blocks beneath the Neogene deposits, 
filling Sofia Valley, mainly in the northern part. In 
addition, there are natural springs in the southern 
part – Pancharevo, and water conducted by active 
fault in Ovcha Kupel. In the deep parts, the water is 
with higher TDS (more than 3 g/dm3 (Trebich). The 
lowest TDS is in Pancharevo – 0,5 g/dm3. 
Generally predominant are waters with pH of 7.1-
7.6. In some of the water sources, along with 
nitrogen, CO2 can also be found. The predominant 
type of water – hydrocarbonate-sodium and 
hydrocarbonate-sodium-calcium, the relatively high 
contents of H2SiO3, as well as some 
microcomponents, are indicative of the deep-water 
recharge of the thermal waters. The waters with 
different composition are conducted by an active 

fault in Ovcha Kupel. They are sulphate-
hydrocarbonate-sodium-calcium. 

Kostinbrod heated water (21-30 °C) of Upper 
Jurassic limestones have a composition of typical 
karst waters – hydrocarbon-calcium-magnesium 
with TDS of 0.5 g/dm3, which shows connection 
with the waters of a large mountain karst region, 
located in the northern edge of the valley. 
    The most important for Sofia city are the thermal 
waters formed in Upper Cretaceous volcanic rocks 
– mainly andesites. These rocks have a wide area of 
distribution, mainly in the southern part of the 
valley and are connected to most of the natural 
thermal springs by faults. These are waters with 
nitrogen in their gas composition, with low TDS of 
0.1-0.3 g/dm3, relatively high pH values – above 9, 
and are hydrocarbonate-sulphate-sodium. 

Thermal waters are revealed by boreholes in 
sedimentary rocks of Upper Cretaceous age in the 
northern part of Sofia (Svoboda district). They have 
a higher TDS– more than 15 g/dm3, low alkaline 
(pH about 8), and are hydrocarbon sulphate-
sodium. 

In the sand layers of the Neogene sediments, 
filling the Sofia graben, thermal waters are revealed 
in many places by boreholes. Their chemical 
composition is mainly formed by mixing waters 
from the bedrock with the cold waters as a result of 
surface recharge. This gives a direct relation to the 
diverse hydrochemical parameters in the different 
parts of Sofia Valley. In some areas, the presence of 
CH4 and CO2 can be found, which is a result of coal 
deposits in the Neogene materials and the relatively 
difficult movement of groundwater.  

MATERIALS AND METHODS 

The widespread use of thermal waters in Sofia 
Valley for various purposes necessitates assessment 
and prediction of the probability of corrosion and 
solid phase formation in pipes and equipment. The 
main factors influencing these negative processes 
are physicochemical: pH, pressure and temperature 
change, gas and chemical composition. 
Comparatively simplified approaches have been 
developed, aiming at the interaction of waters, 
mainly with metal pipes, and the probability of 
formation of carbonate and silicate minerals [9-12]. 
The ’’Langelier Saturation Index’’ (LSI) and the 
“Ryznar Stability Index” (RSI), introduced by 
Carrier (1965) [13], are also used in this study. 

LSI = pH − pHs   (1) 
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RSI = 2 pHs − pH  (2) 
where: 

pHs is the pH value of water when it is fully 
saturated with CaCO3. It is estimated by the 
following formula:   

pHs = (9,3 + A + B) − (C + D)  (3) 
where: 

 A = (log(TDS)−1)/10                (4) 

 B = (−13.12 log (TºC + 273)) + 34.55          
(5) 

 C = (log (calcium hardness)) −0.4               (6) 

 D = log (alkalinity)                                      (7) 
For the purpose of more detailed identification 

of the various mineral phases that may be formed, 
the Saturation Index (SI), which is best defined by 
Garrels, Christ in 1965, is applied. [14] Its 
determination was made by using the VISUAL 
MINTEQ software, which is a freeware chemical 
equilibrium model maintained by Jon Petter 
Gustafsson at KTH, Sweden. [15] This code allows 
calculating of saturation indices of a large number 
of mineral phases as well as the forms of presence 
of chemical elements in the water.   

One of the main problems in the processing of 
results is the quality of the data from the thermal 
water analyses. Until now, many samples of 
thermal waters in Sofia Valley have been taken, 
some of them were published [5, 8, 16-17]. For the 
present study only 40 of them, from different water 
sources, were taken under consideration. The 
selection requirement was that these samples were 
analyzed in a comparable manner and that different 
hydrochemical parameters were analyzed by 
different methodologies, including field 
determination of the main changing 
physicochemical parameters. These conditions are 
met by some unpublished results, as well as 
analytical data published by Pentcheva et al. [8] 
carried out in the laboratory of the University of 
Antwerp (Belgium).  

RESULTS AND DISCUSION 

Using the data from the obtained analyzes and 
the Eqs.(1-2) for each of the tested water sources, 
the Langelier Saturation Index (LSI) and the 
"Ryznar Stability Index" (RSI) were determined. 
The results are grouped according to the 
characteristics of the water-bearing rock and are 

mapped on Figs.(3, 4). On the same graph, these 
results are assigned to the relevant water group, as 
suggested by Carrier [13] LSI and RSI indications. 

 

Fig.3. Range of variation of LSI values in different age 
rocks and their comparison with the suggested by Carrier 
indications [13] (C - Serious corrosion, SC - Balanced 
but pitting corrosion possible; SS - Slightly scaling and 
corrosive; S - Scale forming but not corrosive) 

   
Fig.4. Range of variation of RSI values in different age 

rocks and their comparison with the suggested by Carrier 
indications [13] 

The obtained results show that in most cases the 
probability of corrosion of the pipes is higher than 
the scaling of the carbonate substance. Regarding 
the LSI prevailing for the whole Sofia Valley, the 
thermal waters are in the range between Slightly 
corrosive but non-scale forming and Serious 
corrosion indications. The waters formed in 
Triassic carbonate rocks, Upper Cretaceous 
volcanic rocks and secondary retentive thermal 
waters in Neogene sediments, which are above 
Serious Corrosion Index, have a significant 
presence. Some of the waters formed in the Upper 
Cretaceous volcanic rocks, which are of major 
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importance for the users are different in nature. A 
substantial part of these are related to Balanced but 
pitting corrosion possible and partly to Slightly 
corrosive but non-scale forming. According to RSI, 
most of the thermal waters in the study area are 
Corrosion intolerable.  

It should be noted that the proposed by Carrier 
method [13] mainly characterizes the probability of 
deposition of carbonates on the pipes and 
equipment. The specific chemical composition of 
each individual water source determines the 
probability of deposition of other mineral phases. 
This is evaluated for about 200 mineral phases 
using the values of the respective water saturation 
indices calculated with the Visual MINTEQ 3 
software. The results obtained with regard to the 
mineral phases, which according to the past 
practical experience have the greatest significance 
for deposits on pipes and equipment (carbonate 
minerals and forms of SiO2) show that for the 
thermal waters in Sofia Valley this probability is 
small. In most cases, saturation indices indicate that 
under natural thermodynamic conditions the waters 
are unsaturated to equilibrium with respect to these 
mineral phases (Fig.5).  

 

Fig.5. Saturation Index values for thermal waters 
relative to the major forms of CaCO3 and SiO2 

Along with the major mineral phases, for which 
there is a risk of solid phase formation (scaling) on 
pipes and installations, thermal waters are likely to 
convert into solid state and other mineral phases. 
These are mainly compounds and minerals for 
which higher saturation index values were 
calculated. For example, in all samples in which 
phosphorus and fluorine is determined, saturation 
index values for FCO3-Apatite are high – in the 
range of 3 to 6.5. Elevated saturation index values  
for some forms of aluminum hydroxides and 
silicates have been frequently found. Some of the 
water sources have high values of the saturation 

index of phases containing some elements, that are 
in very low concentrations in thermal waters – Ag, 
Cr, Cu, Pb, Se, Sn, V, Zn and others. Even if these 
mineral phases convert into solid state, their 
amount will be negligible and cannot have a 
significant effect on the exploitation of the thermal 
waters.   

The evaluation of the probability of deposition 
of different mineral phases refers to the natural 
thermodynamic conditions. When the groundwater 
reaches the surface, so-called geochemical barriers 
[18] appear – zones in which there is rapid change 
of the natural conditions leading to a change in the 
physicochemical conditions. One of the most 
important factors is the change of thermal water 
temperature. By simulating such changes for the 
hottest water source in Sofia Valley –the borehole 
P1 – Kazichene, it was found that in the case of a 
sudden drop in the water temperature, the saturation 
indexes values for carbonate minerals are reduced 
and they increase in regard to phases containing 
silicon and aluminum. Another important factor 
that changes when the thermal water reaches the 
surface is pH. Considering the type of water in the 
studied area, its values depend on the state of the 
CO2 - HCO3 - CO3

2 - system [19]. As a result of a 
change in the partial pressure of CO2 on the surface, 
pH values may increase. This helps the deposition 
of carbonate materials at the mouths of the 
boreholes. These processes are relatively less 
important for the most significant thermal waters in 
the region, formed in Upper Cretaceous volcanic 
rocks, which are sulphate-hydrocarbonated.  

CONCLUSIONS 

Sofia Valley is one of the most important 
hydrogeological structures in Bulgaria with regard 
to the formation of thermal waters. The geological 
structure predetermines their formation in different 
by composition and age rocks, and consequently 
their chemical composition is also different. Taking 
into account the importance of the thermal waters 
for the city of Sofia, it is necessary to predict the 
probability of solid phase formation and corrosion 
on pipes and equipment. Therefore, the probability 
of these processes with respect to water formed in 
different rock collectors has been assessed. It is 
found that for most of the water sources there is a 
risk mainly of activating corrosion of metal pipes. 
Relatively less dangerous in this respect are the 
facilities through which the thermal waters formed 
in Upper Cretaceous volcanic sediments, which 
have the highest flow rates and are most used 
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(Bankya, Gorna banya, Knyazhevo, Sofia centre, 
etc.). Solid phase formation can only be expected in 
the areas of rapid temperature drop and the 
possibility of releasing CO2 from the water. The 
obtained results have an important role for a more 
complete utilization of the hydrothermal resources 
in Sofia Valley.  
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The consumption of electrical energy for air-cooling systems in Brazilian urban areas is very high. Therefore, under this scenario, 

the use of ground source heat pump (GSHP) systems with geothermal piles seems to be an interesting alternative for energy savings. 
For an efficient design of geothermal piles (also known as “energy piles”), it is necessary to determine the following parameters: (i) 
ground thermal conductivity, (ii) pile thermal resistance, and (iii) undisturbed ground temperature. Such parameters can be estimated 
from Thermal Response Tests (TRTs) on energy piles. In order to investigate the thermal properties of the ground at a site in São 
Paulo city, Brazil, a TRT was carried out during 10 days on an energy micropile with 15 m length and 350 mm diameter, with a 
single U-shaped tube. The current paper presents the results of this experimental investigation, which can be used to guide the design 
of geothermal pile systems in tropical areas of similar ground conditions. 

Keywords: Shallow geothermal energy, energy piles, thermal response test, ground thermal properties, sub-tropical 
climate  

INTRODUCTION 

São Paulo is the most populous city in South 
America (12.2 million people), and is also one of 
the world's largest metropolitan areas. This city has 
a humid subtropical climate, and air conditioning 
(cooling) accounts for approximately 20 percent of 
the total electricity used in commercial buildings. 
In order to minimize this problem, the use of 
geothermal energy systems with energy piles could 
be an interesting alternative to reduce the 
consumption of electrical energy for air-cooling.  

For the design of energy piles it is necessary to 
determine the ground thermal properties and the 
thermal performance of the pile. Parameters as 
undisturbed ground temperature, thermal 
conductivity, and pile thermal resistance can be 
estimated from the results of a Thermal Response 
Test (TRT) carried out on the pile loop.  

The current paper describes the test procedure 
and results of the first TRT test performed in an 
energy pile installed at a site which represents a 
typical soil condition in large area of São Paulo. 
The current work is the first case reported in 
literature of a TRT conducted in the Brazilian 
subtropical region. 

GROUND CONDITIONS 

The TRT test was carried out at the campus of 
the   University   of  São  Paulo  at  Sao  Paulo  city,  
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   chctsuha@sc.usp.br 

southeast of Brazil. In this area, the ground is 
predominantly composed of clayed sand with 
varied grain diameters, covered by a silt-sand clay 
layer with a thickness of approximately 2.5 m, and 
a dark organic-clayey layer with a thickness of 1 m.  

Standard penetration tests (SPT) were performed 
at the test area (boreholes with 20 m depth), for 
initial soil characterization, according to Brazilian 
standard [1].  During the test, values of the 
penetration resistance NSPT (number of blows by a 
hammer of a standard weight required to drive a 
standard sampling tube 300 mm into the ground) 
were measured along the soil depth. The results of 
average, maximum and minimum NSPT are shown in 
Fig.1. The depth of the groundwater table varies 
seasonally from approximately 2 to 3 m at the site. 
When the current TRT was carried out, the 
groundwater table was 1.9 m bellow the ground 
surface. 

ENERGY PILE  

The use of energy piles is an innovative 
technology, in which GSHP systems based on 
energy pile foundations, installed in constant 
ground temperature, are used for heating and 
cooling of building.  

For the current study, a small diameter (0.35 m) 
energy micropile of 15 m length was constructed at 
the test site. The micropile drilling process is 
illustrated in Fig.2a. Borehole casing pipes were 
used to ensure the stability of the drilled hole before 
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grout placement (Fig.2b). After the hole has 
reached the final depth, water was pumped to expel 
the slurry out (until clean water is obtained in the 
returns).  

 

 
Fig.1. Soil profile at the test site of the University of 

São Paulo at São Paulo, Brazil 

 
Fig.2. Construction of the energy pile: a) hydraulic 

drilling rig, and b) drilling process 

After a cleaning procedure, high-density 
polyethylene (HDPE) heat exchanger tubes were 
installed into the cased hole. A high density 
polyethylene (HDPE) tube that forms U-shaped 
pipe (inner diameter of 26 mm and outer diameter 
of 32 mm) was attached to the reinforcement cage 

(Fig.3). Details of the tube installation into the 
energy micropile are presented in Fig.4. The U-loop 
was installed along the total length of the pile 
(active pipe length of 15m). 

 
Fig.3. Installation of the U-shaped exchanger tubes in 

the reinforcement cage of the micropile 
     

After the reinforcement cage installation, the hole 
was filled with grout, with cement/aggregate ratio 
of 0.55, and cement/water ratio of 0.5. Grouting 
was stopped after total removal of water from the 
borehole. The steps of the construction process of 
the energy pile are described in Fig.4. 

 
Fig.4. Construction of the energy pile: installation of 

the reinforcement cage with a U-shaped heat exchanger 
tube 

35 



T. S. O. Morais et al.: In-situ measurements of the soil thermal properties for energy foundation applications in São Paulo, Brazil 
 

  

THERMAL RESPONSE TESTS 

The thermal response testing involves applying 
a constant heating power to the ground via a heated 
circulating fluid.  

Normally, the TRT interpretation is carried out 
by a simple analytical technique, based on the line 
source model. The number of the TRT carried on 
energy piles has been increasing, although some 
researchers [2] commented that longer duration 
tests are necessary for application of the line source 
model with piles. The test duration usually is set to 
a minimum of 48 hours; however, based on the 
recommendation of [2], for the current study the 
TRT duration was approximately 10 days.  

In the present work, the thermal response test 
was performed based on the procedure described in 
the European Committee for Standardization 
document, TC 341 WI 00341067.6 [3], prepared by 
CEN/TC 341 – ‘Geotechnical Investigation and 
Testing’ and of few works available in the literature 
[2, 4 – 6].  

 

Test equipment  

The TRT equipment used in this work was 
constructed for the investigation described partially 
in [7], performed to evaluate the feasibility of 
ground source heat pumps systems in Brazilian 
unsaturated soils. This cited work was carried out in 
order to evaluate the thermal performance of energy 
piles installed in unsaturated lateritic soils (typical 
in Brazil) [7].  

The TRT was carried out by injecting a constant 
heat power into the heat exchanger pile. During the 
heat injection, the inlet and outlet fluid 
temperatures in the pile were monitored using two 
thermistors (PT-100) connected to a data 
acquisition system with a high temporal resolution 
(at least 0.1 Hz). The equipment used is composed 
of: a heater reservoir, a circulation pump, a 
flowmeter, three PT-100 thermistors sensors and a 
high resolution data acquisition system [7].  

The PT-100 thermistors sensors have an 
operating range from 273.15 to 523.15 K. These 
sensors, used for monitoring the inlet (Tin) and 
outlet (Tout) temperatures of the heat carrier fluid, 
were attached to the U- shaped heat exchanger tube 
(Fig.5). A third PT-100 was used for monitoring the 
ambient temperature during the test. 

The heater reservoir is a conventional electrical 
water heater with 0.1 m³ capacity and heating rate 
of 1 kW. For this study, water was used as the heat 
transfer fluid. 

Fig.5. (a) PT-100 resistance temperature sensors; (b) 
PT-100 installed in the inlet and outlet pipe 

 The turbine flowmeter used to measure the 
water flow rate through the U-tube, with a 
repeatability and straightness of ±0.5% (for 
liquids), was connected to the data acquisition 
system during the test. 
 After installation, the pipes were insulated to 
minimize heat loss or gain. The temperature sensors 
were equally insulated. Fig.6 presents a schematic 
of the experimental system.  

The undisturbed ground temperature was 
recorded before the beginning of the of the thermal 
response test, according to the recommendations of 
the European Committee document TC 341 WI 
00341067.6 [3]. During this initial step, the inlet 
and outlet temperatures of the heat carrier fluid 
were measured when the water was pumped 
through the tubes (without heat input).  
 The TRT was carried out with a flow rate of 
3.52·10-4 m³/s, to guarantee a turbulent flow inside 
the pipe. For the test, the applied power was 
approximately 1.061 Watts, or 70.8 W/m (amount 
of heat per length of pile).  

TRT interpretation 

The TRT results were interpreted based on the 
analytical Kelvin’s linear heat source theory, 
considering the data corresponding to the steady-
state heat transfer within the U-tube. In this case, 
the energy pile was assumed to be a finite linear 
heat source, the ground a semi-infinite 
homogeneous medium, and the heat transfer at the 
pile-ground interface constant and in radial 
direction [5, 8, 9]. The equation used to determine 
the changes in the ground temperature due to the 
heat flow, based in Kelvin's line source theory, is 
defined as:  
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where: 
Tg – ground temperature change, K; 

qt – heat power injection supply per unit of 
geothermal exchanger, W/m; 

 – ground thermal conductivity, W/mK; 

r – radial distance between the heat source and 
point of interest into ground, m; 

t – TRT duration time, s; 

 – Euler’s constant (  = 0,5772) 

 – ground thermal diffusivity, m²/s, Eq.2:  

      (2) 

where : 

 – mass density of the soil, Kg/m³ 

Sc – specific heat capacity, Jkg-1K-1. 
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Fig.6. Schematic of the experimental system 

The thermal resistance Rb between the heat 
carrier fluid and the pile wall can be obtained by 

the fundamental relation [5, 9] described in the 
Eq.3:  
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where: 
Tf – change in mean temperature of the heat 
carried fluid during TRT tests, K; 
Rb – overall thermal resistance of the geothermal 
heat exchanger, mK/W; 
rb – geothermal heat exchanger (pile) radius, m.  

The effective ground thermal conductivity (eff) 
can be determined from the variation of the fluid 
mean temperature versus logarithmic time recorded 
during the TRT, and are calculated by the Eq.4: 

k

qt
eff 


4

     (4) 

where: 
k – slope of the linear regression of mean fluid 
temperature versus logarithmic time.  

To guarantee that the analysis were done 
considering the steady-state heat transfer condition, 
according to the recommendations of some authors 
[3 – 5, 9], we discarded the early test data before a 
minimum test period, tmin, calculated by the Eq.5. 
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RESULTS  

Natural Ground Temperature 

 The TRT was carried out in February 2017 
(Brazilian summer). During the initial water 
circulation inside the energy pile, undisturbed  
ground temperature (estimated from the inlet and 
outlet fluid temperatures) and ambient temperature 
were determined. Table 1 shows the results of the 
temperature monitoring before the beginning of the 
TRT. 

Table 1. Results of the mean temperature of the 
ground along the pile (water circulation test) 

Duration 

time  

Groundwater 

position  

Temperature 

Ambient Ground* 

s m K 

1,296 1.90 297.95 297.85 

*average ground temperature considering 15 m depth. 

Fig.7 illustrates the variation of the ambient 
temperature the mean inlet and outlet fluid 
temperatures during the water circulation test.

 
Fig.7. Results of the undisturbed ground temperature during water circulation inside the pile before the TRT 

 

The undisturbed ground temperature of 297.85 K 
is inside the range observed for tropical climate 
areas found in the literature [4]. The ground 
temperature obtained in this study is comparable to 
the values measured in a site at Sao Carlos city, 
located in the central-east region of the State of Sao 
Paulo. 

Heating test: ground thermal response and thermal 
properties 

After the water circulation test, the thermal 
response test was performed during 246 hours to 
ensure the steady-state of heat exchange. Fig.8 
presents the fluid temperature variation during the 
test. Tab.2 shows the values of fluid temperature at 
different times.  
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Fig.8. Variation of the fluid and ambient temperatures during the TRT 

 

 Table 2. Results of temperature measurements 
during the TRT. 

TRT measurements Unit Value 

Undisturbed ground temperature 

K 

297.85 

Average ambient temperature 301.15 

Maximum ambient temperature 315.95 

Minimum ambient temperature 294.15 

Average fluid temperature difference 

(Tin – Tout) 
273.87 

Tin at 50 hours  312.45 

Tout at 50 hours  311.65 

Tin at 100 hours  313.25 

Tout at 100 hours  312.45 

Tin at 200 hours   314.25 

Tout at 200 hours   313.55 

Flow rate m/s 0.66 

Average Heat power kW 1.06 

  

 Fig.8 highlights the influence of the ambient 
temperature on the results of heat carrier fluid 

temperatures. This figure also illustrates that the 
heat power injection into the tubes was 
approximately constant during the period of test. 
 The parameters as thermal conductivity and pile 
thermal resistance are essential for the design of 
geothermal ground energy systems with energy 
piles. The thermal resistance (Rb) was calculated 
using Eq.3. Fig.9 presents the variation of the 
thermal resistance and ambient temperature during 
the TRT. The average value of the thermal 
resistance of the energy pile was 0.13 mK/W. 
 In this work, the Eq.4 was used for the 
determination of the ground thermal conductivity. 
The k value was obtained from the curve of mean 
fluid temperature versus the logarithm of time (t), 
as indicated in Fig.10. 
 Table 3 summarizes the main results estimated  
from the TRT carried out on the energy pile. As 
shown in this table, the effective ground thermal 
conductivity found for the soil investigated was 
2.82 W/mK.  
 

Table 3. Thermal response test results: thermal 
conductivity and pile thermal resistance. 

TRT 

k R² eff Rb 

- - W/mK mK/W 

1.99 0.85 2.82 0.13 
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Fig.9. Energy pile thermal resistance during the TRT 

 
Fig.10. Mean fluid temperature versus the logarithm of time during the TRT 

CONCLUSIONS 

A thermal response test was conducted during 
approximately 10 days on an energy pile 
(micropile) of 15 m length with a U-shaped heat 
exchanger tube. The aim of the current 
investigation was to determine the ground thermal 
conductivity and the pile thermal resistance of an 
energy pile installed in the campus of the 
University of São Paulo at São Paulo city (Brazilian 
subtropical region).  

For analysing the TRT data, the line source 
model was used, and provided results of thermal 
parameters that are comparable to previous 
researches. Additionally, the undisturbed ground 
temperature of 297.85 K is similar to the results 
found from measurements in São Carlos city, 
located in the central-east region of the State of São 
Paulo. 
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An investigation of the ammonia adsorption performance on different adsorbents for 
cooling applications  

A.F. Altun,  M. Kılıç* 

Bursa Uludağ University, Engineering Faculty, Dept. of Mechanical Engineering, Bursa, Turkey 
  

Ammonia (NH3) is a common gas and has been widely investigated on adsorption for numerous purposes. Ammonia is commonly 
employed as a refrigerant in the refrigeration systems to obtain temperatures below 263 K. Adsorption systems powered by low-
temperature heat sources that utilize ammonia as working fluid work at positive pressures, therefore, their manufacturing and usage 
are much easier, and they require less maintenance, comparing with vacuum systems. In this study, ammonia adsorption performance 
of various adsorbents is investigated numerically for cooling applications. The adsorbents considered in this study are zeolite, alumina, 
silica gel and activated carbon. The adsorption performance of each adsorbent-adsorbate pair under various operating conditions is 
compared. Among the adsorbate-adsorbent pairs investigated in this study, ammonia and activated carbon gave the best performance 
values in all cases. According to the results of the study, most important parameters that effects COP, Qr and SCP of an adsorption 
cooling system are the adsorbent type, cooling source temperature, heating source temperature and evaporation temperature at the 
evaporator, respectively. It is shown that increasing evaporator temperature and heating source temperature results an increase in COP, 
Qr and SCP values of the adsorption system, whereas, for the case of cooling source temperature, highest values of COP, SCP and Qr 
are obtained at the lowest cooling fluid inlet temperature. 

Keywords: Ammonia, adsorption cooling, adsorbate-adsorbent pair, positive pressure, COP, SCP 

   

                            INTRODUCTION 

 Global energy demand is growing rapidly. 
Cooling and refrigeration demand constitutes a large 
part of global energy consumption. For this reason, 
especially during the summer season, a rapid 
increase can be observed in the amount of electricity 
consumption. Thermally driven cooling 
technologies such as absorption and adsorption 
refrigeration technologies can serve as an alternative 
to conventional refrigeration cycles [1].  Adsorption 
refrigeration systems can be considered as 
environmentally friendly since they require low-
grade heat sources such as solar energy or waste heat 
[2]. In comparison with absorption cooling systems, 
an adsorption system can be driven by heat sources 
in a large temperature range, while absorption 
systems require heat sources with higher 
temperatures [3],[4]. And last but not least, an 
adsorption system can be designed and 
manufactured simply when compared with an 
absorption system [5]. In addition to their numerous 
advantages, adsorption cooling systems also have 
some drawbacks including (a) lower COP when 
compared with absorption technology and 
conventional cooling cycles, (b) they have relatively 
high initial investment costs, as a result, they cannot 
compete     with      other      cooling      technologies  
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commercially [6]. Many researchers have conducted 
works on developing adsorption cooling technology 
in order to overcome the drawbacks that restrict 
them from being competitive in the related market 
[7].   

Adsorption is a reversible physical phenomenon, 
realised with an interaction between adsorbent 
(solid) surfaces and an adsorbate (fluid vapour), 
driven by cohesive forces [7]. The physical 
adsorption process of the gas occurs mainly within 
the pores and surface of the solid adsorbent [8]. The 
adsorbed amount and concentration of refrigerant in 
the pores are strongly dependent on pressure and 
temperature variations as well as the operating 
conditions of the system [9]. The design of an 
adsorption refrigeration system requires the 
knowledge of adsorption characteristics of the 
employed adsorbent-adsorbate pair when the 
temperature and pressure are varying [10]. 

The isosteric heat of adsorption is a combined 
specific property of an adsorbent/adsorbate pair. The 
equilibrium adsorption properties at several 
adsorbent temperatures and adsorption chamber 
adsorbate pressures were studied for a wide range of 
pairs by several researchers [5-11].  

The adsorption characteristics of every 
adsorbent-adsorbate pair are usually quite different 
than each other. Detailed specification about the 
adsorption isotherms of the assorted 
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adsorbent/adsorbate pair as well as the isosteric heat 
of adsorption must be known in order to design an 
adsorption based cooling system. Detailed literature 
reviews on adsorption working pairs for 
refrigeration/cooling applications can be found in 
the references [1, 3, 4, 5, 14]. 

Basic adsorption cooling system consists of one 
adsorption bed, expansion valve, evaporator and 
condenser. Impermanent cooling production nature 
of a one-bed system is not convenient as cooling 
cannot be produced when the bed is undergoing 
desorption [12]. Multiple bed systems which have at 
least two adsorber beds are more convenient and 
practical to use. Using more beds increase COP 
values, however, the system becomes more complex, 
as a result of adding more installation elements such 
as pipes and valves [13].  

Adsorption pair which is a vital part of the 
adsorption refrigeration cycle consists of adsorbent 
and refrigerant [14]. Refrigerant or adsorbate should 
have the following properties: [1, 2, 10, 14]. 

• Small molecular size to allow it to be adsorbed 
by the adsorbent. 

• Non-toxic, non-corrosive and non-flammable. 
• Large latent heat per volume 
• Good thermal stability 
Unfortunately, none of the fluids fulfils 

completely these requirements. Among the fluids 
appropriate to use in the adsorption systems, 
ammonia, methanol and water all have relatively 
high latent heats, however water cannot be used for 
freezing purposes as its freezing temperature is 
273.15 K and methanol is flammable [1, 14]. 
Although, ammonia is toxic, it has advantages to 
other two as it can be used at positive pressures. In 
addition to that, it has no effect to ozone layer as well 
as no global warming potential. This makes 
ammonia a suitable and favoured adsorbate for 
adsorption cooling cycles.  

Ammonia is a colourless, diffusive gas at 
atmospheric conditions. The ammonia molecule is 
basic and polar in nature, as a result, several types of 
adsorbents can be utilized to examine their ammonia 
adsorption efficiencies, including zeolites, alumina, 
activated carbon, silica [15]. Ammonia has a 
relatively high latent heat, about 1365 kJ/kg at 243 
K.  

In order to choose an appropriate adsorbent some 
of the important considerations are: [10, 14] 

• Low cost, widely available 
• Non-toxic and non- corrosive. 
• Desorption of most of the adsorbate when 

exposed to thermal energy  

• The ability to change capacity with the 
variation of temperature 

• Excellent compatibility with the refrigerant.  
Since adsorbent used for adsorption system 

affects the system performance significantly, it is 
very important to understand the characteristics of an 
adsorbent. Silica gel, zeolite, alumina and activated 
carbon are the most common adsorbents that are 
used in adsorption cooling cycles. These are 
appropriate to the adsorption of the ammonia 
vapour.  

Silica gel is a natural mineral purified and 
processed into the granular or beaded, vitreous, 
porous form of silicon dioxide (SiO2) produced 
synthetically from silicate and sulfuric acid [5]. 
Silica gel can be considered as one of the widely 
used low temperature working adsorbent, which can 
be employed in the cooling systems driven by the 
relatively low-temperature heat sources in which the 
temperature is lower than 373 K [10, 14,15].   

Zeolite is a type of alumina silicate crystal 
composed of alkali or alkali soil [4]. Due to their low 
cost and availability, zeolites gained a significant 
interest as an adsorbent. Natural zeolites also gained 
a remarkable interest due to their valuable properties 
such as ion-exchange capability [1]. About 150 types 
of zeolites can be artificially synthesized, and they 
are named by one letter or a group of letters, such as 
type A, type X, type Y, type ZSM, etc. [1, 4]. 

Activated alumina is aluminium oxide in the form 
of very porous spheres. Since it is a highly porous 
material, it is a great adsorbent for adsorption cycles.  

Activated carbons are made by pyrolizing and 
carbonising source materials, such as coal, lignite, 
wood, nut shells and synthetic polymers, at high 
temperatures (1000 to 1100 K) [1, 4, 13, 14]. 
Activated carbons can be found in many different 
forms such as powders, granulated, microporous, 
molecular sieves and carbon fibres. It is widely used 
for adsorption applications.  

Due to its zero global warming and ozone 
depletion potential, ammonia has been considered as 
being one of the most efficient refrigerants. 
However, there are not enough studies in the 
literature concerning adsorption of ammonia. A 
number of studies such as refs. [13-17] have been 
performed on the adsorption cooling systems 
employing the pair of activated carbon and 
ammonia. Only a few study considered silica gel-
ammonia pair as an adsorbent-adsorbate pair [16, 
17]. On the other hand, to the best of our knowledge, 
there is not any published research subject to a 
comparative evaluation of the adsorption cooling 
system with ammonia as adsorbate fluid onto the 
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adsorbent solid including the silica gel, zeolite, 
alumina and activated carbon.  

Since conducting experimental investigation of 
adsorption systems is complicated and expensive, it 
is much easier and convenient to simulate the 
process numerically. As a result, in this study, a 
mathematical modelling method for adsorption 
cooling systems proposed by Kilic [18] is used, 
validated and applied for ammonia and four different 
adsorbent pairs. With the used mathematical 
method, adsorption cooling cycle characteristics of 
any adsorbent-refrigerant pair can be easily 
estimated.  

In this study, silica gel, zeolite, alumina and 
activated carbon are chosen as adsorbents and 
ammonia is considered as the adsorbate. Then, the 
performance of these four different adsorbent-
adsorbate pairs for an adsorption refrigeration / 
cooling application with different working 
conditions are investigated and compared with each 
other. Main contributions of the present study into 
the current literature can be explained with two-fold 
as: firstly, it presents a more realistic modelling 
approach by the use of real fluid properties in the 
calculations, and secondly, four different adsorbents 
are used for the adsorption cooling and refrigeration 
system with the ammonia employed as working 
fluid. The presented results can be used on the design 
of an adsorption based cooling cycle systems in 
which ammonia is employed as adsorbate with the 
one of the adsorbents among silica gel, zeolite, 
alumina and activated carbon. 

 

MATHEMATICAL MODELLING  

The adsorption cooling systems are similar to the 
known mechanical vapour compression systems and 
the system components such as the evaporator, 
condenser and expansion valve are the same. The 
main difference is that the thermal compressor takes 
the place of the mechanical compressor. Therefore, 
an adsorption cooling/refrigeration system can be 
driven only by heat energy so it does not need 
electrical energy to perform. Details of the working 
principle of the thermal compressor operating 
according to the adsorption refrigeration cycle are 
given in the other study by Kilic [18]. In that study, 
the mathematical model of the two-bed adsorption 
cooling system and the calculation procedure were 
given in details.  Therefore, the important equations 
and parameters related to the present work is 
introduced in this section.  

 
 

Adsorption isotherms 

It has become a common approach that the use of 
Dubinin–Astakhov (D–A) model for the calculation 
of the adsorbate uptake value on the adsorbent as a 
function of temperature and pressure in the 
adsorption bed [19]. Dubinin–Astakhov (D–A) 
equation may be written in the form given as follow: 
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with 
 ܹ ൌ ܺ߭ and   ܹ ൌ ܺ߭      (2) 

 
In Eq.(1), E may be expressed as the specific 

characteristic energy of the assorted adsorbent-
adsorbate pair which may be evaluated from the 
experimental measurements. R is the gas constant. 
Pressure is represented by p, and suffix s is referring 
to the saturation state. Temperature is represented by 
T. The parameter n is a power constant which results 
the best fitting of the experimental isotherms. The 
quantity X represents the specific adsorbed mass of 
adsorbate (kg of adsorbate per kg of adsorbent), and 
va is the specific volume of the adsorbed phase, 
which is given by 

 
߭ ൌ ߭ ሺܶߗ	൫ݔ݁ െ ܶሻ൯				                           (3)	

where vb is the saturated liquid specific volume at 
the normal boiling point, b represents the van der 
Waals volume, and Ω is given as: 
  

Ω ൌ lnሺܾ/߭ሻ/	ሺ ܶ െ ܶሻ    (4) 

T is the temperature. The critical and normal 
boiling point temperatures of the refrigerant are 
represented by suffixes c and b, respectively. The 
parameter v0 can be obtained by using Eq.(2) at T = 
273.15 K. Table 1 shows the properties and 
parameters of the adsorbates used in the present 
study. 

Table 1. Properties and parameters of the adsorbents 
used in this study [16, 17] 
---------------------------------------------------------------------------- 
           Unit     Zeolite13X   Alumina   Silicagel   AC-LM127 

    kg/m3  647   735    445      750 
cp    kJ/kgK 0.96  0.880   0.920     0.900 
*Hads  kJ/kg         1901           1741          1731          1676 
W0        m3/kg   0.000399   0.000159    0.000235   0.000577 
X0         kg/kg      0.251         0.100          0.148         0.363 
E          kJ/kg       804.0          587.2         558.9         487.1 
n                  0.98           0.844          1.04           0.95 
Ea   kJ/kg       2466           2466          2466          2466 
--------------------------------------------------------------------------- 
*Calculated values at T=303.15 K in the present study.  
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Adsorption kinetics 

Adsorption and desorption rates of the adsorbate 
onto adsorbent can be calculated by the use of Linear 
Driving Force (LDF) approach. Adsorption kinetics 
(dX/dt) equation is given in Eq.(5).  

    

ௗ

ௗ௧
ൌ ܨ




మ ݔ݁ ቀെ

ாೌ

ோ்
ቁ ሺܺ െ ܺሻ              (5) 

where Xeq is the equilibrium concentration at the 
given pressure and temperature; Fo is a constant 
characteristic of adsorbent’s shape. The equilibrium 
concentration is calculated using the Dubinin-
Astakhov equation given in Equation 1. X is the 
instantaneous concentration of the adsorbent bed. 
The values of the adsorption kinetic parameters are 
given in Table 1 and Table 2. 

Adsorption heat 

For adsorption of fluids below their 
thermodynamic critical point, its magnitude is larger 
than the heat of vaporization of the adsorbate, which 
has a strong temperature dependence. As a result, the 
difference between the adsorption heat and the 
vaporization heat is a property of relevance in the 
design of adsorption refrigeration systems. 
Moreover, the gas phase of the adsorbent is not ideal, 
during the adsorption of the adsorbate molecules 
onto the assorted adsorbent is affected by the 
pressure and temperature changes. Therefore, the 
heat of adsorption is calculated by using the 
following Eq.(6) as suggested by El-Sharkawy et al. 
[20]. 

       

ௗ௦ܪ∆ ൌ ݄  ሺܧሻሾ݈݊ሺ ܹ ܹ⁄ ሻሿଵ/ 

ሺߗܶܧ ݊⁄ ሻሾ݈݊ሺ ܹ ܹ⁄ ሻሿሺሺଵିሻሻ/																				           (6) 
     

Table 2. Properties of the ammonia and the parameters 
used in the present study 
---------------------------------------------------------------------------- 
Properies    Values     Unit 
---------------------------------------------------------------------------- 
MW       17.03               kg/kmol        
Tb               239.8          K   
Tc               405.4          K   
R  0.4882           kJ/kg K      
Pc          11333             kPa     
c          225.00           kg/m3 

b           0.002183     m3    
vb    0.001467     m3/kg        
v0   0.001589     m3/kg        
Ω                   0.002402    
*hfg  1145              kJ/kg          
Do     2.54E-4      m2/s 
Fo     15 
Rp     1.7E-4      m 
Mbmcp,bm   14       kJ/K 
Ms    10       kg 
---------------------------------------------------------------------------- 
*Values at T=303.15 K. 

System performance parameters 

Adsorption cooling system performance is 
commonly defined by its specific cooling power 
(SCP) in W/kg adsorbent and the coefficient of 
performance (COP). The two parameters are the 
most important data among the technical 
specifications of such products. COP and SCP are 
expressed by Eq. (7) and Eq. (8) respectively. 
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Where cooling capacity of the evaporator (Qeva) 

and heat load of the system (Qheat) in a cycle can be 
calculated by Eq.9 and Eq.10, respectively. 
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It should be mentioned that the electrical power 

consumption of chilled water, cold water and hot 
water pumps are relatively small so can be neglected. 

  

Validation of the mathematical model 

Several studies have been already reported about 
the adsorption cooling systems for the use of 
ammonia-activated carbon pair. Tamainot-Telto et 
al. [17] conducted a theoretical simulation work by 
the use of ammonia-activated carbon pair. In order 
to validate present mathematical model 
computations performed according to their 
parameters and working conditions used in their 
study. LM127 type activated carbon is chosen as the 
adsorbent. The mass of the metal bed material (Mbm) 
used in adsorption bed is ignored in this calculations. 
The cooling water inlet temperature (Tcool,in) to the 
bed and the condenser temperature (Tcond) is equal to 
308.15 K. Two different evaporator temperature 
(Teva) are considered as 268.15 K and 283.15 K. Fig.1 
shows the comparisons between the present 
predicted results and the findings of Tamainot-Telto 
et al. [17] for the heating fluid inlet temperature in 
the range of 355.15 to 403.15 K.  

It can be seen that the predicted COP values are 
mainly in a good agreement with the data of 
Tamainot-Telto et al. [17]. As the temperature 
increases from 355.15 to 403.15 K, there is a slight 
increase at COP values for both evaporator 
temperatures. 
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Fig.1. Comparisons of the predicted COP values of 

ammonia-activated carbon (LM127) pair with the 
simulation of Ref.[17] for the different heating fluid inlet 
temperatures.(Tcool,in=Tcond=308.15K) 

Increasing evaporator temperature considerably 
increases COP values in both sets of results. The 
maximum differences of the predicted COP values 
appear at lower heating temperature values for the 
case of low evaporator temperature. Although there 
is a very good agreement for the case of high 
evaporator temperature. This is probably resulted by 
the difference between their model and the present 
model. Main differences between the models are the 
form of D-A equation for the pair adsorption heat 
calculations and fluid properties calculations. In the 
present model, the properties of the fluid are 
obtained for real fluid properties, the adsorption heat 
is not constant. Even though there are differences 
between the models, the results show very good 
agreements. Hence, the mathematical model can be 
accepted as validated. 

RESULTS AND DISCUSSION 

The aim of the present study is to perform a 
comparative work on the adsorption cooling system 
using ammonia with different adsorbents. Four 
different widely used adsorbents (silica gel, zeolite 
(13X), alumina and activated carbon (LM127)) are 
chosen. Two-bed adsorption cooling system as 
described in previous sections are used in the 
calculations. The mass of the adsorbent (Ms) used in 
each bed is taken as 10 kg in the calculations. In the 
computations, adsorption/desorption time is taken as 
600 seconds, precooling/preheating time is taken as 
50 seconds. Therefore, the cycle time is taken as 
1300 seconds. Computations are performed at the 
same working conditions for the four different 
adsorbent-adsorbate pairs. Properties and 

parameters of the adsorbents and adsorbate used in 
this study are given in Tab.1 and Tab.2, respectively.  

   Table 3. Working conditions used in the calculations 
---------------------------------------------------------------------------- 
Case    Teva [K]      Theat,in [K]          Tcool,in [K]        Tchill,in[K] 
---------------------------------------------------------------------------- 
1          268.15       343.15 – 403.15        303.15      287.15  
2    253.15-283.15      363.15                  303.15      287.15       
3  268.15             363.15           293.15-313.15     287.15 
---------------------------------------------------------------------------  

 
Fig.2. Comparisons of COP for the different heating and 

cooling fluid inlet temperatures. (Teva=268.15 K; Tcool,in = 
303.15 K)  

 
Fig.3. Comparisons of SCP and refrigeration heat rate 

for the different heating fluid inlet temperatures. 
(Teva=268.15 K; Tcool,in = 303.15 K)  

Other temperature settings are applied as follow: 
Condenser temperature        Tcond = Tcool,in  + 3 K ; 
Evaporator temperature       Teva = Tchill, o – 3 K; 
Bed maximum temperature Tbed,max = Theat,in – 2 K ; 
Bed minimum temperature Tbed,min = Tcool,in + 2 K . 

Computations are performed for three different 
set of working conditions as given in Tab.3. Fig.2 
shows the computed results of the coefficient of 
performance (COP) for Case 1. It can be seen that 
COP increases with rising heating source 
temperature for all the pairs. This may be explained 
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as when the heating temperature rises, more 
adsorbate circulating in the system with increasing 
desorption rate from the bed. Active carbon and 
alumina shows the best and worst COP values, 
respectively, among the pairs. For all of the pairs, 
there is a significant drop in the COP under the 
heating source temperature of 363 K.  

 
Fig.4. Comparisons of COP for the different evaporator 

temperatures.(Theat=363 K; Tcool,in =303 K ) 

 
Fig.5. Comparisons of SCP and refrigeration heat rate 

for the different evaporator temperatures. (Theat=363 K; 
Tcool,in = 303 K)  

 
Fig.3 shows the computed results of the specific 

cooling power (SCP) and refrigeration heat rate (Qr). 
For the all working fluids, SCP and Qr values rise 
almost linearly with the heating temperature. Active 
carbon pair has the highest values of SCP and Qr, 95 
W/kg and 1.9 kW, respectively, at the heating 
temperature of 403.15 K. It may be explained as 
more fluid mass is desorbed from the bed with rising 
heating source temperature, due to this more 
working fluid circulates in the system, and the 
cooling power rises accordingly. Zeolite, silica gel 
and alumina pairs show less performance compared 
to the active carbon in descending order 
respectively. 

 

 
Fig.6. Comparisons of COP for the different cooling 

fluid inlet temperatures.(Theat=363 K; Teva =268 K ) 

 
Fig.7. Comparisons of SCP and refrigeration heat rate 

for the different cooling fluid inlet temperatures. 
(Theat=363 K; Teva =268 K) 

Comparing COP and SCP for the working fluids 
when the evaporator temperature changing as Case 
2, it can be seen at Figs.(4, 5) that the highest COP 
(=0.38) and SCP (=79 W/kg) are obtained for the 
activated carbon at Teva = 283.15 K, and the lowest 
ones are found for the alumina (as 0.03 and 3 W/kg, 
respectively) at Teva = 253.15. Refrigeration heat rate 
also shows a similar trend, and its maximum values 
are 1.58, 0.92, 0.51 and 0.4 at Teva = 283.15 K for 
active carbon, zeolite, silica gel and alumina, 
respectively. In general, increasing evaporator 
temperature result an increase in COP, SCP and Qr 
values. 

The results for Case 3 presented in Figs.(6, 7). 
The change of the cooling fluid inlet temperature on 
the performance parameters shows a reverse effect 
with the evaporator temperature. Highest values of 
COP, SCP and Qr are obtained at the lowest cooling 
fluid inlet temperature, Tcool,in = 293.15 K.  This may 
be explained as decreasing cooling fluid temperature 
drops the minimum bed temperature and also 

50 



A. F. Altun et al.: An investigation of the ammonia adsorption performance on different adsorbents for cooling applications 

  

decrease condensation temperature and pressure at 
the condenser. Therefore, more adsorbate can be 
adsorbed at the bed with a lower adsorption 
temperature, and more adsorbate can be desorbed at 
the bed with lower condenser pressure. The 
performance parameters order is similar to the Case 
1 and 2.  
    Considering the adsorption heat values (at 
303.15K) given at Tab.1, zeolite 13X has the largest 
one (1901 kJ/kg), alumina and silica gel have almost 
same (1741 and 1731 kJ/kg, respectively), activated 
carbon has the smallest value (as 1676 kJ/kg). 

CONCLUSIONS 

This study presents a comparative study on a two 
bed adsorption cooling system with a working fluid 
ammonia as adsorbate and four different widely used 
adsorbents as zeolite 13X, alumina, silica gel and 
activated carbon (LM127). These four adsorbent-
adsorbate pairs and various cycle operating 
conditions are investigated at the heating source 
temperature range from 343.15 to 403.15 K. 

 
The effects of the different evaporator and cooling 
source temperatures are also evaluated and 
compared. The performance indicators of COP,  SCP 
and refrigeration heat rate (Qr) are investigated and 
compared for the same working conditions. Among 
the adsorbent-adsorbate pairs considered in this 
study, the best performance values are obtained for 
the activated carbon and ammonia pair. In the 
investigated range of working conditions, the 
maximum values of COP, SCP and Qr for the pair 
with activated carbon are 0.38, 88 W/kg and 1.8 kW, 
respectively. The zeolite-ammonia pair shows 
similar behaviour to the activated carbon pair with 
about 28% and 34% less performance in terms of 
COP and SCP, respectively.  

It is shown that the parameters that have the 
largest effect on COP and SCP are, in decreasing 
order, adsorbent type, cooling source temperature, 
heating source temperature and evaporation 
temperature at the evaporator. These results are valid 
for all working pairs. In general, increasing 
evaporation temperature and decreasing adsorption 
bed temperature during the adsorption process 
increases COP, SCP and Qr for all working pairs. 

It should be noted that the calculations are 
performed based on a basic adsorption cycle with a 
two-bed system. The selection of the adsorbent type 
has a great effect on the performance of the system. 
Hence, higher performances may be obtained with 
the selection of more efficient adsorbent for 
ammonia. Moreover, the system performances may 

be increased by the use of more advanced cycles in 
which new or advanced techniques, such as heat and 
mass recovery, applied.   

NOMENCLATURE 

b- the van der Waals volume, m3; 
cp-  specific heat, kJ/kgK; 
COP – coefficient of performance, - ; 
D0 –  surface diffusion coefficient, m2/s; 
E –  characteristic energy, kJ/kg; 
Ea –  activation energy, kJ/kg; 
Fo -  a constant characteristic of adsorbent’s  
  shape. 
hfg-  vaporization enthalpy, kJ/kg; 
Hads- adsorption heat, kJ/kg; 
M -  mass, kg; 
MW- molecular weight of fluid, kg/kmol; 
n-  exponential constant, -. 
p-  pressure, kPa; 
ps-  saturation pressure, kPa; 
R –  gas constant, kJ/kgK; 
SCP – specific cooling power, W/kg; 
Q -  heat, kJ; 
Qr -  refrigeration heat rate, kW; 

						 ሶܳ 	-     heat rate, kW; 
t -  time, s; 
tcycle- total cycle time, s; 
T -  temperature, K; 
X –  adsorption capacity on mass basis, kg/kg; 
va –  adsorbed phase specific volume, m3/kg; 
vb – saturated liquid specific volume at normal  
  boiling temperature, m3/kg; 

Subscripts 

a-  adsorbed phase; 
ad- adsorption; 
b- boiling point; 
bed- adsorber bed; 
bm- bed material; 
c- critical point; 
cyc- cycle; 
cond- condenser; 
eva- evaporator; 
f-  fluid; 
fg- phase change from liquid to gas; 
in- inlet; 
out- outlet; 
min- minimum; 
max- maximum; 
s-  sorbent; 
s-  saturation; 
l-  liquid phase; 
v- vapour phase. 
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The combustion of low-grade coals is associated with the difficulties of their inflammation and burn-out, an increase of harmful 

dusty and gaseous emissions (ash, nitrogen and sulphur oxides). The use of low-grade coals leads to an increase in the fuel oil and 
natural gas expenses for the furnace kindling, capturing and stabilization of the pulverized coal torch combustion, and the 
environmental situation worsens. In this work the research on the torch combustion of the coal dust prepared by a plasma-
thermochemical treatment for combustion have been done using the method of three-dimensional simulation. The authors have 
obtained that the plasma preparation of coal for combustion enables one to optimize the process, improve the conditions for 
inflammation and combustion and minimize the emissions of harmful substances. 

Keywords: Combustion, plasma preparation, simulation, harmful substances, plasma-fuel system 

INTRODUCTION 

At present, in Kazakhstan, it is necessary to 
increase energy production processes efficiency in 
strict compliance with emission standards harmful 
substances and effective utilization of the 
equipment. 

A promising solution in this area is the new 
effective technology of combustion processes 
during the thermal activation of low-grade coal to 
create efficient methods of "clean" energy 
production in real combustion chambers of 
Kazakhstan TPP [1-2]. This is a technology of 
preliminary preparation for the burning of low-
grade coal (high-ash content), which use the 
plasma-fuel system (PFS). As follows from the 
very definition of the system, the PFS generally 
represents a burner device with a plasmatorch. The 
processes of the plasma thermochemical 
preparation of solid fuels for combustion are 
realized in the PFS. 

This technology recommended itself quite well 
on powerful energy units in a number of foreign 
countries, and has a high economic and ecological 
potential. 

At the use of a plasma activation of the 
pulverized coal flow the input parameters employed 
in   computations   differ   from   those   existing  in  

 

* To whom all correspondence should be sent: 
   lmllldy@126.com 

practice at a conventional arrangement of the 
pulverized coal torch combustion. A torch of the 
reacting fuel mixture enters the combustor, which 
causes an alteration of the main parameters of the 
combustion process. 

In this connection, a complex investigation of 
the work process of the furnace chamber with 
allowance for the influence of the fuel 
thermochemical preparation, including the 
numerical simulation of processes occurring within 
the combustor volume, becomes especially urgent. 

The relevance and importance of these 
researches is that this technology may be 
implemented on all coal-fired thermal power plants 
of Kazakhstan. 

PLASMA TECHNOLOGY OF LOW-GRADE 
COAL COMBUSTION  

The essence of solid fuel preparation using a 
plasma technology is that the low-reaction high-ash 
coal is converted into a high-reaction fuel, heated to 
the ignition temperature in the volume of burners. 
The resulting highly reactive fuel by mixing with 
the secondary air in the combustion chamber 
intensively ignites and burns rapidly without the 
"backlight" of the fuel oil (Fig.1). 

The plasma thermochemical preparation of coal 
for combustion consists of the heating by a 
plasmatorch at an oxygen deficiency in the 
pulverized coal flow in a special chamber up to a 
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temperature exceeding the temperature of the self-
inflammation of a given coal.  

As a result, the obtained fuel mixture or the 
highly reactive two-component fuel (HRTF) 
consisting of the combustible gas and coke rest 
ignites at its mixing with a secondary air and stably 
burns without using a pulverized coal torch for 
stabilization even in a cold furnace of the backup 
high-reaction fuel (mazut or natural gas). 
 

 
1 – plasmatron; 2 – a smaller part of the air mixture; 3 – the 

main part of the air mixture; 4 – the flame of plasma 
thermochemical preparation products of an air mixture; 5 – 
furnace space; 6 – secondary air; 7 - the chamber of 
electrothermochemical preparation of fuel to burning; 8 – 
plasma flame 

Fig.1. Plasmatron in a cylindrical vortex burner [3] 

In this case, there occurs a practically complete 
emission of volatiles and a partial combustion 
and/or gasification of the coal carbon. The use of 
various types of burners does not cause the 
differences in the mechanisms of the process of the 
plasma thermochemical treatment of coal for 
combustion. The use of plasma fuel systems 
enables one to eliminate from the TPS fuel balance 
the mazut, which is conventionally used for the 
lighting of boilers. 

The method of thermochemical plasma 
preparation of coal for combustion has been tested 
successfully on several thermal power stations, 
which confirms its efficiency. However, one needs 
the development of special techniques for 
computing the burner devices for a wide 
introduction of plasma technology of the coals fuel 
oil-free inflammation, which will make it possible 
to estimate prior to experiment the main parameters 
of the processes occurring in the volume of a burner 
supplied with a plasmatorch, obtain the fuel 
mixture composition at the furnace inlet, and 
compute the characteristics of the heat and mass 
transfer within the combustor of the TPS boiler. 
The use of new computer technologies for 
simulation has enabled one to carry out the 
computations of these processes [4−12, 25]. 

OBJECT OF RESEARCH 

The present paper deals with the numerical 
investigation of the plasma source influence on 
thermochemical conversions of the aeromixture and 
its combustion by the example of the combustion of 
the high-ash coal in the furnace of the BKZ-420 
boiler of the Almaty TPS-2. Thus, the investigation 
task included the computation of combustion 
processes in the furnace of a boiler supplied with 
the conventional pulverized coal burners with a fuel 
oil sprayer and the PFS. Three regimes of the boiler 
operation: 1) the conventional (using six pulverized 
coal burners); 2-3) plasma activation of combustion 
(with a replacement of three and six pulverized coal 
burners with the PFS’s) were chosen for numerical 
investigations. 

When carrying out computational experiments 
for plasma activation of combustion, the authors 
used the program FLOREAN, which accounts for 
the furnace actual configuration and the kinetics of 
the process of the combustion of coal particles by a 
simplified kinetic scheme. The same code was used 
also for the computations of the conventional 
regime of coal combustion in the furnace of boiler 
BKZ-420. 

While replacing the design burners with the 
vortex PFS’s (Fig.1) with a chamber for 
electrothermochemical fuel preparation 0.73 m in 
diameter one employs a plasmatorch with 100 kW 
power. The chamber wall temperature was assumed 
equal to 700 K. The mean-mass diameter of coal 
particles was 60 μm (R90 = 14.3 %), the original 
aeromixture temperature at the PFS inlet remained 
the same as at the inlets of the main burners and 
was equal to 423 K, the coal consumption via the 
PFS was 7.3 t/h. The thermal efficiency of the PFS 
based on experimental data was taken to equal 90 
%. The results of the PFS numerical simulation are 
summarized in Tab.1. These data taken for the PFS 
outlet section have been used as the input data for 
the three-dimensional simulation of the furnace of 
the power boiler BKZ-420 of the Almaty TPS-2, 
three and six burners of which were virtually 
reequipped into the PFS’s [13−15]. 

Table 1. The results of the PFS numerical simulation 
CO	 H2	 CH4	 CO2	 H2O	 N2	 O2	

Volumetric,	%	

11.04	 2.17 0.22 13.53 1.93 70.55 0.13 
NO,	mg/m3*	 XC, % Vg, m/s Tg, K τg, s 

7.5	 67.6 42.1 1076 0.016 

 
The table contains the following values: 
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* Normal cubic meter (under normal conditions: 
P = 101325 Pa, T = 298 K);  

XC ۛ coal gasification degree; 
Vg ۛ the flow velocity; 
Tg ۛ the temperature of the highly reactive two-

component fuel flow; 
τg ۛ the time of fuel residence in the plasma-fuel 

system. 
The model presented in to the numerical 

simulation of BKZ-420 combustion chamber. Its 
steam capacity equal to 420 t/h. Boiler equipped 
with six vortex dust burner, arranged in two levels 
with three burners on the front wall of the boiler as 
shown in Fig.2.  

 

 
Fig.2. Geometry and finite-difference grid of the boiler 

furnace BKZ-420 of Almaty TPS-2 

Low-grade high-ash coal dust from Ekibastuz 
has burnt in the boiler, it has ash content of 40 %, 
volatile – 24 %, moisture content – 5 % and the 
highest calorific value 16700 kJ/kg. The fineness of 
coal milling is equal to R90= 15 %. All numerical 
calculations were performed on above 
characteristics. The initial parameters required for 
the three-dimensional calculation of the BKZ-420 
boiler of Almaty TPS-2, equipped with plasma-fuel 
systems, are shown in Tab.2. 

Table 2. The initial data of coal and BKZ-420 
combustion chamber for numerical calculation 

Characteristic Quantity 

Coal type Ekibstuz 
Density of particles, kg/m3 1300 

Cdaf, % 82.0 
Hdaf, %  5.0 
Ndaf, % 1.5 
Odaf, % 11.5 
Ash, % 40 

Humidity, % 5 
Volatile, % 24 

Coal consumption by the 
boiler, kg/h 

72 000 

Coal consumption by the 
burner, kg/h 

12 000 

Primary air consumption by 
the boiler, kg/h 

107 035 

Secondary air consumption by 
the boiler, kg/h 

402 656 

Secondary air temperature, °C  280 
Temperature of aeromixture, 

°C  
90 

Average particle size of coal, 
m 

60 × 10-6

The lower heating value of 
coal, kJ/kg 

16 750 

The amount of computation 
(control volume) 

1 150 ×103 

METHODOLOGY OF THE RESEARCH 

Basic equation 

Among the methods of modelling the 
combustion of pulverized fuel most widely used 
method based on the Euler, an approach to describe 
the motion and heat transfer of the gas phase. This 
method uses the spatial balance equations for mass, 
momentum, the concentrations of gaseous 
components and energies for the gas mixture. To 
describe the motion of single particles and heat 
mass transfer of fuel along their trajectories used 
Lagrange approach. Turbulent flow structure is 
described by a two-parameter of k-ε model of 
turbulence, where k – the kinetic energy of 
turbulence, ε – turbulent energy of dissipation [16]. 

The mathematical description of physical and 
chemical processes based on the solution of balance 
equations. In general, these equations contain four 
terms describing:  

• Change in the value of time;  
• Convective transfer;  
• Diffusive transfer;  
• External and internal sources.  
To calculate the gas flow solid-phase with the 

input of all transport quantities in the control 
volume are determined by the generalized Eq.(1): 
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In this equation t – time, ρ – density, u1..u3 – 
velocity vector components, x1..x3 – spatial 
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coordinates, Γϕ – turbulent exchange coefficient, Sϕ 
– describes external and internal sources for the 
quantity ϕ, other terms describes the variation of ϕ: 
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  – Molecular transfer. 

In mathematical model of gas, flow or liquids 
used equations of conservation of mass and 
momentum: 
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For flows in which taken place processes of heat 
transfer, as well as for compressible media we have 
to solve the equation of energy conservation: 
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here: ϕ=h, Γϕ= 
Pr


, Sϕ=Sh, were µ – dynamic 

viscosity coefficient, Pr – Prandtl number, Sh - 
source term due to radiant heat transfer. 

The six-flow model of De Marco and Lockwood 
in Cartesian coordinates is used to describe the 
radiant heat exchange in this work. In this model 
the distribution of radiant energy flow in 
corresponding regions is approximated by power 
series and spherical functions. The distribution of 
intensity in different directions is approximated by 
Taylor power series by solid angle. 

Source term due to radiant heat transfer in the 
equation of energy balance is obtained by 

integration of total intensity along solid angle Ω 
=4π.  

Thus, we have following: 

4
1 2 3

4 ( ) 4
3h abs absS K B B B K T         , 

here: Kabs – integral absorption factor, σ – Stefan-
Boltzmann constant. 

 In flows with the processes of mixing of 
different components, with the reactions of 
combustion, etc. must be added the equation of 
conservation of the mixture components or the 
conservation equation for mixture fraction and its 
changes: 
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here: ϕ=cβ, Γϕ=ρ∙Dcβ, Sϕ=Sβ, were Dcβ – diffusion 
coefficient, Sβ – the formation and decomposition 
of the components of β as a result of chemical 
reactions. 

For turbulent flow the system of equations is 
complemented by transport equations for turbulent 
characteristics. 

RESULTS OF COMPUTATIONAL 
EXPERIMENTS 

     The present paper provides an overview of the 
current capabilities of the CFD-computer code 
FLOREAN (acronym for FLOw and REActioN) 
developed at the Institute for Fuel and Heat 
Technology in Technical University of 
Braunschweig (Germany) [16-23]. 

Simulation tool FLOREAN allows getting 
detailed information about furnace performance 
including velocities, temperature, thermal radiation 
and concentration distributions, etc. within the 
furnace and along the walls. The efficient 
combustion of solid fuel in combustion chambers 
and the efficient heat transfer to water and steam in 
steam generators are essential for the economical 
operation of power plants. This information is 
useful to evaluate the combustion process and to 
design optimal furnaces. FLOREAN will also be 
very useful in improving combustion process of 
different fuels in industrial boilers, optimizing 
operation and minimizing pollutant emission [24]. 

Fig.3 show the full velocity vectors in the 
combustor cross section for the conventional coal 
combustion in the burners location plane.  
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Fig.3. Full velocity vector fields in the combustor cross 

section at a conventional coal combustion 

Fig.4a show the case of a combustor with the 
same cross section of which is supplied with three 
PFS’s, and Fig.4b show the case of a furnace 
chamber supplied with all six PFS’s. 

 
Fig.4. Full velocity vector fields in the combustor cross 

section at the combustion of a coal activated at three 
PFS’s (a) and at six PFS’s (b) 

An analysis of the obtained velocity fields has 
shown that the pulverized coal flow activation 
affects significantly the flow field, namely the 
reacting jet propagation in the furnace volume, the 
admixing processes in the jet, the sizes and shape of 

torches. One observes a substantial difference in the 
distribution of pulverized coal flows entering the 
furnace through the conventional burners and 
through the PFS.  

The main reason for the alteration in the 
distribution of velocities in the furnace space is an 
increase in the velocity of the fuel mixture supplied 
to the combustor (the two-component high-reaction 
fuel). With increasing number of the PFS’s that is 
of the thermochemically activated fuel flows, the 
torch core shifts to the symmetry centre of the 
furnace chamber, and one observes a clearer pattern 
of the motion of vortex flows from the PFS.  

The mass and heat exchange intensify at a 
collision of counter torches and tubulisation of 
flows, and the resulting enhancement of the mixture 
formation and heating speed up the combustion 
process. An increase in the velocity along the torch 
axis increases the intensity of admixing high 
temperature furnace gases, which in turn leads to a 
speed-up of the growth of particles temperature 
and, consequently, to an improvement of the 
pulverized coal torch inflammation from the 
burners, which are not supplied with plasma 
torches. An intense supply of hot furnace gases to 
the torch root is ensured due to aerodynamic 
peculiarities of thermochemically activated flows 
owing to an external and internal recirculation. 

 
1 - Conventional regime of coal combustion; 2 - 

Combustion regime of the coal with its plasma activation 
in three PFS’s; 3 - Combustion regime of the coal with 
its plasma activation in six PFS’s 

Fig.5. Variation of temperatures over the combustor 
height 

Figs.(5, 6) show the variations of the 
temperatures and NO concentrations over the 
combustor height, which were computed for two 
versions of coal combustion with a preliminary 
plasma activation of the coal in a PFS and with a 
conventional one. It is seen that the temperatures 
over the combustor height, which were computed 
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for the coal combustion activated by plasma (Fig.5, 
curves 2 and 3) are mainly below the temperatures 
calculated for the conventional regime of the coal 
combustion (Fig.5, curve 1). There is, however, a 
zone (the combustor lower part up to the level of 
the upper row of burners), in which the combustion 
temperature of the coal with plasma activation is 
above the coal combustion temperature in the 
conventional regime. This phenomenon may be 
explained by the PFS influence, which cause an 
earlier inflammation of the mixture saturated with 
air and the corresponding shift of the flame front 
towards the PFS mouth. 

 

 
1 - Conventional regime of coal combustion; 2 - 

Combustion regime of the coal with its plasma activation 
in three PFS’s; 3 - Combustion regime of the coal with 
its plasma activation in six PFS’s 

Fig.6. Variation of NO concentrations over the 
combustor height 

 
One observes also the PFS influence on the 

formation of NO (Fig.6) over the combustor height. 
Both the mean values of the NO concentration over 
the combustor height are much lower in the case of 
the combustion of the coal with its plasma 
activation. Note that the use of the PFS reduces the 
NO concentration (Fig.6, curves 2, and 3) even in 
the combustor lower part (below the PFS location 
level). This phenomenon is explained by a 
suppression of the formation of fuel nitrogen oxides 
inside the PFS. The fuel nitrogen is released into 
the gaseous phase at the coal heating together with 
the volatiles inside the PFS.  

Figs.(7, 8) illustrate the distribution of the 
concentrations of oxygen and carbon dioxide over 
the combustor height. The mean values of oxygen 
concentrations (Fig.7, curves 2 and 3) over the 
entire combustor height below in the case of the 
combustion of a coal which has passed a 

preliminary thermochemical treatment in the PFS, 
and the mean values of the carbon dioxide 
concentrations (Fig.8, curves 2 and 3) are higher.  

 

 
1 - Conventional regime of coal combustion; 2 - 

Combustion regime of the coal with its plasma activation 
in three PFS’s; 3 - Combustion regime of the coal with 
its plasma activation in six PFS’s 

Fig.7. Variation of oxygen concentrations over the 
combustor height 
 

 
1 - Conventional regime of coal combustion; 2 - 

Combustion regime of the coal with its plasma activation 
in three PFS’s; 3 - Combustion regime of the coal with 
its plasma activation in six PFS’s 

Fig.8. Variation of carbon dioxide concentrations over 
the combustor height 

 
These data confirm the fact that at the use of the 

PFS for coal combustion stabilization, one observes 
a more complete coal burn-out and a reduction of 
the mechanical underburning of the fuel [5]. 

CONCLUSIONS 

A comparative numerical investigation of the 
conventional coal combustion and the coal 
combustion in a furnace supplied with a PFS, which 
has been conducted in the work, shows that the 
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plasma thermochemical treatment of the coal prior 
to its combustion enables one to optimize the 
process, improve the inflammation and combustion 
conditions, minimize the emissions of harmful 
substances into atmosphere. The application of the 
PFS technology will enable a reduction of the 
equivalent fuel expense per 1 kWh of the generated 
energy by 10−15 gram of the equivalent fuel, which 
is equivalent to the 1.5−3 % fuel saving or to an 
increase in the efficiency of electricity generation 
by 0.5−1 %. A wide application of the PFS 
technology carries in itself an important social-
economic effect and will make it possible not only 
to improve the environmental situation in regions 
near the TPS, optimize the process of the 
combustion of energy fuels, but also to raise the 
level of the culture of the TPS workers at the 
expense of the application of a more progressive 
and environmentally clean technology of the 
inflammation and combustion of solid fuels.  
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The article is devoted to the complex research processes of heat and mass transfer occurring during combustion of solid fuel 

(coal) in the real conditions in the boiler. The methods of numerical 3D modelling were used to describe the aerodynamic and heat-
mass transfer processes characteristics and investigate their exact numerical values. Formation of high-speed flows, its temperature 
and concentration fields were found during the burning of pulverized low-grade Kazakh coal in the volume of the real combustion 
chamber. So temperature values increased at core of torch to 1370ºC and monotonically decreased to 922ºC at the outlet of boiler. 
Carbon dioxide CO2 has its maximal values ~ 0.16 kg/kg at the outlet of the chamber, and the nitrous oxides NOx have their maximal 
amount of ~ 1200 mg/m3 (at normal conditions) at the burners’ zone. Obtained results have great practical importance; it will allow 
improve the operating energy objects and design new combustion chambers of energy boilers and also burners, finally optimize the 
whole process of fossil fuel combustion. 

Keywords: aerodynamic, combustion, heat exchange, numerical experiment 

INTRODUCTION 

Solid fuel combustion is a complex physical and 
chemical phenomenon, which occurs at high 
temperatures with rapid and complete oxidation of 
combustible matter (carbon) by atmospheric 
oxygen while accompanied by a large amount of 
heat release [1-2]. Due to the low quality of Kazakh 
coal deposits the exploitation of its coal has many 
challenges associated with the growth of scientific 
and applied research. Conducting in-depth research 
on coal combustion in real conditions can ensure 
the efficient technological process [3-5]. Increased 
interest observed in particular in the study of heat 
and mass transfer processes at combustion of 
pulverized Kazakh coal with high ash content [6-
10]. Combustion processes take place under 
conditions of strong turbulence and non-isothermal 
flow, multiphase medium with a significant impact 
of nonlinear effects of thermal radiation, interfacial 
interaction and multistage proceeding with 
chemical reactions [11-12]. Such phenomena have 
an important role in studying of the natural 
phenomenon of low-grade coal combustion. So 
investigations of turbulent chemically reacting 
media are extremely important to deepen the 
knowledge of physical and chemical properties and 
understanding of possibilities for application. 

 

* To whom all correspondence should be sent: 
   Beketayeva.m@gmail.com 

THE STATE OF THE ART 

In the context of depletion of natural energy 
resources and environmental pollution increasing 
the efficiency of energy generation and solution of 
environmental problems are urgent and important 
task to solve [13-15]. Development of technological 
processes with economic and ecological advantages 
are the main purpose for many researches in this 
area. The complex processes of heat and mass 
transfer in the presence of combustion are non-
stationary, strongly non-isothermal with a constant 
change in the physical and chemical state of the 
environment. It greatly complicates their 
experimental study. In this case, studying of heat 
and mass transfer in high-reacting media with 
simulation of physical and chemical processes 
occur during combustion of pulverized coal is 
important for the solution of modern power 
engineering industry and ecology problems. In this 
regard, a comprehensive study of heat and mass 
transfer processes at high-temperature media is 
observed. Research based on the achievements of 
modern physics using numerical methods of 3D 
modelling are cost-effective and does not require a 
lot of manpower and a lot of time as in full-scale 
studies. Applying of computational technology 
allow us to describe the actual physical processes 
that occur during combustion of energy fuel as 
accurate as possible [16-19]. Finally, the objective 
of this paper focused on numerical experiments and 
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studying of heat and mass transfer processes 
occurring in the areas of real geometry of the 
combustion chamber during the burning of fuel. A 
mathematical model of physical-chemical 
combustion process has been established. 

PROBLEM STATEMENT 

Study of processes of heat and mass transfer 
during coal combustion is possible only based on a 
complete knowledge of combustion physics. It 
includes a wide range of physical and chemical 
effects and its formulation of a mathematical 
model. The fundamental laws of conservation of 
mass, momentum and energy are used for the 
simulation of heat and mass transfer in the presence 
of physical and chemical processes [20-23]. As it 
known the heat and mass transfer processes in the 
presence of physical and chemical transformations 
are the interaction of turbulent flows. Therefore, the 
chemical processes here should take into account 
the law of conservation of components of the 
reacting mixture, multiphase medium, its 
turbulence degree, heat generation due to the 
radiation of heated fluid and chemical reactions.  

Basic equation 

The law of conservation of substance written in 
the form of the law of conservation of matter as 
follows: 
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The law of conservation of momentum and the 
equation of motion expressed as: 
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Law of energy conservation: 
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The conservation law for the components of the 
reaction mixture: 
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For technical flame matter transfer is taken into 
account only by diffusion. Transfer of substance 
due to the pressure gradient, the action of external 
forces (electric and magnetic fields) and thermal 
diffusion are small and they be neglected. Then the 
last equation is written as follow: 
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the standard k-ε turbulence model is used in this 
paper for modelling of turbulence flows excluding 
the effect of lift or “twist” of flow, which is 
represented by the equation of turbulent kinetic 
energy transfer: 
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In addition, the equation of dissipation 
(turbulent kinetic energy conversion into internal) 
turbulent kinetic energy ε: 
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Here the kinetic energy production: 
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In addition, the rate of dissipation of turbulent 
energy: 
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If k and ε are known, the turbulent viscosity 
determined by the Prandtl-Kolmogorov relationship 
is: 
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   (9) 

Empirical constants like сμ, σk, σ, С1, С2 in 
previous equations are determined experimentally. 
For our case, they are taken as сμ = 0.09; σk = 1.00; 
σ = 1.30; С1 = 1.44; С2 = 1.92. For the turbulent 
numbers of Prandtl and Schmidt taken 0.9 [24]. 

A generalized equation of the transport value in 
a turbulent flow will then be: 
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(10) 

High-temperature media emits heat during 
combustion. As a result, this thermal energy is 
transformed into radiant energy on the surface of 
the heated body. Thus, the energy equation in the 
study of heat and mass transfer during combustion 
considered the heat exchange by radiation. On the 
heat-exchange by radiation has a major influence of 
the water vapor and carbon dioxide. Heat exchange 
by radiation can be treated in modeling of flows at 
temperatures 500 K < T < 2000 K in the region of 
the visible and infrared parts of the spectrum. The 
emissivity of the gas mixture consists of 
components emissivity, and depends on the partial 
pressure, temperature and wavelength.  
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The six-flow model [25] is used to determine the 
intensity of the radiation in this study. 

Physical and chemical processes occurring in 
the combustion chamber are rapid and complete 
processes of oxidation of the fuel (in this case high-
ash content coal). These processes take place at 
high temperatures, accompanied by a large release 
of energy due to chemical reactions and changes in 
the concentrations of all substances interact. To 
describe real physical transformations that occur 
during combustion of fuel, and to avoid mistakes 
that can lead to a physically meaningless result, an 
adequate initial and boundary conditions 
corresponding to real physical process are given, 
while an adequate numerical model [26-27] of 
physical process is also chosen. Chemical reactions, 
which in turn determines the source terms in the 
equations for energy and the substance components. 
A chemical model is adopted in this paper it takes 
into account only the key components of the 
reaction. A Mitchell-Tarbell model was used [28], 
which takes into account the rank of coal for 
modelling nitrogen-containing components (in this 
case for the Kazakh coal ash content is 35.1%). The 
Mitchell-Tarbell model demonstrates the formation 
of nitrogen oxides NOx by the oxidation of fuel 
bound nitrogen. The kinetic scheme takes into 
account the reaction of the primary pyrolysis, 
homogeneous combustion of hydro carbonaceous 
compounds, heterogeneous combustion of coke and 
formation of nitrogen compounds by thermal and 
fuel NOx mechanisms.  

The Florean software package were used for 
computational simulations of heat and mass transfer 
processes during combustion of pulverized coal. 
And as an object of research was chosen the 
combustion chamber of the real energy boiler BKZ-
75 Shakhtinsk TPC, Kazakhstan). All conditions 
taken into account describe real processes of solid 
fuel combustion. Control volume method were used 
for conducting numerical modelling, where the 
chamber has been divided into 126 496 cells in 
computational experiment. 

RESULTS OF NUMERICAL MODELLING 

The following results show three-dimensional 
modelling of heat and mass transfer processes 
during combustion of pulverized low-grade coal in 
real conditions of combustion chamber of boiler. 
Aerodynamic pattern of motion of two-phase 
turbulent flow of pulverized coal combustion 
causes the heat and mass transfer process in general 
[29-30]. Fig.1 shows a two-dimensional graph of 

the full velocity vector, determined by the 
relationship:  

                       2 2 2V U V W  


.           (11) 
Flows’ speed decreased in the direction of 

camera output. The peak area values with 
maximum speed of 20 m/s is clearly visible. The 
burners were located at 4 m by height of chamber 
burners, they fed fuel and oxidant mixture into the 
camera at maximum speed. Distribution character 
of full velocity vector in Fig.1a depends on the 
geometrical design of the chamber and due to the 
vortex transfer of reacting medium. At the outlet 
region of chamber (Z~16 m, Fig.1b), it is seen that 
velocity has a maximum value 8.76 m/s, while an 
average value does not exceed 5 m/s by height. 

 
 

 
(a) 

(b)  

Fig.1. Distribution of full velocity vector 

The maximum perturbation of turbulence 
characteristics notably in the vortex region, this 
cause the highest change of velocity (Fig.2). The 
presence of a stream of vortices in the central 
region of the combustion chamber is advantageous 
for the combustion of pulverized coal (heat transfer 
and mass transfer). 

Fig.3a shows the distribution of maximum, 
minimum and average values of the temperature 
field in the combustion chamber. 
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Fig.2. 2D distribution of turbulence characteristics 

 

 (a)  
 

(b)  

Fig.3. Distribution of temperature fields and its 
verification with known data 

A sharp decrease in temperature observed at fuel 
feeding zone because the fuel supplied there by a 
lower temperature. It can be seen that temperature 
values reach their maximum in the area below the 
burner’s zone where torch core is located 
(approximately at 3 m). This was caused with the 
eddy currents (from installed four burners: on two 
burners on two opposite tiers) that have a maximum 
convective transfer. This increases the residence 

time of coal particles here. As a result, the 
temperature rise to ~1370ºC in this area. Moreover, 
maximum value of temperature is about 900-950ºC 
at the output of the chamber. This is clearly seen 
from the 3D view of temperature in Fig.3b. The 
point of the theoretically calculated value of the 
temperature of exhaust gases for this boiler defined 
according to the normative method of thermal 
calculation [31] data from the natural experiments 
held in real TPP of RK [32] are presented in Fig.3a. 
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Fig.4. 3D temperature distribution by the chamber 
sections 

The method of thermal calculation in power 
engineering is still the most reliable for finding the 
temperature at the outlet of the combustion 
chamber. It is seen that the difference between 
results of numerical calculation and known data is 
only 4.7%. This proves that the method of 3D 
modelling gives us a good description of real 
processes of heat and mass transfer fuel 
combustion. 

The following Fig.4, which shows the 3D 
temperature distribution by the chamber sections, 
observed the same character as in the previous 
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Fig.3. Temperature values are monotonically fall by 
the height of the combustion chamber.  

From 3D view of temperature it is seen that the 
core of flame is located in the lower part of 
chamber (section Y=3.19 m, Fig.4a). The maximal 
value of temperature is equal to 1340ºC there and 
they decreased by the height of camera. So 
temperature has the value 940ºC in average in 
section Z=12.65 m (Fig.4b), when it has 922ºC at 
the section Z=7 m (the output of chamber, Fig.4b). 

Below the results of 3D modeling of carbon 
dioxide CO2 and nitrogen oxides NOx 
concentration distributions are shown. 
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Fig.5. 3D distribution of the carbon dioxide 
concentrations on sections of the chamber (CO2, kg/kg) 

Carbon monoxide CO completely react with 
oxygen O2 and further form carbon dioxide CO2. 
Concentrations of carbon dioxide CO2 have their 
largest amount at the top areas of chamber (Fig.5a, 
section Y=3.19 m). In addition, the minimal values 
are observed at the region, where the burner 
equipments are set.  

Analyzing the Fig.5a it is seen that 
concentration of carbon dioxide CO2 has the 

minimal value equal to 0.0089 kg/kg at the section 
Y=3.19 m. In average it is raised to ~ 0.13 kg/kg at 
the Z=12.65 m section by height and ~ 0.15 kg/kg 
at the outlet of the chamber (section X=7.0 m, 
Fig.5b). 

Nitrous oxides NOx are formed by seven main 
nitrous compounds, but it is considered to 
negligible others except of nitrous monoxides NO 
and dioxides NO2 (in total NOx). The NOx 
formation mechanism is caused mainly with the 
fuel-N compound. The maximal amount of nitrous 
oxides NOx concentration is presented at the 
burners zone and equal to 0.0109 kg/kg (Fig.6a, see 
section Y=3.19 m). As it shown in Fig.6 the 
decreasing of nitrous oxides concentration is 
observed with height of boiler. It has the average 
value equal to 5.09∙10-12 kg/kg at the output of the 
combustion volume (section X=7.0 m, Fig.6b). 

 

(a)  

(b)  

Fig.6. 3D distribution of the nitrogen oxides 
concentrations on sections of the chamber (NOx, kg/kg) 

Obtained results of computational simulation of 
carbon dioxide CO2 and nitrous oxides NOx 
concentration distributions were verified with the 
known data as shown in Fig.7. 
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Fig.7. Verification of concentrations of carbon 

dioxide CO2 (a) and nitrogen oxides NOx (b) calculation 
results with known data [32-33] 

Concentrations of carbon dioxide CO2 (Fig.7a) 
and nitrous oxides NOx (Fig.7b) are in a good 
agreement with experimental data, received from 
real thermal power plant equipment [32]. 
Moreover, nitrous oxide NOx concentrations meet 
the requirements of limit value for Kazakhstan 
Republic TPP [33]. By comparison of numerical 
experiment results held in this work with natural 
data from TPP, it can be noticed that the difference 
is for carbon dioxide CO2 is 4% and for nitrous 
oxides NOx is 5%. Finally we can confirm the 
observed method of research of heat and mass 
transfer processes is fairly reliable and efficient. 
Also, the method of computer simulation can to be 
useful in studying the technological processes of 
low-grade coal combustion in energy objects.  

CONCLUSIONS 

In conclusion, velocity characteristics of 
turbulent flows, their turbulent kinetic energy and 
dissipation energy are determined via 
computational modelling experiments on heat and 
mass transfer processes during combustion of 
Kazakh coal. Aerodynamic characteristics of flow 

shows the intensive mixing of fuel and oxidant, 
which is held in the central part of the chamber. It 
caused the increasing of temperature values at core 
of torch to 1370ºC and monotonically decreasing to 
922ºC at the outlet. Formation of hazardous 
substances as carbon and nitrous oxides (CO2, 
NOx) are depends on their chemical interaction 
with oxygen. Carbon dioxide has its maximal 
values at the outlet of the chamber (~ 0.16 kg/kg), 
and the nitrous oxides have its maximal amount of 
~ 1200 mg/Nm3 (N means normal conditions) at the 
burners’ zone. Obtained results of numerical 
experiments have great theoretical and practical 
importance. It allow to improve design of 
combustion chambers and burners, to optimize the 
process of burning of high-ash content energy coal 
of Kazakhstan Republic. 
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The problems of combustion are widely studied now by the scientists of the world. Increasing level of ecological pollution of 
the environment, reserve depletion of hydrocarbon fuel and economic growth of many countries causing increase of demand for 
energy - all these factors gave rise to the problem of finding of more economic and ecological way of fuel combustion. In order to 
solve this problem it is necessary to study thoroughly the combustion process itself and that is why the methods of numerical 
simulation are getting wide spread in the science. The turbulence plays great role in many devices using combustion process and its 
study is maybe one of the most complicated sections of hydrodynamics. It is also necessary to take into account additional factors 
such as various chemical reactions and radiation.  

In this article tetradecane’s combustion depending on the Reynolds numbers of the gas flow are investigated. Reynolds 
numbers of the gas flow was ranging from 2300 to 25000. As the result of the conducted numerical experiments it has been 
determined that at high Reynolds numbers the combustion process occurs intensively. The most effective combustion proceeds at the 
Reynolds number of the gas flow equal 25000, under these conditions temperature reaches values from 2001 К to 2645 K. With this 
value of the Reynolds number, the combustion temperature in the combustion chamber reaches maximum values and intensive 
evaporation of the liquid fuel drops begins. It was shown that when the Reynolds number is 15,000 and 20,000, the concentration of 
emitted carbon dioxide reaches the average allowable values, which are equal to 0,104823  10-3 kg/kg and 0,104747  10-3  kg/kg 
respectively.  

Keywords: numerical simulation, combustion, two-phase flows, Reynolds number, tetradecane, modeling.  

INTRODUCTION 

One of the priority tendencies of the scientific 
and technological development of Kazakhstan is 
the research of simulation of formation of polluting 
fog and their dispersion in the atmosphere. This 
problem has a great value because of the increasing 
concern for the ecological situation in Kazakhstan 
as the atmospheric air in the cities of Kazakhstan is 
daily polluted by different hazardous substances 
(NO2, CO, CO2, soot and so on) [1-5].  

For the recent years the dispersion of the liquid 
sprays in the neutral atmospheric flows has been 
well studied by means of numerical, laboratory and 
natural researches. In these researches the main 
attention has been given to the dispersion of 
chemically reactive scalar admixture in the free 
convective flows.  

As a matter of urgency, the use of liquid fuels 
can be said that over the past few years 60 million 
passenger cars have been produced, that is, 165,000 
vehicles are produced per day. The engines of the 
current generation are  significantly  different  from 

 

* To whom all correspondence should be sent: 
   Saltanat.Bolegenova@kaznu.kz 

those used a few decades ago. The main 
combustion process in engines remains the same, 
but the types of injections differ significantly. For 
example, modern engines with electronically 
controlled injection systems, along with air 
compression mechanisms that help improve the 
combustion process, use only the required amount 
of fuel. More than 50% of cars are produced in Asia 
and Oceania, while Europe produces almost a third 
of the total number of cars in the world. In the last 
decade, the total number of cars produced per year 
has increased by 20 million, which leads to a high 
growth of pollutants that pose a greater threat to the 
environment [6-11]. 

The regulations on emissions of pollutants are 
becoming more and more severe over time, for 
example, until 2025, due to world-wide established 
ground rules, it is planned to reduce CO2 emissions 
from passenger cars to about 100 mg per km.  It is 
known that the International Energy Agency (IEA) 
has been tasked to use renewable energy sources as 
an energy carrier by 2050 and to reduce CO2 
emissions to the atmosphere by half as an indicator 
of harmful substances [12-14].  

Although carbon dioxide is not a toxic gas, it 
still represents a danger to the environment due to 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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the greenhouse effect. According to estimates [15], 
the annual carbon footprint is about 30 billion tons 
due to various types of human activity around the 
world. The concentration of carbon dioxide from all 
sources has increased by 31% since 1750 [16].  

The investigation of the formation of polluting 
fog will allow creating the methods for the decrease 
of contain of hazardous substances in the 
atmosphere and for the prevention of formation of 
such clouds which contain hot liquid particles and 
these particles are the reasons of the formation of 
such polluting fog. That kind of problems is one of 
the significant and insufficiently explored tasks for 
the present days. 

 In this region of research the numerical 
experiments on the combustion of liquid fuel sprays 
in the burner chamber have been carried out. In this 
work it has been researched the dependence of 
maximal temperature of combustion of the liquid 
fuel from the velocity of the spray by means of the 
numerical modeling on the basis of the solution of 
differential two-dimensional equations of the 
turbulent reactive flows. 

MATHEMATICAL MODEL OF THE PROBLEM    

Main equations of mathematical model of 
atomization and combustion of spray of liquid fuel 
are presented below [17-20].  

Continuity equation for component m: 
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Where m  - mass density of the liquid phase,   - 
total mass density, u - fluid velocity, D - diffusion 

coefficient,   - Nabla operator, c
m  - chemical 

source term, s  - source term due to injection,   - 
Kronecker symbol.  

Momentum equation: 
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Where p - fluid pressure,   - immeasurable value 
used in the PGS method. This is a method that 
allows one to increase computational efficiency in 
low Mach number flows, where the pressure is 
approximately uniform. A0 is 0 in the case of 

laminar flow, and 1, when one of the turbulence 
models is used. In our studies, we used the method 
of modeling the turbulent flows of RANS, which is 
based on the Boussinesq hypothesis and implies a 
time averaging of the Navier-Stokes equation. Also 
  is viscous stress tensor, which depends on the 
viscosity of the fluid and the specific internal 

energy. The value sF


 on the right side of the 
equation denote external forces that affect the mass 
and the volume of the fluid.  

Energy equation: 
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where heat flux vector consists of electrical 
conductivity and enthalpy transfer: 
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and cQ  - source term due to heat generated by a 

chemical reaction, sQ  - the heat that brings the 

injected fuel,   - dissipation of the kinetic energy 
of turbulence. 

More universal models in engineering 
calculations of turbulent flows are models with two 
differential equations. This is a  model, when 
two equations are solved for the kinetic energy of 
turbulence k   and its dissipation rate . Equations 
of  turbulence model [21-26]: 
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When calculating various flow characteristics, a 

system of turbulent transfer equations was used, for 
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closure of which a standard  model of 
turbulence was used, since this model exhibits 
stability, efficiency, and reasonable accuracy in 
studies of heat and mass transfer processes in 
turbulent flows of liquid fuels, which makes it most 
suitable for solving industrial problems. 

Initial and boundary conditions of the problem 
of atomization and combustion of liquid fuels in the 
combustion chamber 

At the initial moment of time, the gas in the 
combustion chamber is at rest and the initial 
temperature distribution is constantly: 

0t  : 0u  , 0v  , 0w  , 
0T T , 

0c c . 

The velocity field at the wall is determined 
through the turbulent law of the wall, and the 
velocity component profiles are given by the 
logarithmic distribution: 
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  - Reynolds number, which is 

determined by the relative velocity of the gas to the 
wall, 

wallu k  
  - gas velocity relative to the 

wall at a distance y from it, *u - dynamic velocity 
that is related to the tangential components of the 
stress tensor as follows: 
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wall is fixed, therefore, the above-mentioned law of 
turbulence is used for it: 
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Where Pr - Prandtl number for laminar flow.  
For the kinetic energy of turbulence k   and its 

dissipation rate  , the following boundary 
conditions are written:  
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, where 

C  is constant and its value is 0.09. 

We have studied (C14H30) tetradecane’s 
combustion depending on the Reynolds numbers of 
the gas flow. Tetradecane is the main component of 
diesel fuel. It’s used in passenger, freight and 

private vehicles. Liquid fuel is injected into the 
combustion chamber through a circular nozzle, 
located in the center of the bottom of the chamber. 
The overview of the combustion chamber is 
presented in Fig.1. 

The chamber is a cylinder with height equal to 
15 cm and diameter is 0,04 m. After the injection 
there is a rapid evaporation of fuel and the 
combustion is processing in the gas phase. The 
burning time of fuel is 4  10-3 s. Time of injection 
of fuel droplets is 1.4  10-3 s. The temperatures of 
the walls of the combustion chamber is 353 K. The 
initial temperature of gas in the chamber is 900 K. 
The temperature of the injected fuel is 300 K. The 
initial mean radius of injecting drops is 3  10-6 m. 
The pressure in the combustion chamber is 4.106  
Pa. 

In the work the dependence of maximum 
temperature of fuel combustion from Reynolds 
numbers has been obtained. Reynolds numbers of 
the gas flow was ranging from 2300 to 25000. It 
has been known that at low velocities of liquid fuel 
spray the process of combustion does not occur 
[27-30].  

 
Fig.1. Overview of the combustion chamber 

 
Tetradecane has been an object of research and 

its chemical formula has the following form as 
С14Н30. For this type of fuel the global chemical 
reaction of combustion leading to the formation of 
carbon dioxide and water is written in the following 
way: 

2С14Н30 + 43О2 → 28СО2 + 30Н2О. 
 

This reaction is exothermal, i.e. it proceeds with 
huge emission of heat. 

In this scientific work the KIVA-II computer 
software package was used as the starting material 
which was developed by scientists at the Los 
Alamos National Laboratory (LANL). With this 
software package can explore the complex 
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processes of ignition, combustion of fuel and air 
mixtures, as well as the formation of pollutants 
released into the atmosphere as a result of the 
operation of internal combustion engines [18]. 

In this article, the KIVA-II software package has 
been optimized to simulate the chemical kinetics of 
combustion processes in diesel and aircraft engines. 
This software package was adapted to the task of 
combustion of liquid fuels in combustion chambers 
under high turbulence. This made it possible to 
calculate the aerodynamics of the flow, the 
injection masses, the oxidant’s temperature, 
pressure, turbulent characteristics, concentrations of 
combustion products, fuel vapors and other 
characteristics of the process of liquid fuels’ 
combustion over the entire space of the combustion 
chamber. 

In this paper, the authors carried out simulation 
of combustion of liquid fuel in a cylindrical 
combustion chamber at different Reynolds 
numbers. Also similar computational experiments 
can be carried out for any kind of fuel. For 
example, in the following papers the authors carried 
out simulation of combustion of energy fuel in 
industrial boilers of Kazakhstan [31-36]. 

NUMERICAL SIMULATION RESULTS 

As the result of the conducted numerical 
experiments it has been determined that at high 
Reynolds numbers the combustion process occurs 
intensively. The most effective combustion 
proceeds at the Reynolds number of the gas flow 
equal 25000, under these conditions temperature 
reaches values from 2001 К to 2645 K (Fig.2). 

Analysis of Fig.2 shows that if the Reynolds 
number of the flow in the combustion chamber 
takes values above 15000, then the fuel burns more 
intensively, a large amount of heat is generated and 
the combustion chamber warms up to 3000 K.  

However Fig.3 shows the dependence of the 
distribution of CO2 concentration on the Reynolds 
numbers of the flow, where the highest 
concentration of CO2 is equal 0.106303  10-3 kg/kg 
accounts for the Reynolds number of the flow 
Re=25 000.  

But at the Reynolds numbers equal to 2300 CO2 
concentration reaches the minimum value to 
0.103538  10-3 kg/kg. Also, with a Reynolds 
numbers of 15 000 and 20 000, the concentrations 
of emitted carbon dioxide are relatively small, 
which are equal to 0,104823  10-3 kg/kg and 
0,104747  10-3  kg/kg respectively. At these values 
of the Reynolds number, the fuel quickly reacts 

with an oxidizing agent, as a result, the 
concentration of carbon dioxide formed does not 
exceed the permissible limits. 

Similar studies were conducted by scientists in 
the field of modeling of heat and mass transfer in 
the combustion chamber during combustion of 
solid fuels, especially coal. Many scholars who 
specialize in the field of computational fluid 
dynamics and heat power engineering conducted 
similar researches in the modeling of the 
combustion of liquid and solid fuels. In their works 
by the authors was used chemical model of 
pulverized coal combustion, which takes into 
account the integral component of the fuel 
oxidation reaction to the stable final products of the 
reaction. This model is the formation of the final 
products of oxidation is also used by us in the 
research [37-39].  
 

 
Fig.2. Change of maximum temperature in the burner 
chamber depending on the Reynolds numbers of the gas 
flow 
 

 
Fig.3. The dependence of the distribution of CO2 

concentration on the Reynolds number  
 

For the optimum and maximum Reynolds 
number equal to 25000, the plots of the temperature 
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change in time and of the fuel concentration in the 
burner chamber have been obtained. 

 

 
a) b) 

 
c) d) 

 

 
Fig.4. The temperature distribution in the combustion 

chamber during combustion of tetradecane at various 
time moments: a) 1.1  10-3 s, b) 1.8  10-3 s; c) 3  10-3 s, d) 
4  10-3 s for the Re=25000 

 
The following figures show the results of a 

computational experiment on the influence of the 
Reynolds number on the processes of atomization 

and combustion of liquid fuel (tetradecane). These 
graphs were obtained at an optimal value of the 
Reynolds number in the combustion chamber, equal 
to 25 000. 

Fig.4 shows the distribution of the temperature 
in the space of the burner chamber for the Reynolds 
numbers equal to 25000 at different times: 1.1  10-3 
s, 1.8  10-3 s, 3  10-3 s, 4  10-3 s correspondingly. 

From these graphs (Fig.4) it can be seen how the 
temperature changes in the combustion chamber at 
different times. As can be seen from Fig.4, during 
the combustion of the tetradecane, the region of 
maximum temperatures at time t=1.8  10-3s   
reaches 0,022 m in height of the combustion 
chamber, the rest of the chamber is heated to 915 
K. At this time, the mixture of fuel vapor with the 
oxidant is ignited, the fuel begins to burn rapidly, a 
large part of the width of the chamber is covered by 
thermal flame, where it reaches a value of the order 
of 1900 K. 

At the final time moment the temperature 
reaches 2645 К and it can be seen that the 
temperature torch fills up almost all of the space of 
the chamber.  

The distribution of the fuel concentration is 
presented in Fig.5 for the same time moments as for 
the temperature and for the Reynolds number 
25000. At the initial moment the concentration of 
fuel has minimal value and then increases because 
of the fuel injection in the chamber. At high 
turbulence region occupied by the fuel in the 
chamber is reduced, a moment of time t=1.8  10-3s 
the fuel vapor of the tetradecane is raised to 0,03 m 
by the chamber axis.   

The fuel quickly vaporizes, the vapors are mixed 
with the oxidant and the mixture ignites and burns 
down for 4  10-3 s. At the final moment, the 
tetradecane burns without residue, the 
concentrations of fuel are almost zero. 

Figs.6-7 show the dynamics of the distribution 
of reaction products concentration on time for the 
Reynolds number 25000. Analysis of the Fig.6 
shows that with the maximum Reynolds number the 
maximum amount of carbon dioxide for tetradecane 
is formed on the axis of the combustion chamber 
and is equal to 0.114  10-3 kg/kg. At the exit from 
the combustion chamber, the concentration of 
carbon dioxide decreases and takes the minimum 
values for tetradecane 0.008  10-3  kg/kg.   

Analysis of Fig.7 shows that at the time 
point of 4  10-3 s the maximum concentration of 
water formed as a result of the chemical 
reaction of tetradecane’s combustion is 
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0.049  10-3 kg/kg.   

      
a) b) 

  

c) d) 

 
Fig.5. The distribution of fuel vapor concentration in 

the burner chamber at different time moments: a) 
1.1  10-3 s, b) 1.8  10-3s; c) 3  10-3 s, d) 4  10-3s for the 
Re=25000 

In other parts of the combustion chamber water 
concentration reaches the lowest value, which 
amounted to 0.0033 10-3 kg/kg. The values of the 
concentration of water are especially important in 

calculations related to the weight and volume of 
fuel, wherein the weight ratio of the amount of fuel 
to the weight of the same volume of water the fuel 
specific gravity is determined at a given 
temperature. 
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c) 
 

Fig.6. The distribution of CO2 in the combustion 
chamber during combustion of tetradecane at various 
 time moments: a) 1.1  10-3 s, b) 1.8  10-3 s; c) 3  10-3 s, 
d) 4  10-3 s for the Re=25000 

 
The following Figs.8-10 show the results of 

computational experiments on the change in the 
temporal distributions of the Sauter mean droplet 
diameter (SMD) of tetradecane with distance from 
the injector. The Sauter mean diameter is the 
average volume-surface diameter of the droplets. It 
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also compares the results obtained with the 
experimental data presented by the authors 
Arcoumanis C., Cutter P., Whitelaw D. [40]. As can 
be seen from the figures, the calculated data and 
experimental data for dodecane are in good 
agreement. 

In [40] studies were performed at various 
distances from the injector: 10  10-3 m, 20  103 m, 
30  10-3 m, 40  10-3 m, 50  10-3 m and 60  10-3 m for 
diesel fuel for Re=25000.  
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c) 

Fig.7. The distribution of concentration of  H2O in the 
combustion chamber at time moments: ) 1.1  10-3 s, b) 
1.8  10-3 s; c) 3  10-3 s, d) 4  10-3 s for the Re=25000 

In this work a similar study at a distance of x = 
30  10-3 m, 40  10-3 m, 50  10-3 m and 60  10-3 m 
from the injector for tetradecane and octane are 
conducted. Octane is the main component of 
gasoline. As can be seen from Figs.8-10, the 
coincidence of the data from the field and computer 
experiments is quite good. Analyzing the data 
obtained, it can be assumed that the calculated data 
and experimental data are in good agreement. 

 

 

   
Fig.8. Comparison of the temporal distributions of 

the Sauter mean diameter of the tetradecane’s droplet 
(SMD) at distances of 40  10-3 m from the injector with 
experiment for the Re=25000 

 
 

 

     
Fig.9. Comparison of the temporal distributions of 

the Sauter mean diameter of the tetradecane’s droplet 
(SMD) at distances of 50  10-3 m from the injector with 
experiment for the Re=25000 

 
As can be seen from the figures, the results of 

computer simulation for tetradecane and 
experimental data for diesel fuel obtained by the 
authors [40] are in good agreement. The 
discrepancy in the results for octane can be 
explained by the fact that this element is found 
most of all in the composition of gasoline, the 
surface tension of which is much less than that of 
diesel fuel. 

An analysis of the results presented in Figs.8-10 
suggests a good agreement between the numerical 
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results and the experimental data and allows us to 
conclude that the numerical model for spraying 
liquid fuels proposed in the paper adequately 
describes the actual spray processes and, therefore, 
the process of burning various types of liquid fuels. 

 

 

  
Fig.10. Comparison of the temporal distributions of 

the Sauter mean diameter of the tetradecane’s droplet 
(SMD) at distances of 60  10-3 m from the injector with 
experiment for the Re=25000 

CONCLUSIONS 

In this work the influence of the Reynolds 
number of gas flow on tetradecane’s combustion 
has been studied.  

The distributions of maximum temperature and 
of CO2 concentration depending on the Reynolds 
number, time distributions of the fuel, CO2, H2O 
concentrations and temperature of the gas in the 
burner chamber for the effective Reynolds number 
have been obtained. Also the change of maximum 
temperature in the burner chamber depending on 
the Reynolds number of the gas flow has been 
obtained.  

As a result of a computer study, the effective 
mode of the combustion process was determined. 
The most effective combustion proceeds at the 
Reynolds number of the gas flow equal 25000, 
under these conditions temperature reaches high 
values (from 2001 К to 2645 K). 

At this temperature, the fuel is combusted 
completely, the chamber is warmed to a sufficiently 
high temperature, and the concentration of formed 
carbon dioxide takes the smallest value (to 
0.104  10-3 kg/kg). 

Analyzing the distribution of the fuel vapor it 
can be concluded that the initial time vapor 
concentration was 0.05  10-3 kg/kg than then at a 
final stage of the process of burning fuel vapor at 
the outlet from the combustion chamber was 
0,003  10-3 kg/kg.  

Also, the results of numerical simulations were 
compared with experimental data, obtained by 
various authors. The temporal distributions of the 
Sauter mean diameter of the drops at different 
distances from the injector were obtained. The 
results of numerical simulation in this case was 
given a good agreement with experiment. Also for 
comparison of characteristics of various liquid fuels 
combustion processes has been studied two types of 
fuels. Verification of obtained during the 
computational results of the experiments, a 
comparison with experimental data and theoretical 
calculations have revealed good agreement.  

The further study of the combustion of liquid 
sprays will let not only to develop methods for the 
decrease the contain of harmful substances in the 
atmosphere and prevention of formation of 
polluting fog, but also to improve the work of the 
engines of the internal combustion, of rockets, 
aviation engines and to make them more efficient 
and ecologically safer. 
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The molten salt reactor (MSR) is one of the six advanced reactor types for future nuclear energy proposed in the Generation IV 

International Forum (GIF). Because of its potentially favourable economic, fuel utilization, and safety characteristics and nuclear 
proliferation resistance, the MSR has aroused widespread concern in recent years. Indeed, from 2011, the Shanghai Institute of 
Applied Physics started the “Thorium Molten Salt Reactor Nuclear Energy System (TMSR)” project in China and aimed to construct 
a liquid-fuel thorium molten salt reactor (TMSR-LF) and a solid-fuel thorium molten salt reactor (TMSR-SF). An optimized 2 MWth 
TMSR-LF has been designed and will be built recently in Gansu province. In this study, HotSpot health physics computer code   has 
been used for atmospheric dispersion modelling and radiological safety assessment considering site-specific meteorological 
conditions. Calculations for total effective dose equivalent (TEDE), ground deposition and the respiratory time-integrated air 
concentration have been performed, with results indicating maximum value of ground deposition equal to 2.5E+01kBq/m2at a 
distance of 0.6km from the reactor. Maximum value of TEDE falls below the public dose limit of 1mSv/year proposed by ICRP even 
for the worst case accident scenario as set in IAEA safety Report Series number 115. The TEDE has three components: inhalation, 
ground shine and air submersion, the submersion and ground shine doses are insignificant compared to the inhalation doses. It is 
observed that the highest value of committed effective dose equivalent (CEDE) appears to be the lung, the lower large intestine wall 
appears to be the second most exposed organ, followed by upper large intestine wall and the red marrow, respectively. The 
contribution of total 18 selected radionuclides was investigated, three main radionuclides including Sr-90, Sr-89, Cs-137 are the main 
contributors to the CEDE. 
Keywords: atmospheric dispersion modelling, radiological safety analysis, TMSR-LF, TEDE, HotSpot 

INTRODUCTION 

Generation IV International Forum (GIF) has 
anticipated molten salt reactor (MSR) as one of the 
advanced reactors to fulfil the future nuclear energy 
demands [1], owing to its economic fuel utilization, 
nuclear proliferation resistance and advanced safety 
characteristics [2-6]. 

The MSR was first developed in the Oak Ridge 
National Laboratory (ORNL) in the late 1940s. The 
first Molten Salt Reactor Experiment (MSRE) 
began to construct in 1962 and operated at full 
power in December 1966 [7]. Several conceptual 
designs of the MSR have been proposed and have 
been studied in the past 60 years. Japan, Russia and 
other countries also paid much attention to the 
MSR [4, 8-10]. In China, the Shanghai Institute of 
Applied Physics started the “Thorium Molten Salt 
Reactor Nuclear Energy System (TMSR)” project 
in China and aimed to construct a liquid-fuel 
thorium molten salt reactor (TMSR-LF) and a 
solid-fuel thorium molten salt reactor (TMSR-SF).  

An optimized 2 MWth TMSR-LF has been 
designed and will be built in Gansu province recent  
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years. For a MSR, as a fluid fuel reactor, on-line 
fuel processing can be applied, which helps in 
removal of gaseous and volatile parts from the 
source term [7, 11]. The MSR is a more safety 
advanced reactor and is more resistant to 
consequences of large accidents in comparison to 
other reactor types, but there is risk for the source 
term may be released to the environment [3-5]. It is 
still necessary to predict the radiological safety 
analysis of a hypothetical accident with the 
radionuclides available for release to the 
environment. 

Radiological safety analysis for hypothetical 
accident provides a major contribution for the 
safety analysis of nuclear power plant, as far as 
human health and safety is concerned [12-20].  

The total effective dose equivalent (TEDE) 
attributes to both internal and external dose 
equivalents for the body resulting from the release 
of radionuclides during accident. Thus, TEDE is 
computed by addition of both effective dose 
equivalent (EDE) and the total committed effective 
dose equivalent (CEDE). The EDE was caused by 
the external material such as submersion, ground 
shine and resuspension, and CEDE was caused by 
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the internal material such as inhalation. The TEDE 
is the most complete expression of the combined 
dose from all applicable delivery pathways [20, 21].  

Lawrence Livermore National Laboratory 
(LLNL) has established a HotSpot computer 
code for the analysis of personnel health 
physics near the reactor sites. Gaussian Plume 
Model (GPM) has been employed for HotSpot 
code for the calculation of air concentration 
and TEDE due to release of radionuclides into 
the atmosphere [21].  In practice, the GPM is one 
of the most widely validated general dispersion 
models and has been successfully applied in various 
dispersion problems [13-20].  

In this work, we have performed the 
atmospheric dispersion modelling and radiological 
safety analysis of a hypothetical TMSR-LF 
accident by HotSpot health physics computer code 
considering site-specific meteorological conditions. 
The TEDE, the respiratory time-integrated air 
concentration, and the ground deposition are 
calculated with source term including 18 
radionuclides. These results provide reference for 
the assessment source term of emergency facility 
and offsite consequence assessment. 

MATERIALS AND METHOD  

Site-specific conditions of the TMSR-LF 

The TMSR-LF will be in the Wuwei City, 
Gansu Province, China. It will be built about 2020. 
Wuwei city has a temperate continental arid 
climate, where evaporation is larger than 
precipitation. The local meteorological data 
indicate a mean year rainfall is about 60~610 mm 
and a mean year evaporation is about 1400~3040 
mm. North-North-West (NNW) and West-South-
South (WSS) are the predominant directions, which 
occurred for about 49.1% and 10.4% with an 
average speed of 5.0m/s and 2.0m/s, respectively. 
Stability class D gains predominance as it has 
percentage occurrence of 61.2%, the second being 
the stability class E with percentage occurrence of 
9.3%, and the remaining 29.5% is taken by other 
classes. 

Source term and accidental release scenario 

The TMSR-LF is a graphite moderated reactor. 
The thermal power is 2 MW, and the fuel salt is 
LiF-BeF2-ThF4-UF4 (68-28-0.1-3.9 mol %) with 
99.95 % abundance of 7Li and a coolant salt of LiF-
NaF-KF [2, 6].  

Although MSR has some inherent features 
compared with other reactor systems, it still has 
some safety disadvantage, including the 
accumulation of fission products in different parts 
like the primary system, the off-gas system, the fuel 
storage tanks, and the processing plant. This 
highlights the significance for proper containment 
of fission products and removal of decay heat under 
all anticipated circumstances [11]. According to the 
research, off-gas system failure accident is 
generally recognized as the most likely path for 
radiation release [4, 5]. Base on it, in this paper, the 
source term is mainly contributed by the off-gas 
system failure and the radioactivity leak by reactor 
vessel and pipes. The accident source term during 
0~ 1 hour for TMSR-LF is shown in Tab.1 [6]. 

Table 1: Accident source term for TMSR-LF 

Nuclide Activity released / Bq 

H-3 3.30×1012 

Kr-85 8.75×104 

Kr-85m 1.28×106 

Kr-87 1.45×107 

Kr-88 1.03×107 

Xe-133 2.48×104 

Xe-135 4.17×106 

I-131 1.51×107 

I-132 2.83×106 

I-133 3.54×107 

I-134 1.15×108 

I-135 6.96×108 

Cs-134 4.21×106 

Cs-137 1.63×1010 

Sr-89 5.29×1011 

Sr-90 8.46×1010 

Ru-103 8.38×105 

Ru-106 1.89×105 

The release height was assumed at 40 m and 
buoyancy and exit momentum effects were 
neglected. Depending on the site meteorology, a 
downwind transportation of radionuclides happens 
after the accident.  The annual average wind speed 
at 10 m is 5 m/s in the predominant direction of 
NNW. Stability class D gains predominance 
because of its largest percentage occurrence of 
61.2%, a default value of 1.7m for the receptor 
height and value of 1300m for the inversion layer 
height has been chosen. A value of 3.33×104 m3 s/l 
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has been used for the breathing rate of an average 
human being. 

RESULTS AND DISCUSSION 

 TEDE results and analysis 
Based on the site-specific meteorological 

conditions, an assessment for the calculation of 
radiation dose calculation was done by HotSpot 
3.03 after the hypothetical accident. The TEDE, the 
ground deposition and the respiratory time-
integrated air concentration were generated as a 
function of downwind distance as presented in 
Tab.2. It can be seen from Tab.2 that the maximum 
TEDE is 1.6E-04 Sv at the downwind distance of 
0.6 km, which is also shown in Fig.1. It is far below 
the annual regulatory limits of 1 mSv from public 
exposure in a year even in the event of worse 
accident scenario as set in IAEA Safety Report 
Series number 115, no action related specifically to 
the public exposure is required.  

Meanwhile, the maximum respiratory time-
integrated air concentration and the ground 

deposition value of 5.2E+07 Bq-s/m3 and 2.5E+01 

kBq/m2 occurred at 0.6 km at an arrival time about 
one minutes. As is shown in Fig.1 the TEDE first 
increases with increasing distance downwind, 
reaches the maximum value and then decreases. 
The plume centreline ground deposition of 
radionuclides as a function of downwind distance is 
shown in Fig.2, which shows a similar tend as 
TEDE shown in Fig.1. The maximum value of 
plume centreline ground deposition is 2.5E+01 
kBq/m2 occurred at about 0.6 km from the reactor, 
which is accordance with results shown in Tab.2.  

 
Fig.1. TEDE as a function of downwind distance from 

the NPP site in D class 

Table 2. Downwind distance and other plume parameters at different arrival time intervals 

Distance/km TEDE/Sv Respirable time-
integrated air 
concentration/ Bq-sm-3 

Ground surface 
deposition/ kBqm-2 

Ground shine 
dose rate/ Svh-1 

Arrival time 
/h: min 

0.03 0.00E+00 0.00E+00 0.00E+00 0.00E+00 <00:01 

0.1 4.7E-13 1.5E-01  1.7E-08 1.2E-18 <00:01 

0.2 3.2E-06 1.0E+06  4.3E-01 2.9E-11   <00:01 

0.3 5.1E-05 1.7E+07  7.7E+00 5.2E-10 <00:01 

0.4 1.1E-04 3.7E+07  1.8E+01 1.2E-09 0:01 

0.5 1.5E-04 4.9E+07  2.3E+01   1.6E-09 0:01 

0.6 1.6E-04 5.2E+07  2.5E+01 1.7E-09 0:01 

0.7 1.5E-04 5.1E+07  2.4E+01 1.6E-09 0:01 

0.8 1.4E-04 4.8E+07  2.3E+01 1.5E-09   0:02 

0.9 1.3E-04 4.4E+07   2.1E+01 1.4E-09 0:02 

1 1.2E-04 4.0E+07  1.0E+01 1.3E-09 0:02 

2 5.6E-05 1.9E+07  8.8E+00 6.0E-10 0:05 

4 2.2E-05 7.5E+06  3.5E+00 2.4E-10 0:10 

6 1.3E-05 4.4E+06  2.1E+00 1.4E-10 0:16 

8 9.0E-06 3.0E+06  1.4E+00   9.6E-11 0:21 

10 6.8E-06 2.3E+06  1.1E+00 7.2E-11 0:27 

20 2.9E-06 9.9E+05  4.5E-01     3.0E-11 0:54 

40 1.3E-06 4.5E+05  2.0E-01    1.3E-11 1:48 

60 8.0E-07 2.9E+05 1.3E-01   8.3E-12 2:42 

80 5.8E-07  2.1E+05  9.2E-02           6.0E-12         03:36 

80 



 

 
Fig.2. Plume centreline ground deposition of 

radionuclides as a function of downwind distance in D 
class 

 

Fig.3. TEDE counter plot for D class 

 

Fig.4. Plume contour ground deposition distribution 
for D class 

Table 3. TEDE including inhalation and submersion 
and ground shine in different distance 

Distance/
km 

TEDE/Sv Inhalation
/Sv 

Submersion/
Sv 

Ground 
Shine/Sv 

0.03 0.00E+00 0 0 0 

0.1 4.7E-13 4.69E-13 2.21E-17 2.33E-18 

0.2 3.2E-06 3.19E-06 1.50E-10 5.70E-11 

0.3 5.1E-05 5.06E-05 2.38E-09 1.03E-09 

0.4 1.1E-04 1.14E-04 5.35E-09 2.37E-09 

0.5 1.5E-04 1.48E-04 6.95E-09 3.10E-09 

0.6 1.6E-04 1.57E-04 7.39E-09 3.30E-09 

0.7 1.5E-04 1.53E-04 7.21E-09 3.23E-09 

0.8 1.4E-04 1.44 E-04 6.77E-09 3.03E-09 

0.9 1.3E-04 1.33E-04 6.25E-09 2.80E-09 

1 1.2E-04 1.22E-04 5.73E-09 2.57E-09 

2 5.6E-05 5.58E-05 2.62E-09 1.18E-09 

4 2.2E-05 2.24E-05 1.05E-09 4.72E-10 

6 1.3E-05 1.31E-05 6.13E-10 2.75E-10 

8 9.0E-06 9.00E-06 4.21E-10 1.89E-10 

10 6.8E-06 6.78E-06 3.16E-10 1.42E-10 

20 2.9E-06 2.87E-06 1.33E-10 6.00E-11 

40 1.3E-06 1.27E-06 5.84E-11 2.64E-11 

60 8.0E-07 8.00E-07 3.64E-11 1.65E-11 

80 5.8E-07 5.79E-07 2.61E-11 1.19E-11 

In addition, Fig.3 and Fig.4 show TEDE contour 
plot and plume contour ground deposition 
distribution under the plume for stability class D 
and wind speed of 5 m/s, respectively. It can be 
seen from Fig.3 that three regions with the area of 
3.7, 10 and 275 km2 has been marked with dose 
contours of 1.00E-05, 5.00E-06 and 5.00E-07 Sv. 
Moreover, as is shown in Fig.4, three regions with 
the area of 0.21, 7.2 and 196 km2 has been marked 
with deposition contours of 10, 1 and 0.1 kBq/m2. 
The TEDE and plume contour ground deposition 
distribution move away from the source as a 
function of downwind distance. The red colour area 
shows higher dose risk for personnel and 
population, the green and blue area are safer 
compared with red area. According to the above 
results and analysis, the calculated TEDE in all 
distances is below the maximum public dose limit 
proposed by ICRP, thus reducing the risk for 
serious hazards for the personnel and population.  

Based on the situation, multiple pathways are 
available for the radiation absorptions, for example 
TEDE includes the plume passage inhalation and 
submersion and ground shine which is shown in 
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Tab.3. It is very obviously that the plume passage 
inhalation is biggest the donation among them. 
Moreover, the CEDE is mainly caused by the 
internal material because of inhalation. 

Organ CEDE results and analysis 

CEDE specifies the committed dose equivalent, 
which includes dose equivalents for internal body 
organ or tissues, which have absorbed radiaton over 
a period of 50 years after the intake of radioactive 
material. In HotSpot also, CEDE  is calculated by 
the traditional method, that is by integrating the 
committed dose equivalents throughout 50 years for 
different tissues and organs of the body, and an 
appropriate multiplication factor WT  has been used 
for each committed dose equivalent.  

 
Fig.5. Organ CEDE profile due to 18 selected nuclides 

versus downwind distance (LLI: lower large intestine; 
SI: small intestine; ULI: upper large intestine) 

Fig.5 and Fig.6 show the distribution of CEDE 
to different organs as a function of downwind 
distance. It can be seen from Fig.5 that the biggest 
value of organ CEDE appears to be the lung. The 
maximum CEDE of the lungs is about 1.56E-4 Sv 
at the downwind distance of 0.6 km. Meanwhile, 
Fig.6 shows the other organs CEDE as a function of 
downwind distance except for lungs, because the 
CEDE of the lungs is far larger that others. From 
Fig.5 and Fig.6, the lung tops the list, followed by 
the lower large intestine (LLI) wall, upper large 
intestine (ULI) wall and red marrow, respectively. 
It is concluded that these four organs are more 
radiation sensitive than the others. All the target 
organ CEDE plots are similar Gaussian trend, as 
they deplete with as they deplete with distance from 
receptor location. The maximum CEDE of LLI wall, 
ULI wall and red marrow are about 4.92E-6, 1.68E-

6 and 1.56E-6 Sv at the downwind distance of 0.6 
km, respectively. 

 

 
Fig.6. Organ CEDE profile due to 18 selected nuclides 

versus downwind distance (LLI: lower large intestine; 
SI: small intestine; ULI: upper large intestine; not 
include lung) 

 

 

Fig.7. Lung CEDE profile versus downwind distance 

The biological properties of the main 
contributors to the lung CEDE are Sr-90 and Sr-89, 
which is shown in Fig.7. These two radionuclides 
are responsible for such a CEDE plot trend, others 
are very little contributors. Because the lung CEDE 
contribution percentage of Sr-90 and Sr-89 are 
about 84.6% and 14.6% at the maximum CEDE.  
Fig.8 shows the LLI wall CEDE profile as a 
function of downwind distance. The biological 
properties of the main contributors to the LLI wall 
CEDE are Sr-89, Sr-90 and Cs-137, responsible for 
the dose are about 78%, 19%, and 1.6% at the 
maximum CEDE, respectively.  
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Fig.8. LLI wall CEDE profile versus downwind 

distance 
 

 
Fig.9. ULI wall CEDE profile versus downwind 

distance 

 

 
Fig.10. Red Marrow CEDE profile versus downwind 

distance 

Fig.9 and Fig.10 show the ULI wall and red 
marrow CEDE profile as a function of downwind 
distance, respectively. The biological properties of 
the main contributors to the ULI wall and red 
marrow CEDE are Sr-89, Sr-90 and Cs-137, similar 
to the LLI wall. For the ULI wall CEDE, Sr-89 is 
the top contributor, followed by Sr-90 and Cs-137. 
But for the red marrow CEDE, the biggest 
contributor is Sr-90 at the maximum CEDE, 
followed by Cs-137 and Sr-89.   

From the above results and analysis, we 
can conclude that three radionuclides including Sr-
90, Sr-89, Cs-137 are the main contributors to the 
CEDE. Sr-90 is a bone-seeking radionuclide that 
exhibits biochemical behaviour similar to calcium, 
the next lighter group 2 elements. It is preferentially 
incorporated into bones and teeth and will result in 
long-lasting exposure to ionizing radiation. In 
addition to this, absorption of rays from radioactive 
strontium can cause cancers of the bone, bone 
marrow, and soft tissues around the bone. Cs-137 
has gained special attention because of its highest 
yield percentage, intermediate half-life, high-
energy radioactivity, and chemical reactivity. 
Moreover, it was found as a major health concern 
in Chernobyl and Fukushima nuclear accident. 
After penetrating the body, caesium gets uniformly 
distributed through the body particularly in soft 
tissues, thus indicating a serious health hazard. It is 
recommended to take precautionary measures to 
avoid inhalation and ingestion in case of accidents. 

CONCLUSIONS 

In this article, the radiation dose calculations 
and radiological consequences of a hypothetical 
accident have been performed by considering the 
TMSR-LF the off-gas system failure and the 
radioactivity leak by reactor vessel and pipes 
accident by HotSpot code 3.03. After the 
hypothetical TMSR-LF accident, TEDE, the 
respiratory time-integrated air concentration and the 
ground deposition are calculated. The maximum 
TEDE value of 1.6E-04 Sv and the maximum 
plume centreline ground deposition value of 
2.5E+01 kBq/m2 occurred at 0.6 km from the 
reactor, which is below the maximum public dose 
limit of 1 mSv/year as mentioned in IAEA Safety 
Report Series No.115. The inhalation doses are 
significant components of the TEDE compared 
with the submersion and ground shine doses. It is 
observed that the highest value of CEDE appears to 
be the lung, the lower large intestine wall appears 
to be the second most exposed organ, followed by 
upper large intestine wall and the red marrow,  
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respectively. The contribution of total 18 selected 
radionuclides was investigated, three main 
radionuclides including Sr-90, Sr-89, Cs-137 are 
the main contributors to the CEDE. 
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NOMENCLATURE 

MSR -  molten salt reactor; 
GIF -  Generation IV International Forum; 
ORNL - Oak Ridge National Laboratory; 
MSRE - Molten Salt Reactor Experiment; 
TMSR - Thorium Molten Salt Reactor Nuclear 

Energy System; 
TMSR-LF - liquid fuel molten salt reactor; 
TMSR-SF - solid fuel molten salt reactor; 
TEDE - total effective dose equivalent; 
 EDE - effective dose equivalent; 
 CEDE -total committed effective dose 

equivalent; 
LLNL - Lawrence Livermore National 

Laboratory; 
GPM - Gaussian plume model; 
NNW - North-North-West; 
WSS - West-South-South; 
IAEA - International Atomic Energy Agency; 
ICRP - International Commission for radiation 

protection; 
WT - weighting factors; 
LLI - lower large intestine; 
SI - small intestine;  
ULI - upper large intestine. 
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Due to the energy shortage, environmental pollutions and climate change, the issues of energy conversion technologies have 
become more and more significant. In recent years, organic Rankine cycle has become a leading technology for the conversion of heat 
into useful work or electricity. This promising technology uses an organic fluid which has high molecular mass hydrocarbon compound, 
low critical temperature, and pressure as a working fluid.  In this paper, energy and exergy analysis of a waste air's heat-driven organic 
Rankine cycle, which has two turbines, two pumps, an evaporator, a condenser, a recuperator, and a feed fluid heater, is performed 
using R114, R600, R600a and R245fa organic fluids. The organic Rankine cycle's performance parameters are evaluated depending 
on various evaporation temperatures and the inlet pressure of the high-pressure turbine. The results indicate that R245fa has the highest 
thermal efficiency also the highest net power is obtained for the R600 working fluid.  Also, the thermal efficiency and the net power 
increase with the increment of the evaporation temperature and these features raise before and then decreases with the increasing high-
pressure turbine inlet pressure in the analysis of ORC. 

Keywords: Organic Rankine cycle, working fluid, thermodynamic analysis, high-pressure turbine 

INTRODUCTION 
In recent years, the energy consumption of 

countries has increased due to the increment of 
social and economic factors such as population, 
industrialization, urbanization, technological 
development, etc. in a globalizing world. Therefore, 
providing sustainable energy policies which are the 
primary input of countries' economic development; 
ensuring the security of energy supply, and 
diversifying of energy resources have happened vital 
issues. As a result, the popularity of the organic 
Rankine cycle (ORC) has increased recently to 
convert the low-grade heat sources into power. 

The organic Rankine cycle (ORC), which uses an 
organic fluid instead of water as a working fluid, is 
a power generation cycle from low-grade waste heat 
[1, 2] and renewable energy sources, such as solar 
energy [3, 4], biomass energy [5, 6], geothermal 
energy [7, 8]. This promising technology consists of 
four phases: pressure increase in the feed pump; 
isobaric heating, evaporation and overheating of the 
working fluid in the evaporator; expansion of the 
vapor working medium in an expansion machine 
(e.g. a turbine); isobaric heat release, complete 
condensation and possible under-cooling of the 
working medium in the condenser. 

The slope of saturation vapor curve of a working 
fluid in T–s diagram is the most  crucial  feature to 
determine the fluid applicability, system efficiency, 
work output  and  also  the  overall  structure  of  the  
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system in an ORC. Working fluids for ORC’s are 
categorized in three groups based on their slope of 
saturation vapor curves in T–s diagram. The fluids 
having positive slope are dry fluids (ds/dT > 0). The 
fluids having negative slope are wet fluids (ds/dT < 
0). The fluids having nearly infinitely large slopes 
are isentropic fluids (ds/dT=0) [9]. In the ORC, dry 
or isentropic fluids are more convenient because 
they do not require superheating in the evaporator to 
avoid forming moisture in the working fluid during 
the expansion process [10, 11]. 

One of the effects to increase the system 
efficiency of the ORC is the application of different 
configurations of ORC which are the double stage 
ORC, regenerative ORC, recuperative ORC and 
both regenerative and recuperative ORC. Many 
studies on energy production from low-grade waste 
heat and renewable energy resources using ORC 
configurations have been presented in the literature. 
For example; Shokati et al. [12] compared the basic, 
dual-pressure and dual-fluid ORCs and Kalina cycle 
for power generation from the geothermal fluid 
reservoir utilizing energy, exergy and exergo-
economic viewpoints. Their results show that among 
the considered cycles, dual-pressure ORC has the 
maximum value of produced electrical power. This 
is 15.2%, 35.1% and 43.5% more than the 
corresponding values for the basic ORC, dual-fluid 
ORC and Kalina cycle, respectively in optimal 
condition.  

Ayachi et al. [13] analysed the exergetic 
optimization of single and double stage ORCs for 
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waste heat recovery from the one almost dry heat 
source and highly moist heat source. They examined 
different combinations of working fluids, such as 
R1234yf, R245fa (topping cycle) and R245fa, R125, 
R41 and CO2 (bottoming cycle). Their results 
indicate that global exergy efficiency is strongly 
linked to the critical temperature of the working 
fluid. They calculated the highest performances in 
the supercritical operating conditions and estimated 
that the addition of a low temperature bottoming 
cycle for recovering the heat during the condensing 
process offers an efficiency increase potential of 
about 33%.   

Braimakis and Karellas [14] examined three 
regenerative ORCs which are including an open pre-
heater and two additional configurations with 
closed-type pre-heater regenerative ORC with 
backward bleed condensate circulation. In the 
second configuration, the bleed stream is throttled 
and conveyed to the condenser. In the third ORC 
configuration, the bleed stream is re-pressurized via 
a secondary pump and re-circulates into the 
evaporator. Their results show that recuperative and 
regenerative ORCs are mostly suitable for dry fluids. 
Also, simple recuperative ORC has a higher 
efficiency than the non-recuperative regenerative 
cycles. The ORC with closed pre-heater and a 
secondary pump has the highest efficiency, and it is 
followed by the ORC with open pre-heater and lastly 
the ORC with a recuperative and open preheater.  

Safarian and Aramoun [15] studied a theoretical 
framework for energy and exergy evaluation of a 
basic ORC and modified ORC which consider 
incorporating turbine bleeding, regeneration and 
both of them. They concluded that the integrated 
ORC with recuperation and regeneration has the best 
thermal and exergy efficiencies, equal to 22.8% and 
35.5% respectively.  

Xi et al. [16] performed the thermodynamic 
optimization of different ORC system 
configurations using six different working fluids for 
low-grade waste heat. The examined configurations 
are basic ORC, the single-stage regenerative ORC 
system and double-stage regenerative ORC system. 
Their results demonstrate that the double-stage 
regenerative ORC system gives the best thermal 
efficiency and exergy efficiency under the optimal 
operating conditions.  

Mago et al. [17] evaluated an analysis of 
regenerative organic Rankine cycle using dry 
organic fluids, to convert waste energy to power 
from low- grade heat sources. They selected four dry 
organic working fluids which are R113, R245ca, 
R123 and isobutene. Researchers analyzed basic 

ORC and regenerative ORC using a combined first 
and second law analysis at various reference 
temperatures and pressures.  

Shokati et al. [18] performed a comparative 
exergo-economic analysis for heat recovery from 
gas turbine-modular helium reactor (GT-MHR) 
using simple ORC, ORC with internal heat 
exchanger and regenerative ORC (RORC) and 
compared these combined cycles exergo-
economically. The results showed that regenerative 
ORC has the minimum unit cost of power produced 
by the turbine and this parameter was the maximum 
for that ORC with an internal heat exchanger. It was 
also shown that ORC with internal heat exchanger 
has the maximum exergy destruction cost rate.  

Liu et al. [19] analysed the performance of 
different ORC plant configurations which are a 
simple cycle, superheated cycle, recuperated cycle 
and regenerative cycle respectively, with different 
working fluids for low temperature binary-cycle 
geothermal plant. Their results illustrate that despite 
the slightly higher energetic performance of 
recuperative and regenerative systems, their higher 
capital costs inhibited their economic 
competitiveness and suggested that the standard 
cycles are more cost-efficient.  

Bina et al. [20] evaluated four different ORC 
configurations, including a standard and a 
recuperative ORC, along with a regenerative cycle 
including an open-type pre-heater and a double stage 
system. They designed these cycles to use the 
geothermal outlet of the Sabalan flash cycle plant, 
located in Iran. Five different parameters were used 
to optimize the systems; the energetic efficiency, the 
exergetic efficiency, the net power output, the 
production cost, and the total cost. According to their 
results, the maximum was calculated for the 
recuperative. However, when considering the energy 
production cost and the total energy cost, the 
regenerative and the standard ORC were the best 
cycles.  

Wang et al. [21] modeled a regenerative organic 
Rankine cycle for utilizing solar energy over a range 
of low temperatures, considering flat-plate solar 
collectors and thermal storage systems. They 
showed that system performance could be improved, 
under realistic constraints, by increasing turbine inlet 
pressure and temperature or lowering the turbine 
backpressure, and by using a higher turbine inlet 
temperature with a saturated vapor input. Zare [22] 
investigated and compared the performance of three 
configurations of ORC for binary geothermal power 
plants. The considered configurations are simple 
ORC, regenerative ORC, and ORC with an internal 
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heat exchanger. His results illustrate that ORC with 
internal heat exchanger has the best performance 
from the thermodynamic point of view while simple 
ORC has the minimum cost among the considered 
cycles. 

Literature summary shows that when a 
regenerator or a recuperator were separately added 
the system, the thermal efficiency of system 
increases. Although many studies have been done in 
the literature about ORC, there is relatively less 
research about regenerative and recuperative ORC 
system. Therefore, in this paper, a new configuration 

of regenerative and recuperative ORC is analyzed. 
The energy and exergy analysis of regenerative and 
recuperative organic Rankine cycle is performed for 
dry organic fluids. Hence, R245fa, R600, R114, and 
R600a are selected as working fluids. The organic 
Rankine cycle's performance parameters are 
evaluated to identify suitable working fluid which 
may yield high thermal and exergy efficiencies and 
net power production depending on varied 
evaporation temperatures and the inlet pressure of 
the low-pressure expander. 

 

 
Fig.1. Schematic diagram of the ORC configuration 

  
MATERIAL AND METHOD 

The components of the organic Rankine cycle 
configuration are an evaporator, a high-pressure 
expander, a low-pressure expander, a recuperator, a 
feed fluid heater, a condenser, and two pumps 
system. Fig.1 presents a schematic diagram of the 
regenerative and recuperative ORC used to obtain 
energy from waste thermal energy. It is comprised of 
an evaporator, two expanders, a feed fluid heater 
(regenerator), a recuperator, a condenser, and two 
pumps. In the regenerator heat exchanger, heat is 
transferred between the high-temperature vapor 
from the high-pressure expander outlet and the low-
temperature fluid from the recuperator outlet to 
avoid energy loss. In a regenerative and recuperative 
ORC, organic vapor enters the high-pressure 
expander at the evaporator pressure (6) and expands 

isentropically to an intermediate pressure (7). Some 
vapor is extracted at this state and routed to the feed 
fluid heater (9), while the remaining vapor (8) 
continues to expand isentropically to the condenser 
pressure in the low-pressure expander (10). The 
expanded vapor enters recuperator, and its heat is 
transferred to working fluid exiting from pump 1. 
Partially cooled vapor exits from the recuperator and 
enters the condenser (11). This vapor leaves the 
condenser at the condenser pressure (1). The 
condensed fluid enters to the pump 1, in which the 
pressure is raised to the recuperator pressure (2) and 
is routed to recuperator (3), and then working fluid 
enters feed fluid heater where it mixes with the vapor 
extracted from the high-pressure expander. The 
mixture leaves the heater as a saturated liquid at the 
feed fluid heater pressure (4). The pump 2 raises the 
pressure of the working fluid to the evaporator 
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pressure (5). The cycle is completed by evaporating 
the working fluid in the evaporator (6) [23]. 
 Dry fluids show better thermal efficiencies 
because they do not condense after the fluid goes 
through the expander. Therefore, R245fa, R600, 
R114, and R600a dry organic fluids are selected as 
the working fluids in this study. Besides, selected 
fluids have an ozone depletion potential (ODP) value 
of 0.0-0.7. The working fluids with lower global 
warming potential (GDP) to the greater one are 
R600a, R600, R245fa and R114 [24]. Tab.1 shows 
the thermo-physical properties of the selected fluids. 
It can be seen that R245fa has the highest value of 

critical temperature. It is followed by R600, R114, 
and R600a respectively. 

The analysis of a regenerative and recuperative 
ORC based on thermodynamic laws and the energy, 
exergy analyses were performed for the working 
fluids investigated. For analysed ORC 
configuration, the considered assumptions and input 
parameters were made: 
 All processes are operating at steady state. 
 The thermal and friction losses in the pipes 

are negligible. 
 The kinetic and potential energy changes are 

negligible.

Table 1. Thermo-physical properties of the selected fluids [25] 
 

Fluids Molecular 
mass 

Formula Maximum 
temperature 

Maximum 
pressure 

Critical 
temperature 

Critical 
pressure 

Critical 
density 

 g/mol  K MPa K MPa kg/m3 
R245fa 134.05 C3F5H3 440.00 200.00 427.01 3.65 519.43 
R600 58.12 C4H10 575.00 12.00 425.00 3.80 228.00 
R114 170.92 C2Cl2F4 507.00 21.00 418.83 3.26 579.97 
R600a 58.12 C4H10 575.00 35.00 407.70 3.63 225.50 

 Pressure drops of working fluid in the 
evaporator and condenser is neglected.  

 The heat loss from the ORC components is 
negligible. 

 The isentropic efficiency of expanders  ߟ௫ 
and the pumps ߟ are 0.80. 

 The effectiveness of recuperator is 0.80. 
 The atmospheric conditions are taken as 100 

kPa and 293.15 K. 
 The mass flow rate ሶ݉  and the pressure 

ܲ of the hot fluid are 10 kg/s and 1 Bar, 
respectively. 

 The mass flow rate ݉ ሶ  and the pressure ܲ  
of the cold fluid are 30 kg/s and 1 Bar, 
respectively. 

 The overheating in the evaporator and the 
sub-cooling in the condenser are 5 K. 

 The mass flow rate of working fluid in the 
low-pressure expander ሶ݉  is 1 kg/s. 

 The inlet pressure of low-pressure expander 
and the inlet pressure of feed fluid heater are 
equal to the exit pressure of the high-
pressure expander in the three-way valve (

7 8 9P P P  ). 

 The condensing temperature is 30oC. 
 Engineering Equation Solver software is 
used to obtain the thermodynamic properties of 
working fluids and to analyze the regenerative 
and recuperative ORC system performance. For 
any steady-state control volume, by neglecting 

the potential and kinetic energy changes, the 
thermodynamic expressions of ORC 
configuration are given below [12-23]. 
  General expression of mass, energy, and exergy 

balance equations are that; 
  Mass balance equation: 
 

∑ ሶ݉ ݅݊ ൌ ∑ ሶ݉  (1)   ݐݑ
 

        Energy balance equation: 
ሶܧ ݅݊ ൌ ሶܧ  (2)    ݐݑ

 
ሶܳ  ሶܹ ൌ ∑ ሶ݉ ݐݑ ݄௨௧ െ ∑ ሶ݉ ݅݊ ݄           (3) 

 
   Exergy balance equation: 

ሶݔܧ∑ ݅݊ െ ሶݔܧ∑ ݐݑ െ ሶݔܧ ݀ ൌ ሶݔܧ∆  (4)      ݏ
 

  Where for a steady-state system, ∆ݔܧ௦ሶ  is zero. 
ሶݔܧ  ൌ ሶݔܧ ௨௧         (5) 

 
ሶݔܧ ௧  ሶܹ ൌ ሶݔܧ ௨௧ െ ሶݔܧ    ሶ         (6)ܫ

 
ሶݔܧ ൌ ሶ݉ ሾሺ݄ െ ݄ሻ െ ܶሺݏ െ  ሻሿ         (7)ݏ

 
 Where, subscripts in and out represent the inlet 
and exit states, ሶܳ  is heat input, ሶܹ  is work input, ݔܧሶ  
is exergy rate and ܫሶ is the irreversibility rate.  

The passed through the high-pressure turbine 
working fluid separates two parts in the three-way 
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valve. The ݉ሶ  amount of the working fluid enters 

the feed fluid heater and the ݉ሶ 	amount of the 
working fluid enters the low pressure expander. 
These processes are showed with the number 7, 8 
and 9 in the Fig.1. When practiced the mass balance 
equation in this section; 

ሶ݉ ௧௧ ൌ ሶ݉   ሶ݉            (8) 
 

The streams that are mixing inside the feed fluid 
heater are at the same pressure. Consequently, since 
the mixing process occurs at an intermediate 
pressure level between the condensation and the 
expander inlet pressures, the regenerative and 
recuperative ORC requires the addition of an 
additional pump. Hence, it follows: 

 

2 3 4 7 8 9P P P P P P               (9) 

 
The expander power equals the sum of high 

pressure and low-pressure expander powers, and it 
can be defined by Eq. (10). 

ሶܹ
௫ ൌ ሶ݉ ௧௧ߟ௫ሺ݄ െ ݄௦ሻ 

 ሶ݉ ߟ௫ሺ଼݄ െ ݄ଵ௦ሻ              (10) 
 

The inlet power to the pumps and the heat transfer 
rate to the working fluid in the evaporator can be 
calculated following equations. 

 

ሶܹ
 ൌ

ሶ݉ ሺ݄మೞെ݄భሻ݈݁

ఎ


ሶ݉ ሺ݄ఱೞെ݄రሻ݈ܽݐݐ

ఎ
      (11) 

 
ሶܳ
 ൌ ሶ݉ ௧௧ሺ݄6 െ ݄5ሻ                  (12) 

 
The net output power from the regenerative and 

recuperative ORC and the thermal efficiency of 
ORC are expressed by Eq.(13) and Eq.(14) 
respectively. 

 
ሶܹ
௧ ൌ ሶܹ

௫ െ ሶܹ
 (13)                   

 

݄ݐߟ ൌ
ௐሶ

ொሶ
ൌ

ௐሶ ೣି ሶܹ 

ொሶ
              (14) 

 
The exergy efficiency of regenerative and 

recuperative ORC system is given by Eq. (15).  
 

݁ݔ݁ߟ ൌ
ሶܹ
௧/ݔܧሶ 		                      (15) 

 
where, ݔܧሶ  is the exergy supplied to the system 

in the evaporator from hot fluid and it can be 
calculated with Eq.(16). 

 

ሶݔܧ  ൌ ሶ݉  ቂቀ݄12 െ ݄݄݂0ቁ െ ܶ ቀ12ݏ െ  0ቁቃ(16)݂݄ݏ

 
The thermodynamic degree of perfection (TDP) 

of ORC configuration system and the ratio of the 
inlet pressure to the outlet pressure in the high-
pressure expander and the low-pressure expander are 
obtained by the following equations. 

 

ܲܦܶ ൌ ߟ
݄ݐ
ቀ1 െ

்ಽ

்ಹ
ቁ
ିଵ

             (17) 

 

ܴ ൌ
ల

ళ
                      (18) 

 

ܴ ൌ
ఴ

భబ
                      (19) 

RESULTS AND DISCUSSIONS 

In this part, the results of the thermodynamic 
analysis of regenerative and recuperative ORC 
system are given using R245fa, R600, R114, and 
R600a working fluids. Primarily, a comparison of 
the chosen working fluids utilizing energy and 
exergy analysis is performed, and the outcomes of 
calculation are given in Tab.2. The evaporation 
temperature in the evaporator of ORC configuration 
is taken as 130oC in the investigation. As seen in 
Tab.2, R245fa organic fluid has the highest thermal 
efficiency with approximately 17.4% while the 
minimum thermal efficiency is calculated for R600a 
with 16.1% among the all working fluids. R600 and 
R114 working fluids have a thermal efficiency of 
about 17.3% and 17.0%, respectively. When this 
performance parameter is evaluated with the critical 
temperature of the working fluid, it can be seen that 
when the critical temperature increases, the thermal 
efficiency of the regenerative and recuperative ORC 
improves. In other words, a working fluid with a 
higher critical temperature exhibits better thermal 
efficiency.  

The highest exergy efficiency values are obtained 
for R600 and R600a working fluids with about 
30.0% and 29.3% respectively. When this result is 
commented with Eq.(15), R600 working fluid has 
both the maximum net power and the maximum 
exergy supplied to the system. The exergy efficiency 
for R600 is higher because the net power generated 
is higher than other working fluids. The 
thermodynamic degree of perfection (TDP) values 
of the working fluids are obtained with decreasing 
order as R114, R245fa, R600, and R600a. The 
maximum value of TDP is calculated for R114 
working fluid with about 56.6% at the evaporation 
temperature of 130oC. This is due to that the 
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minimum inlet temperature of hot fluid with 
approximately 144oC is determined for R114 for 
boiling at 130oC in the evaporator. On the other 
hand, the lowest the total mass flow is obtained for 
the R600a.  

The highest net power about 77.6 kW value is 
calculated for R600. The other properties, which are 
the heat input in the evaporator, recuperator heat and 
exergy supplied to the system by hot fluid, illustrate 
same order with the net power. For these properties, 
the fluids are in the following order from large to 
small values: R600, R600a, R245fa, and R114. The 
maximum pressure rate in the high and low-pressure 

expanders are computed for R600a and R245fa 
respectively among the fluid examined.  

The evaporation temperature and the inlet 
pressure of working fluid to expander affect the 
performance analysis of an ORC. So, a detailed 
analysis of the effect of two features on system 
performance are evaluated in the following section 
of the paper. Firstly, the evaporation temperature is 
taken as from 90oC to the critical temperature of each 
working fluid, and its calculation results are 
presented in the following figures. The inlet pressure 
of the low-pressure expander is 1 MPa.  

Table 2. The comparison of selected fluids for the regenerative and recuperative ORC 

Fluids ƞt Ƞexe ȠII mtotal Wnet Qev Qrec Exhf Rphpe Rplpe 
 % % % kg/s kW kW kW kW   
R245fa 17.35 18.31 56.62 1.384 41.23 237.6 28.58 225.23 2.339 5.644 
R600 17.26 30.01 53.42 1.252 77.59 449.7 57.52 258.56 2.632 3.522 
R114 17.01 13.25 57.34 1.314 27.47 161.5 26.67 207.35 2.464 4.003 
R600a 16.11 29.28 53.35 1.212 63.51 394.2 45.02 216.92 3.430 2.474 

 
Fig.2 illustrates changing thermal efficiency of 

regenerative and recuperative ORC system for all of 
working fluids. According to Fig.2, the thermal 
efficiency increases with the increment of the 
evaporation temperature. The maximum value of the 
thermal efficiency is calculated for R245fa working 
fluid with about 19% at the evaporation temperature 
of 153oC. In the lower evaporation temperatures, 
R600 and R600a working fluids show better thermal 
efficiency than R245fa and R114.  

 

 

Fig.2. The effect of the evaporator temperature on 
thermal efficiency of ORC configuration 

When examined the effect of the evaporator 
temperature on the exergy efficiency, which 
increases before and then decreases with the increase 
of the evaporation temperature for R245fa, R600 and 
R600a working fluids (Fig.3). However, this 

property decreases with increasing evaporation 
temperature for R114 fluid. Also, the highest exergy 
efficiency is obtained for the R600 working fluid 
with about 30.4% at the evaporation temperature of 
about 115°C. This is followed by R600a, R245fa, 
and R114, respectively. When this figure and 
Eq.(15) are commented, it can be shown that the 
effect of the exergy supplied to the system by hot 
fluid on the exergy efficiency is greater than the 
effect of the increment of the net power on the 
exergy efficiency. For this reason, the exergy 
efficiency of ORC configuration reduces despite the 
increment of the net power and exergy supplied to 
the system by hot fluid. 

 
 

 

Fig.3. The effect of the evaporator temperature on 
exergy efficiency of ORC configuration 
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Fig.4. The effect of the evaporator temperature on the 

thermodynamic degree of perfection (TDP) of ORC 
configuration 

Fig.4 demonstrates the variation of the system the 
thermodynamic degree of perfection (TDP) with 
increasing evaporation temperature for selected 
working fluids in the analysis of regenerative and 
recuperative ORC. TDP increases and then 
decreases with the increment of evaporation 
temperature. The maximum value of this property is 
calculated for R114 working fluid with about 57.3% 
at the evaporation temperature of 135oC. As Eq.(17) 
and Fig.4 are evaluated together, the reason why 
R114 has the highest TDP value that R114 working 
fluid requires a lower inlet temperature of hot fluid 
than the other fluids.    

When compared the net power generated of the 
working fluids investigated in the system, according 
to Fig.5, the net power rises with the increase of the 
evaporation temperature, and it exhibits the same 
trend for all of the working fluids. The maximum net 
power of regenerative and recuperative ORC is 
calculated for R600 working fluid with about 85 kW 
in 150oC and which is followed by R600a, R245fa, 
and R114.  

 

Fig.5. The effect of the evaporator temperature on the 
net power of ORC configuration 

 
Fig.6. The effect of the evaporator temperature on the 

P6 of ORC configuration 

The influence of evaporation temperature on the 
inlet pressure of the high-pressure expander (P6) are 
shown in Fig.6. According to the results of ORC 
configuration's analysis, the inlet pressure of the 
high-pressure expander rises with the increment of 
the evaporator temperature because of the increase 
of saturation pressure for all of the working fluids. It 
can be seen in the figure; the highest expander 
pressure value is obtained for R600a working fluid 
with 3.6 MPa in 133oC evaporation temperature 
which is followed by R600, R114, and R245fa 
working fluids. In the same time, rising the inlet 
pressure of the high-pressure expander will require a 
larger and more robust expander design.  

The increasing evaporation temperature has a 
considerable effect on the exergy supplied to the 
system by hot fluid. Therefore, the change of this 
feature is similar to the net power and inlet pressure 
of high-pressure expander, raises with the increment 
of the evaporator temperature. As is seen in Fig.7, 
maximum exergy entry into the system occurs when 
R600 working fluid is used in the analyzed system. 

 
Fig.7. The effect of the evaporator temperature on the 

exergy supplied of ORC configuration 

90 100 110 120 130 140 150 160

0,44

0,48

0,52

0,56

Evaporation temperature [C]

T
D

P

R245fa

R600a

R600R114

90 100 110 120 130 140 150 160

x 103

0

20

40

60

80

100

Evaporation temperature [C]

W
n

et
  

[W
]

R245fa

R600a

R600

R114

90 100 110 120 130 140 150 160

x 106

1

2

3

Evaporation temperature  [C]

P
6 

[P
a]

R245fa
R600a

R600

R114

90 100 110 120 130 140 150 160

x 103

100

150

200

250

300

Evaporation temperature [C]

E
x h

f  
[W

]

R245fa

R600a

R600

R114

92 



E. Ozdemir Kucuk et al.: Simulation and thermodynamic analysis of a regenerative and recuperative organic Rankine cycle 

 

 
Fig.8. The effect of the inlet pressure of the low pressure 

expander (P8) on thermal efficiency ORC configuration 

Secondly, the effect of the inlet pressure of the 
low-pressure expander (P8) is investigated on the 
performance parameters of the regenerative and 
recuperative ORC. The evaporation temperature in 
the evaporator is assumed as 130oC in the analysis. 
Moreover, the inlet pressure in the low-pressure 
expander, which equals to the pressure of feed fluid 
heater and the outlet pressure of the high-pressure 
expander, is increased from 0.5 MPa to 2.0 MPa and 
other performance parameters are calculated.  

The Fig.8 presents the change of the thermal 
efficiency of the system. It can be seen that the 
thermal efficiency increases up to a maximum value 
with rising pressure,  and then decreases for all of the 
working fluids in the analysis. Moreover, as the inlet 
pressure of the low-pressure expander raises, the 
difference between the calculated  thermal efficiency 
values for the working fluids reduces and approaches 
each other. The maximum thermal efficiency is 
performed for R245fa working fluid with 17.4% in 
the 0.85 MPa of P8 while the lowest thermal 
efficiency values belong to R600a. 

 

 
Fig.9. The effect of the P8 on the exergy efficiency ORC 

configuration 

 

 
Fig.10. The effect of the (P8) on the thermodynamic 

degree of perfection (TDP)  ORC configuration 

It can be clearly seen from Fig.9 and Fig.10 that 
the inlet pressure in the low-pressure expander has a 
positive effect before and then negative effect on 
exergy and the TDP. The exergy efficiency values of 
working fluids are calculated with decreasing order 
as R600a, R600, R245fa, and R114. The maximum 
value of exergy efficiency is obtained for R600 
working fluid with about 30.2% at the 0.83 MPa of 
P8. The reason for the decrease of the exergy 
efficiency is that the exergy supplied to the system 
in the evaporator increases with the increasing 
pressure while the net power of the system drops 
with a very low amount.  

According to Fig.10, the maximum value of the 
thermodynamic degree of perfection (TDP) is 57.3% 
obtained about the nearly 1.0 MPa of P8 for R114.  

 

 
Fig.11. The effect of the (P8) on the net power ORC 

configuration 

When the effect of the inlet pressure of the low-
pressure expander (P8) on the net power is examined, 
it is observed that there is very little change in net 
power with the increment of P8 (Fig.11). The highest 
value of the net power is obtained for R600 working 
fluid. It is calculated as about 78 kW with the inlet 
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pressure of 1.17 MPa. R600a, R245fa, and R114 
follow it with decreasing order. 

 

Fig.12. The effect of the (P8) on the net power ORC 
configuration 

Fig.12 demonstrates the effect of the inlet 
pressure in the low-pressure expander on the exergy 
supplied to the system by hot fluid. It can be seen 
from figure that this property has an inclining trend. 
Input exergy to the system, which is a measure of 
how much the hot source has been utilized, has the 
maximum value with 0.29 MW in the 2.0 MPa of P8.  

CONCLUSIONS 

Thermodynamic analysis of a regenerative and 
recuperative organic Rankine cycle derived by a low 
grade heat source for power generation is performed 
in this study. Four dry organic fluid, namely R600a, 
R114, R600, and R245fa with critical temperature 
ranging from 134.6oC to 153.9oC, are chosen as 
working fluid in the analysis. The effects of the 
evaporation temperature and the inlet pressure of the 
low-pressure expander on performance parameters 
are evaluated, and their results are compared for the 
working fluid examined by using the Engineering 
Equation Solver model. Primarily, we have 
compared the selected dry refrigerants' performance 
parameters in the admitted conditions. The 
maximum thermal efficiency and thermodynamic 
degree of perfection (TDP) values are calculated for 
R245fa and R114 with %17.35 and %57.34, 
respectively, at the evaporation temperature of 130 
oC. R600 refrigerant has maximum exergy 
efficiency, net power, evaporator, and recuperator 
heat rate, exergy supplied to the system by hot fluid 
properties with %30.01, 77.59 kW, 449.70 kW, 
57.52 kW, and 258.56 kW, respectively. After that,  
we have investigated the influence of evaporation 
temperature on the performance parameters of the 
ORC configuration. According to analysis, in 

respect to the thermal efficiency, R245fa organic 
fluid has the best performance with the about 19% at 
the evaporation temperature of 153 oC. Besides, the 
thermal efficiency rises with increasing evaporation 
temperature for all of working fluids. However, 
when investigated the effects of the maximum power 
output, exergy efficiency, and the exergy supplied to 
the system by hot fluid values, R600 working fluid 
is the optimal fluid. Also, R600 is the more suitable 
working fluid for ORC configuration concerning 
expanders expansion ratio. After this analysis, the 
inlet pressure of the low-pressure expander has been 
examined, and the obtained results demonstrate that 
all analysed parameters have similar effects on the 
performance of the regenerative and recuperative 
ORC for all working fluids. In the low-pressure 
values, R245fa represents the best performance 
features with the thermal efficiency and 
thermodynamic degree of perfection (TDP). 
Similarly, R600 organic fluid has the maximum net 
power and exergy input from a hot source to the 
analysed system. 

NOMENCLATURE 

ሶܧ - energy rate, kW; 
ሶݔܧ - exergy rate, kW; 
 ;ሶ - irreversibility rate, kWܫ
h - specific enthalpy, kJ/kg; 
m  - mass flow rate, kg/s; 
P - pressure, Pa; 
s - specific entropy, kJ/kgK; 

Q  - heat rate, kW; 

W  - power, kW; 
T - temperature, K; 
TL - low temperature of sink, K; 
TH - high temperature of source, K; 
ƞ- efficiency; 

Subscripts 

cycle - cycle 
d - destruction 
e - evaporator 
exe - exergetic 
exp - expander 
ff - feed fluid 
hf - hot fluid 
hpe - high pressure expander 
in - inlet 
lpe - low pressure expander 
net - net 
o - ambient 
out- outlet 
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p - pump 
s - system 
th - thermal 
total - total 

Abbreviations 

GWP-global warming potential; 
ODP- ozone depletion potential; 
ORC- organic Rankine cycle; 
TDP- the thermodynamic degree of perfection; 
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Evaluation of mass flowing with COP for triple effect absorption refrigeration system 
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Triple effect absorption refrigeration system has the highest performance among its counterparts. Coefficient of performance of 
this system is higher than those single and double effect absorption refrigeration systems but its system design involves more system 
components which make the thermodynamic cycle more complex. A basic absorption refrigeration system has only an evaporator, a 
condenser, an absorber and a generator. Adding heat exchanger/s improves the coefficient of performance. Absorption refrigeration 
systems do not involve a compressor as compared to vapor compression systems due to absorber and generator. The high-pressure 
generator is the significant components of an absorption refrigeration system which allows to use solar energy and industrial waste 
heat as a heat source. In this study, a thermodynamic analysis was performed for a lithium bromide-water series flow triple effect 
absorption refrigeration system including eight different mass flow lines. The variation in coefficient of performance with mass flow 
rates in the cycle was investigated thoroughly. It was indicated that mass flow rates of the solutions decrease with increasing 
temperature of the low-pressure generator and this has resulted in a positive impact on the coefficient of performance. Evaporator 
temperature has the same effect with low pressure generator on the system but the effect of condenser temperature is vice versa. 

Keywords: Mass flow rate, coefficient of performance, triple effect absorption refrigeration 

 

INTRODUCTION 

The absorption refrigeration systems (ARSs) can 
have different cycle configurations depending on 
available source temperature. As the potential source 
temperature gets higher, the use of multi-effect cycle 
becomes a reasonable way of increasing coefficient 
of performance (COP). 

 In addition, ARSs are able to be run directly from 
source such as burning of natural gas. Most 
industrial processes use a lot of thermal energy by 
burning fossil fuel to produce steam or heat for 
various purposes. After the processes, an amount of 
heat is rejected to the surroundings as waste. The 
waste heat can be converted to useful refrigeration 
by using a heat powered refrigeration system such as 
an absorption refrigeration cycle. These systems use 
particularly waste heat or renewable energy as a 
primary heating source to drive the cooling 
operation. They can be alternative to vapor 
compression systems. 

The absorption refrigeration systems use natural 
refrigerants such as lithium bromide-water solution 
which plays role in attenuating the negative impacts 
of greenhouse. To increase the COP of these systems 
there are available cycle configurations from half to 
triple effect [1] and even quadruple effect [2] in the 
literature.  

Single effect ARSs are widely used in 
commercial  applications  due  to  low cost  and  less  
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   kenansaka@uludag.edu.tr 

system complexity. Nowadays, double effect ARSs 
have been used rather since many industries have 
potential high temperature waste heat which has 
been the driving force for using these systems. It was 
reported that the maximum COP of a single effect 
ranges from 0.6−0.75. This value is the range of 
1.0−1.28 for a double effect ARS [3].  

Alternative solutions instead of lithium bromide-
water can be possibly used in ARSs. Using different 
solutions, the COP of the system can be enhanced 
[4]. Several research studies on this topic were 
published in the literature as in [5−9]. With 
advancing of the system control technologies, more 
complex thermodynamic systems have been 
controlled better. In ARSs, increasing the effect 
number makes the system’s control more difficult. 
Not only controlling an energy system is sufficient 
but also being less cost is another issue. Similarly, 
triple effect ARSs are at the starting point from this 
view. There were several studies about the triple 
effect ARSs in the literature [10−15] however the 
number of studies is increasing gradually. 

In this study, the thermodynamic analysis of a 
triple effect series flow lithium bromide-water ARS 
was performed using the Delphi program, and the 
obtained simulation results was verified with the 
literature. Moreover, the effect and effectiveness of 
heat exchangers on the system performance were 
shown based on the capacity variations of the system 
components. In addition, it was investigated the 
mass flowing of lithium bromide-water solution and 
water vapor effect on the COP based on the 
component temperatures.  

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Absorption refrigeration cycle 

The basic ARS is single effect and very simple 
according to triple effect ARS. It has only an 
evaporator, a condenser, an absorber and a 
generator. Also, a heat exchanger can be added to 
improve the COP. To have an idea about triple effect 
ARS it is necessary to start from single effect ARS. 
Evaporator, condenser and absorber are common 
components in absorption refrigeration 
configurations. Evaporator is single component can 
do cooling in the system. There is heat rejection from 
the system to environment by condenser and 
absorber. 

The components of a triple effect ARS are shown 
in Fig.1. ARSs do not involve a compressor as 
compared to vapor compression systems instead 
they use absorber and generator. The high-pressure 
generator (HPG) and the absorber are the significant 
components of ARS which provides to use solar 
energy and industrial waste heat as a heat source. 
Additionally, condenser, evaporator, inter-
condenser and generators, expansion valves and 
pump are the remaining components. Here, the 
superheated vapor generated by the high-pressure 
generator is condensed by the high-pressure 
condenser (HPC) then goes to the condenser at 
constant flow rate. The resulting heat is rejected to 
be used by the medium pressure generator (MPG). 
Similarly, this process is realized between the MPC 
and the lower pressure generator (LPG), and the 
remaining vapor is simultaneously transferred to the 
condenser. The collected vapor which becomes the 
refrigerant of the vapor cycle enters the expansion 
valve, evaporator and absorber, respectively. Four 
different pressure and concentration levels take 
place during this cycle. 

The system has eight different mass flow rate 
circulating values. One of them is coolant which is 
water vapor. Also, the lithium bromide-water 
solution has four different mass flow rates. Finally, 
water vapor generated by the generators flows in 
three different mass flow rates. The flow rates in 
other system components related to heat transfer of 
the system with environment such as condenser, 
evaporator, absorber and high-pressure generator 
(HPG) were not considered in the scope of this 
study. While the HPG, evaporator and pump involve 
energy input, heat rejection from the condenser and 
absorber takes place by the cooling waters. The 
evaporator removes heat from the cooling media for 
cooling effect. The heat exchangers provide to heat 
the weak solution leaving the absorber consequently 
the thermal capacity of the HPG is reduced, and the 
system performance is improved. 

 

Fig.1. A triple effect series flow ARS and its 
components 

Lithium bromide-water has the possibility of 
crystallization under different operating conditions 
thus this case was considered in the system 
simulation. On the other hand, the energy balances 
between the integrated condenser-generator system 
components were satisfied for each loop using 
iteration algorithm embedded into the simulation 
algorithm. 

TERMODYNAMIC ANALYSIS 

For the thermodynamic analysis of the system, 
mass and energy balances were achieved in the 
simulation program to calculate the component 
capacities. The general equations of these balances 
are as follows: 
 

Mass balance: 

 ∑ ሶ݉  ൌ ∑ ሶ݉    (1) 

Concentration balance: 

 ሶ݉  ܺ ൌ ሶ݉ ܺ    (2) 

Energy balance: 

ሶܳ െ ሶܹ ൌ ∑ ሶ݉ ݄ െ ∑ ሶ݉ ݄  (3) 

Effectiveness: 

ߝ  ൌ
ି

ି
∗           (4) 

Performance: 

ܱܲܥ  ൌ
ொሶಶ

ொሶಹುಸାௐሶ ು
           (5) 

where ݅: inlet, ݁: exit, ሶ݉  : mass flowrate in kg/s, ܺ : 
solution concentration in %, ݄: enthalpy in kJ/kg,  ሶܳ  
: heat transfer rate in kW and ሶܹ  : work rate in kW.  
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The properties of water and the solutions were 
obtained from the literature [16-18]. The following 
assumptions were taken into consideration through 
the thermodynamic analysis: 

 Steady-state conditions exist. 
 Evaporator capacity is fixed. 
 Pressure losses in heat exchangers and 

pipelines are negligible. 
 Water phase is saturated liquid and saturated 

vapor at the outlet of the condenser and 
evaporator, respectively. 

 Heat loss from the system components is 
disregarded. 

RESULTS AND DISCUSSION 

The component capacities of the triple effect 
ARS with a 300 kW cooling capacity and its 
numerical comparison to the literature for the 
corresponding capacity shown in Tab.1. However, in 
the present study, the cooling capacity was selected 
to be 100 kW in order to proportionate heat 
capacities among the system components. The 
highest capacity belongs to the absorber whereas the 
pump has the lowest one. 

Table 1. Calculated component capacities 

THPG = 190 °C, TE =4 °C, TA =33 °C,  

TC =33 °C, εI,II,III = 0.85 

Components 
Load (kW) 
Current study 

Load (kW) 
Gomri [13] 

HPG, ሶܳ ுீ  170.40 169.68 

Condenser, ሶܳ   115.32 112.23 

Evaporator, ሶܳ ா 300.00 300.00 

Absorber, ሶܳ  355.39 357.67 

Pump, ሶܹ
 0.23 0.22 

COP 1.76 1.76 

 
Tab.2 shows the thermodynamic states, 

concentration values, and flow rates for the 
simulated system. As seen, there are variations in the 
concentration values at various parts of the system. 
The lithium bromide-water solution undergoes four 
different concentration levels during system 
operation. The positive influence of heat exchangers 
can also be easily seen. At state 4, i.e. outlet of the 
absorber, the solution leaving the absorber which is 
weak in concentration is pumped by the pump. The 
lithium bromide-water solution has two mainly 
concentration as weak and strong. The weak solution 
means that the water content of the solution is higher 
relatively to the strong solution. As the solution 
passes through the heat exchanger I, its temperature 
increases to 26 °C. After passing from heat 
exchanger II and III, the solution reaches 158 °C at 

state 8. The use of heat exchangers increases the 
solution temperature as much as 121 °C instead of 
entering 33.1 °C to the HPG i.e. without using any 
heat exchanger. This consequently reduces the 
thermal capacity of the HPG and improves the 
system performance.  

 
Table 2. Thermodynamic properties of H2O-LiBr 

solution at states 

State Fluid T (°C) X (%) ሶ݉  (kg/s) 
1 Water 33 0 0.042 

2 Water 5 0 0.042 

3 Vapor 5 0 0.042 

4 Weak sol. 33 54.119 0.358 

5 Weak sol. 33.1 54.119 0.358 

6 Weak sol. 59.08 54.119 0.358 

7 Weak sol. 101.02 54.119 0.358 

8 Weak sol. 154.01 54.119 0.358 

9 Strong I 185 56.655 0.342 

10 Strong I 127.57 56.655 0.342 

11 Strong I 127.57 56.655 0.342 

12 Strong II 130 59.038 0.328 

13 Strong II 81.03 59.038 0.328 

14 Strong II 81.03 59.038 0.328 

15 Strong III 80 61.352 0.316 

16 Strong III 47.43 61.352 0.316 

17 Strong III 47.43 61.352 0.316 

18 Vapor 185 0 0.016 

19 Water 133.35 0 0.016 

20 Water 33 0 0.016 

21 Vapor 130 0 0.014 

22 Water 80.48 0 0.014 

23 Water 33 0 0.014 

24 Vapor 80 0 0.012 

25 Vapor 200 0 0.038 

26 Vapor 190 0 0.038 

27 Water 23 0 1.933 

28 Water 28 0 1.933 

29 Water 15 0 4.772 

30 Water 10 0 4.772 

31 Water 23 0 5.818 

32 Water 28 0 5.818 

 
Eight different mass flow rates can be seen in 

Tab.2. from state 1 to state 24. The mass flow rates 
after state 24 are related to heat transfer of the system 
with environment. The water is used for condenser 
and absorber cooling. The temperature of the cooling 
water is function of the component temperature. The 
chilled water is produced by evaporator and high-
pressure generator is assisted by vapor. 
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Tab.3 indicates the component capacities based 
on a fixed evaporator capacity and two different heat 
exchanger effectiveness values. The highest capacity 
component is the absorber which is triple times 
higher than that of the condenser. As known, the 
absorber and condensers are the components 
rejecting heat therefore this feature is significant at 
the design level of these components. The 
effectiveness of heat exchangers is quite influential 
on COP. As the effectiveness value decreases, the 
capacity of the HPG increases as clearly seen. The 
COP increases from 1.15 to 1.60 with increasing the 
heat exchanger effectiveness from 0.3 to 0.7. 

 

Table 3. Component capacities based on heat exchanger 
effectiveness 

THPG =185 °C, TE =5 °C, TA =33 °C, TC =33 °C 

Component 
Load (kW) 
εI,II,III = 0.3 

Load (kW) 
εI,II,III = 0.7 

HPG, ሶܳ ுீ  86.86 62.31 

Condenser, ሶܳ   53.98 40.50 

Evaporator, ሶܳ ா 100.00 100.00 

Absorber, ሶܳ  133.02 121.91 

Pump, ሶܹ
 0.0753 0.0702 

COP 1.15 1.60 

 
In series flow triple effect absorption 

refrigeration system, mass flow rate of fluid phases 
has the possibility of being equal at different states 
given in Fig.1. Tab.4 shows these equalities. 

 
Table 4. Conditions of flow rates 

 

ሶ݉ = ሶ݉ ଵ ൌ ሶ݉ ଶ ൌ ሶ݉ ଷ  

ሶ݉ ௪= ሶ݉ ସ ൌ ሶ݉ ହ ൌ ሶ݉  ൌ ሶ݉  ൌ ሶ݉ ଼  

ሶ݉ ௦ଵ= ሶ݉ ଽ ൌ ሶ݉ ଵ ൌ ሶ݉ ଵଵ  

ሶ݉ ௦ଶ= ሶ݉ ଵଶ ൌ ሶ݉ ଵଷ ൌ ሶ݉ ଵସ  

ሶ݉ ௦ଷ= ሶ݉ ଵହ ൌ ሶ݉ ଵ ൌ ሶ݉ ଵ  

ሶ݉ ௩ଵ= ሶ݉ ଵ଼ ൌ ሶ݉ ଵଽ ൌ ሶ݉ ଶ  

ሶ݉ ௩ଶ= ሶ݉ ଶଵ ൌ ሶ݉ ଶଶ ൌ ሶ݉ ଶଷ  

ሶ݉ ௩ଷ= ሶ݉ ଶସ  

 
Fig.2 shows the variations in mass flow rates of 

lithium bromide-water solution and COP depending 
on the lower pressure generator temperature. Also, 
the variations in mass flow rates of water vapor are 
shown in Fig. 3. 

Increasing the lower pressure generator 
temperature has a positive impact on the coefficient 
of performance. The COP of the system increases 
from 1.351 to 1.595 with 18% rises depending on the 
lower pressure generator temperature. The 
maximum mass flow rate belongs to the weak 
solution in the system. 

 

  
   Fig.2. Flow rates of solutions and COP variations with 
LPG temperature 
 

 
Fig.3. Flow rates of water vapor variations with LPG 

temperature 
 
Mass flow rate of the weak solution decreases 

from 0.681 kg/s to 0.358 kg/s as in seen in Fig.2. The 
decreasing is approximately 47.4 %. The other high 
mass flow rate belongs to strong solution I, strong 
solution II and strong solution III respectively. Mass 
flow rate in evaporator is fixed due to fixed 
evaporator capacity and it is 0.042 kg/s. Changes for 
the other three water vapor lines are shown in Fig.3. 
Based on the LPG temperature rising, there is 
increasing on mass flow rate of the vapor generated 
by the HPG and MPG. But there is decreasing on 
mass flow rate of the vapor generated by the LPG. 

Fig.4 shows the variations in mass flow rates of 
the lithium bromide-water solutions and COP 
depending on the condenser temperature. The 
coefficient of performance of the system decreases 
with increasing condenser temperature. At the 28 °C 
condenser temperature the COP is 1.661 and it 
decreases at higher condenser temperatures to 1.528. 
Mass flow rate in evaporator is 0.042 kg/s  

Similarly, in Fig.5, the flow rate in the vapor lines 
is nearly constant depending on the condenser 
temperature change. Water vapor mass flow rates are 
between 0.016-0.012 kg/s approximately.  
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Fig.4. Flow rates of solutions and COP variations with 

condenser temperature 
 

 
Fig.5. Flow rates of water vapor variations with 

condenser temperature 
 

It should be noted that the effect of the absorber 
on the system was not presented in this study since 
the condenser and the absorber are the heat rejecting 
system components and they have similar effects on 
the system. 

Fig.6 and Fig. 7. show the variations in mass flow 
rates of the solution, water vapor and the COP 
depending on the evaporator temperature. The 
coefficient of performance increases with 
evaporating temperature, and there is linear 
relationship between them. 

 

 
Fig.6. Flow rates and COP variations with evaporator 

temperature 

 
Fig.7. Flow rates and COP variations with evaporator 

temperature 

Results in Fig.4. and Fig.6 are compatible with 
experimental studies of the absorption refrigerator 
using aqueous lithium–bromide [19]. According to 
experimental studies results coefficient of 
performance of the system decreases with in higher 
condenser temperature and increases with in higher 
evaporator temperature.  

 

 
Fig.8. Flow rates of solutions and COP variations with 

heat exchangers effectiveness 

 
Fig.9. Flow rates variations of water vapor with heat 

exchangers effectiveness 
 

Flow rates and COP variations according to heat 
exchangers effectiveness are given in Fig. 8 and Fig. 
9. In the system, there are three different heat 
exchangers. Each heat exchanger can have different 
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effectiveness but in Fig. 8 and in Fig. 9 they were 
selected to be equal in each point [20]. Although the 
positive variation in the heat exchanger effectiveness 
increases the COP, its effect on the mass flow rate of 
lithium bromide-water solution changes is 
insignificant. 

CONCLUSIONS 

In this study, a thermodynamic analysis of a series 
flow triple effect ARS working with lithium 
bromide-water solution was made by simulating it 
via a prepared Delphi code. It is shown that the COP 
can be improved with increasing the LPG and 
evaporator temperatures and lowering the condenser 
temperature. It is also indicated that there is an 
inverse relation between the COP and the lithium 
bromide-water solution mass flow rates. Based on 
the LPG temperature rising, there is increasing on 
mass flow rate of the vapor generated by the HPG 
and MPG. But there is decreasing on mass flow rate 
of the vapor generated by the LPG. The flow rate in 
the vapor lines is nearly constant depending on the 
condenser and evaporator temperature change. Also, 
COP can be improved by adding heat exchangers in 
the system. Although the positive variation in the 
heat exchanger effectiveness increases the COP, its 
effect on the mass flow rate of lithium bromide-
water solution changes is insignificant. 
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Comparative performance analysis of a two-bed adsorption cooling system with 
adsorption of different adsorbates on silica-gel  

M. Kılıç* 

Bursa Uludağ University, Engineering Faculty, Dept. of Mechanical Engineering, Bursa, Turkey 
 
This study presents a comparative performance analysis of a two-bed adsorption cooling system in which various working fluids 

are used with silica-gel as adsorbent pairs. An adsorption cycle simulation program has been developed to investigate the influence of 
different operating conditions on the cooling power and COP of the system. For the configuration of the adsorption cycle in the present 
simulation, two adsorption bed design is used. Different working fluids as adsorbate are considered in this study. These are water, 
methanol, R134a and R404a. They can be employed in the adsorption refrigeration systems driven by heat sources such as solar energy 
or waste heat with a temperature lower than 100C. It is observed that the parameters that have the most significant effect on COP and 
SCP are, in decreasing order, the adsorption heat of adsorbate-adsorbent pair, cooling source temperature, heating source temperature, 
condensation temperature at the condenser and evaporation temperature at the evaporator. These results are valid for all working pairs. 
In general, increasing evaporation temperature and decreasing adsorption bed temperature during the adsorption process increases COP 
and SCP for all working pairs. In addition to that different design parameter such as specific cooling power, the mass of adsorbent and 
adsorbate etc. are calculated, compared and discussed for each working pairs. 

Keywords: Adsorption cooling, adsorbate-adsorbent pair, silica gel, COP, SCP 

INTRODUCTION 

Among the thermally driven refrigeration 
systems, adsorption systems, which can be powered 
by low-grade renewable energy and waste heat 
resources, are of great interest and considerable 
research and development studies have been 
performed by numerous researchers in recent 
decades[1]. The primary heat sources for adsorption 
cooling/refrigeration systems are waste heat and 
solar energy. The systems in which the physical 
adsorption working pairs employed are usually 
preferred when solar energy is used as the heat 
source [2]. The physical adsorption process of the 
gas occurs mainly within the pores and surface of the 
solid adsorbent [3]. The adsorbed amount and 
concentration of refrigerant in the pores are strongly 
dependent on pressure and temperature variations as 
well as the operating conditions of the system [4]. 
The design of an adsorption refrigeration system 
requires the knowledge of adsorption characteristics 
of the employed adsorbent-adsorbate pair when the 
temperature and pressure are varying. 

The isosteric heat of adsorption is a specific 
combined property of an adsorbent/adsorbate 
combination. The equilibrium adsorption properties 
at several adsorbent temperatures and adsorption 
chamber adsorbate pressures were studied for a wide 
range of pairs by several researchers [5-9].  

 

* To whom all correspondence should be sent: 
   mkilic@uludag.edu.tr 

Silica gel is a silicon dioxide (SiO2), an 
amorphous form of silica which is manufactured 
from silicate and sulfuric acid. It is a naturally 
occurring mineral that is purified and processed into 
beaded or granular form, and is also non-corrosive 
and chemically inert. Silica gel can be used as a 
primary desiccant or blended with other desiccants 
in any application where control of moisture is 
required. 

Silica gel belongs to low temperature working 
adsorbent, which can be driven by heat source with 
the temperature lower than 100C [2]. The silica gel 
is a type of amorphous synthetic silica. Each kind of 
silica gel has only one type of pore, which usually is 
confined in narrow channels. The pore diameters of 
ordinary silica gel are 2, 3 nm (A type) and 0.7 nm 
(B type), and the specific surface area is about 100–
1000 m2/g [3, 9].  

Sah et al. [10] summarize the performances of the 
potential adsorption cooling systems which use 
silica gel and carbon as adsorbents. It is stated that 
the systems with silica gel as absorbent have higher 
COP than the systems with carbon as the adsorbent. 
However, the applications of both types of systems 
are different. The system with silica gel has the 
advantage of relatively low driving temperature. In 
the adsorption cooling systems, refrigerants like 
methanol, ammonia, ethanol, carbon dioxide, 
nitrogen, R134a, R114 are paired with activated 
carbon. These systems operate with comparatively 
higher driving temperatures. However, methanol 
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based adsorption cooling systems cannot operate 
above 150C as methanol would decompose and the 
adsorption power of activated carbon decreases 
sharply at that high temperature. These methanol 
systems are used for ice making and air-conditioning 
purposes [9]. The R134a (tetrafluoroetan CF3CH2F)  
and R404a (CHF2CF3 / CH3CF3 / CF3CH2F) can 
be employed as a working fluid in the systems 
operate above atmospheric pressure which ensures 
that the system leakages are very small and can be 
used to several cooling applications [7].  

The adsorption characteristics of each adsorbent-
adsorbate pair are usually entirely different than each 
other. Detailed specification about the adsorption 
isotherms of the different adsorbent/adsorbate pair 
as well as the isosteric heat of adsorption must be 
known to design the adsorption based cooling cycle 
system. Detailed literature reviews on adsorption 
working pairs for refrigeration/cooling applications 
can be found in the references [3, 4]. 

Saha et al. [11] studied analytically silica gel–
water based advanced adsorption cooling system 
driven by the low-grade waste heat source of 50C 
and cooling source of 30C. Simulation software 
was developed to study the effects of operating 
temperatures, flow rates, and adsorption/desorption 
cycle times on cooling output, COP and chiller 
efficiency [12].  

A large number of studies such as refs. [13-16] 
have been published about adsorption cooling 
systems employing the pair of silica gel and water. 
Only a few studies such as refs.[17,18] considered 
silica gel-methanol pair as an adsorbent/adsorbate 
pair. However, to the best of our knowledge, there is 
not any published study that has been devoted to 
studying on the adsorption cooling system with the 
refrigerants R134A and R404A as adsorbate fluid 
onto the silica gel as adsorbent solid.  

From this mentioned perspective, the present 
study aims to perform a comparative investigation 
on the performance of the two-bed adsorption 
cooling cycle with the adsorbate fluids of water, 
methanol, R134A and R404A on the commercially 
available silica gel employed as the adsorbent solid. 
To realize the aimed research, a cycle simulation 
program is developed according to the mathematical 
model proposed in this study to perform realistic 
simulation and detailed investigation for the design 
of the adsorption based refrigeration and cooling 
systems. The presented results can be used on the 
design of adsorption based cooling cycle systems in 
which a silica gel is employed as an adsorbent with 

the one of the working fluid among water, methanol, 
R134A and R404A.  

MATHEMATICAL MODELLING  

The adsorption cooling system is similar to the 
known mechanical vapour compression systems and 
the system components such as the evaporator, 
condenser and expansion valve are the same. The 
main difference is that the thermal compressor takes 
the place of the mechanical compressor. This section 
deals with the operating principle of the thermal 
compressor operating according to the adsorption 
refrigeration cycle. 

 
Fig.1. Basic adsorption cycle for an adsorption bed 

 
It is possible to study the system by dividing it 

into four main sections according to the operating 
principle of adsorption cooling cycle. According to 
this, heating and cooling processes in which mass 
change is not observed are isosteric, whereas 
adsorption and desorption processes made under 
constant pressure are isobaric characteristic 
transports. The lnP - 1 / T diagram of the adsorption 
refrigeration cycle is given in Fig.1. 

Isobaric adsorption, (a-b): In this process, the 
vapour of the adsorbate supplied from the evaporator 
is adsorbed by the adsorbent in the bed; meanwhile 
heat rejection occurs from the bed. The process is 
completed when the temperature of the bed falls to 
the value of Tb at constant evaporator pressure. 

Isosteric heating process (b-c): Adsorbent bed 
temperature is increased from Tb to Tc by heat input 
from the outside (when the evaporator and condenser 
valves are in the closed position). No desorption 
occurs during the process, and gas pressure increases 
in the bed. 
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(a) 

 

(b) 

Fig.2. Schematic of the two-bed adsorption cooling 
cycle: (a) Bed 1 in adsorption phase, Bed 2 in desorption 
phase ; (b) Bed 1 in desorption phase, Bed 2 in  adsorption 
phase 

Isobaric desorption, (c-d): At this stage, the 
heat input to the adsorbent bed continues. However, 
the desorption starts and the desorption-induced 
vapour is condensed in the condenser. The pressure 
in the adsorbent bed is considered constant at 
condenser pressure. At the end of the stage, bed 
temperature reaches the maximum value (Td). 

Isosteric cooling process (d-a): After the 
desorption process is completed, the adsorbent bed 
(when the evaporator and condenser valves are in the 
closed position) is cooled down to Ta temperature, so 
the pressure is reduced and the adsorption bed is 
ready for the next cycle. 

It can be seen that the cooling effect can be 
produced during the isobaric adsorption process. In 
order to provide continues cooling, it is common to 
use two (or multiple) adsorption beds in the system. 
In a working cycle, one of the chambers is used for 
the adsorption while other for the desorption. The 
role of each chamber is interchanged in another 
cycle, to maintain a pseudo-continuous production 
of the cooling effect. Schematic of the two-bed 
adsorption cooling cycle system is given in Fig.2. 

It is essential to know the isotherms and the 
adsorption heat of the adsorption pairs used to 
calculate the yield and the capacity in the cooling 
cycles. A lumped parameter approach is used in the 
study. The main assumptions applied in the 
mathematical model are given as follows: 

(1) The temperature and the pressure are 
uniforms throughout the whole adsorber bed. 

(2) The refrigerant is adsorbed uniformly in the 
adsorber bed and is liquid in the adsorbent. 

(3) The pressure difference between the adsorber 
bed and the condenser or the evaporator is neglected. 

(4) The heat conduction of the shell connecting 
the adsorber to the condenser or the evaporator is 
neglected, and the heat exchange between two beds 
is entirely isolated. 

(5) The system has no heat losses (or refrigerating 
output loss) to the environment. 

Adsorption isotherms 

It becomes a common approach that the use of 
Dubinin–Astakhov (D–A) model for the calculation 
of the adsorbate uptake value on the adsorbent as a 
function of temperature and pressure in the 
adsorption bed [1, 5]. Dubinin–Astakhov (D–A) 
equation may be written in the form given as follow: 

ܹ ൌ ܹ	݁ݔ	ቄെ ቂ
ோ்

ா
݈݊ ቀ

ೞ


ቁቃ

ቅ       (1) 

with 
 ܹ ൌ ܺ߭ and   ܹ ൌ ܺ߭      (2) 
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In Eq.(1), E may be expressed as the specific 
characteristic energy of the adsorbent-adsorbate pair 
which may be evaluated from the experimental 
measurements. R is the gas constant. Pressure is 
represented by p, and suffix s is referring to the 
saturation state. Temperature is represented by T. 
The parameter n is a power constant which results in 
the best fitting of the experimental isotherms. The 
quantity X represents the specific adsorbed mass of 
adsorbate (kg of adsorbate per kg of adsorbent), and 
va is the specific volume of the adsorbed phase, 
which is given by 

 
߭ ൌ ߭ ሺܶߗ	൫ݔ݁ െ ܶሻ൯				 																														ሺ3ሻ	

where vb is the saturated liquid specific volume at the 
normal boiling point, b represents the van der Waals 
volume, and Ω is given as: 
  

Ω ൌ lnሺܾ/߭ሻ/	ሺ ܶ െ ܶሻ    (4) 

T is the temperature. The critical and normal 
boiling point temperatures of the refrigerant are 
represented by suffixes c and b, respectively. The 
parameter v0 can be obtained by using Eq.(2) at T = 
273.15 K. Tab.1 shows the properties and 
parameters of the adsorbates used in the present 
study. 

 
 

Table 1. Properties and parameters of the adsorbates 
[19] 
---------------------------------------------------------------------------- 
           Unit          Water      Methanol        R134A       R404A 
---------------------------------------------------------------------------- 
MW    kg/kmol       18.02          32.04           102.03          97.60 
Tb K               373.15        338.15    247.09    226.70  
Tc K               647.25        513.40    374.23    345.22  
R kJ/kg K     0.4615         0.2595  0.08149  0.08519 
Pc kPa            22064           8104      4059      3729  
c kg/m3        322.00         281.50    515.30     484.50  

b m3            0.001692   0.002055 0.000939    0.000986 
vb   m3/kg       0.001043   0.001337 0.000726    0.000766 
v0  m3/kg       0.000875   0.001140 0.000766    0.000845 
Ω                  0.001764   0.002452 0.002018    0.002125 
*hfg kJ/kg         2454             1178           181               146 
*Hads kJ/kg         2701             1373           242               262 
W0        m3/kg     0.000303   0.000399       0.000402   0.000344 
X0         kg/kg      0.346         0.350             0.525          0.407 
E          kJ/kg       227.6       172.84              68.15         83.52 
n                  1.35             1.7               1.237          1.613 
Ea   kJ/kg       2330           1311  412 430 
--------------------------------------------------------------------------- 
*Values at T=293,15 K 

Adsorption kinetics 

Adsorption and desorption rates of the adsorbate 
onto adsorbent can be calculated by the use of Linear 
Driving Force (LDF) approach. Adsorption kinetics 
(dX/dt) equation is given in Eq.(5).  

 
ௗ

ௗ௧
ൌ ܨ




మ ݔ݁ ቀെ

ாೌ

ோ்
ቁ ሺܺ െ ܺሻ             (5) 

 
where Xeq is the equilibrium concentration at the 

given pressure and temperature; Fo is a constant 
characteristic of adsorbent’s shape. The equilibrium 
concentration is calculated using the Dubinin-
Astakhov equation given in Eq.(1). X is the 
instantaneous concentration of the adsorbent bed. 
The values of the adsorption kinetic parameters used 
in the present study are given in Table (1, 2). 

Table 2. Values of the parameters used in the present 
study. 
---------------------------------------------------------------------------- 
Parameter    Values   Unit 
---------------------------------------------------------------------------- 
Do   2.54E-4  m2/s 
Fo   15 
Rp   1.7E-4   m 
Mbmcp,bm  78   kJ/K 
Ms   47   kg 
---------------------------------------------------------------------------- 

Adsorption heat 

Isosteric heat of adsorption is traditionally 
expressed as a function of concentration due to its 
dependence on temperature is relatively weaker. For 
adsorption of fluids below their thermodynamic 
critical point, its magnitude is larger than the heat of 
vaporization of the adsorbate, which has a strong 
temperature dependence [5, 6]. As a result, the 
difference between the adsorption heat and the 
vaporization heat is a property of relevance in the 
design of adsorption refrigeration systems. By the 
use of this common evaluation procedure, it has been 
shown that isosteric heat of adsorption can be 
approximated as a function of relative adsorption 
uptake for adsorbent-adsorbate pair combinations 
which broadly follow the Dubinin’s isotherms [5]. 
However, the gas phase of the adsorbent is not ideal, 
during the adsorption of the adsorbate molecules 
onto the assorted adsorbent is affected by the 
pressure and temperature changes. Therefore, the 
heat of adsorption may be calculated by using the 
following Eq.(9) as suggested by El-Sharkawy et al. 
[20]. 
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ௗ௦ܪ∆ ൌ ݄  ሺܧሻሾ݈݊ሺ ܹ ܹ⁄ ሻሿଵ/ 

ሺߗܶܧ ݊⁄ ሻሾ݈݊ሺ ܹ ܹ⁄ ሻሿሺሺଵିሻሻ/																				          (9) 

Energy balance equations 

The energy balance equation in the adsorbent bed 
for the pre-cooling and the adsorption processes can 
be expressed as given in Eq. (10). 
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            (10) 

 
where the value of ߛ ൌ 0	in the pre-cooling 

process;  ߛ ൌ 1	 in the adsorption process. 
The energy balance equation in the adsorbent bed 

for the pre-heating and the desorption process can be 
expressed as given in Eq.(11). 
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where the value of ߛ ൌ 0	in the pre-heating 

process;  ߛ ൌ 1	 in the desorption process. 

Mass balance equations 

Amount of adsorbate in the adsorbent bed can be 
calculated from the following expression (Eq.(12)) 
at any instant.  
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The mass transfer rate between the bed and the 

evaporator during the adsorption process can be 
obtained from Eqs.(13) and (14). 
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Similarly, the mass transfer rate between the bed 

and the condenser during the desorption process can 
be obtained from Eqs.(13) and (15). 
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The cycling mass of the adsorbate in the system 

can be obtained from Eq.(16) or Eq.(17). The non-
cycling mass of the adsorbate in the system can be 
obtained from Eq.(18).  
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where Vbed,void shows the void volume occupied 

by adsorbate in the vapor phase in the adsorbent bed. 
 ௩,௫ represents the maximum vapor density at theߩ
condenser pressure (Pcond) and the maximum bed 
temperature (Tmax); ߩ௩, represents the minimum 
vapor density at the evaporator pressure (Peva)  and 
the minimum bed temperature (Tmin). 

Finally, Eq.(19) gives the total mass of the 
adsorbate employed in the system. 
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System performance parameters 

Adsorption cooling system performance is 
commonly defined by its specific cooling power 
(SCP) in W/kg adsorbent and the coefficient of 
performance (COP). The two parameters are the 
most critical data among the technical specifications 
of such products. COP and SCP are expressed by 
Eq.(20) and Eq.(21) respectively. 
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Where cooling capacity of the evaporator (Qeva) 

and heat load of the system (Qheat) in a cycle can be 
calculated by Eq.22 and Eq.23, respectively. 
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It should be mentioned that the electrical power 
consumption of chilled water, cold water and hot 
water pumps are relatively small so can be neglected. 

 Calculation procedure of the mathematical model 

The home-made-software is written in the RAD 
Studio 10 environment using the Delphi 10 program 
language. The thermophysical fluid properties used 
in the model are obtained as real-fluid properties by 
including the CoolProp library, which is provided as 
a high accuracy open-source property package for 
pure and pseudo-pure fluids, as well as humid air. 
The CoolProp library, written in the C++ 
programming language, can calculate properties for 
110 different pure and pure fluids, detailed 
information about the software can be found in Bell 
et al.[21]. Besides, adsorption heat is calculated as a 
function of pressure, temperature and concentration 
when it is not taken as a fixed value as it is in most 
studies.  The equations given in the model are solved 
by iterative manner.  

Validation of the mathematical model 

Several studies have been already reported about 
the adsorption cooling systems for the use of the 
water-silicagel pair. Di et al. [16] conducted an 
experimental and theoretical simulation work by the 
use of the water-silicagel pair. In order to validate 
present mathematical model computations 
performed according to their parameters and 
working conditions used in their study. The mass of 
the adsorbent (Ms) used in a bed is = 47 kg silica gel. 
The heat capacity (Mbmcp,bm) of the adsorption bed 
metal materials is taken as 78 kJ/K. The cooling 
water inlet temperature (Tcool,in) to the bed or the 
condenser is equal to 30 °C. The chilling water inlet 
temperature (Tchill,in) to the evaporator is equal to 20 
°C. Evaporation temperature at the evaporator is the 
function of the cooling power. Other temperature 
settings are applied as follow: 
Condenser temperature        Tcond = Tcool,in  + 3 °C ; 
Evaporator temperature       Teva = Tchill, o – 3 °C; 
Bed maximum temperature Tbed,max = Theat,in – 2 °C ; 
Bed minimum temperature  Tbed,min = Tcool,in + 2 °C . 

Tab.4 shows the comparisons between the 
present predicted results and the findings of Di et 
al.[16] for the three different heating fluid inlet 
temperatures as 65, 75 and 85°C. It can be seen that 
the predicted COP and SCP values are in a good 
agreement with the experimental and simulation data 
of Di et al. [16]. As the temperature increases from 
65 to 85 °C, there is slight increase at COP values, 

whereas, SCP increases sharply with the rising 
heating fluid temperature. Tab.4 also shows the 
relative differences between the calculated results 
and the experimental data.  Largest relative 
difference percentages are 8.1% and 6.5% for COP 
and SCP, respectively. Considering the experimental 
uncertainties in the measurements and the 
assumptions made in the calculations, the agreement 
of the results is quite well.     

 
Table 3.  Physical characteristics of the silicagel used in 

the present study.  
Chemical Composition SiO2.n(H2O) 

SiO2 content  (%) 99.7 
Diameter (mm) 2-5 
Density (kg/m3) 750 
Micro Pore Volume(cm3/g) 0.343 
Specific Surface Area (m2/g) 693 
Pore Diameter (Å) 17.4 
Specific Heat (cp) (kJ/kgK) 0.92 
Shape Spherical 
Colour White 

 

Table 4. Comparisons the present model results with 
the data given in Di et al.[16] for the silicagel-water pair. 
(Tcool,in = 30°C , Tchill, in = 20°C ) 
 
---------------------------------------------------------------------------- 
    COP              SCP 
---------------------------------------------------------------------------- 
Theat,in  Exp.   Sim.[16]  Present      Exp.  Sim.[16]   Present 
             [16]   (RD1%)    (RD1%)       [16] (RD2%)    (RD2%) 
---------------------------------------------------------------------------- 
85°C      0.43  0.40(7.5)  0.42(2.3)   99.8  93.3(6.5)  101.0(1.2) 
75°C      0.37  0.39(5.4)  0.40(8.1)   80.2  78.8(1.7)   78.2(2.5) 
65°C      0.37  0.39(5.4)  0.39(5.4)   63.9  65.1(1.9)   62.4(2.3) 
RD1=|COPexp-COPsim|/COPexp; RD2=|SCPexp-SCPsim|/SCPexp 
 

RESULTS AND DISCUSSION 

The present study aims to perform a corporative 
work on the adsorption cooling system using silica 
gel with different working fluids as constitute 
adsorbent-adsorbate pairs. Four different widely 
used fluid (water, methanol, R134A and R404A) are 
chosen as the adsorbate. Two-bed adsorption cooling 
system as described in previous sections with the 
conditions described in the validation section are 
used in the calculations. In the computations, 
evaporation temperature at the evaporator is set as 
Teva = 5°C; two different cooling fluid inlet 
temperature is considered as  Tcool,in = 20°C or 30°C; 
heating fluid inlet temperature is changing between 60 to 
95°C. Adsorption/desorption time is taken as 600 
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seconds, precooling/preheating time is taken as 50 
seconds. Therefore, the cycle time is taken as 1300 
second. Computations are performed at the same 
working conditions for the four different adsorbates. 

Fig.3, and Fig.4, show the computed results of the 
coefficient of performance (COP) and specific 
cooling power (SCP) respectively. For the all 
working fluids COP and SCP values at Tcool,in = 20°C 
is higher than ones at Tcool,in = 30°C. It is resulted by 
more adsorbate is adsorbed by the adsorbent at lower 
temperatures, and the temperature difference 
between the heating and the cooling is also 
increased. These results more working fluid 
circulates in the system, and the cooling power rises 
considerably. 

 

 

   Fig.3. Comparisons of COP for the different 
heating and cooling fluid inlet temperatures. 
(Teva=5°C; Tcool,in = 20 or 30°C ) 

 

 

   Fig.4. Comparisons of SCP for the different 
heating and cooling fluid inlet temperatures. 
(Teva=5°C; Tcool,in = 20 or 30°C ) 

Comparing COP and SCP for the working fluids, 
it can be seen that the highest COP (=0.63) and SCP 
(=329 W/kg) are obtained for the water, and the 
lowest ones are found for the R404A (as 0.02 and 1.3 
W/kg, respectively).   

The variations of COP and SCP with hot water 
inlet temperature shows similar behaviour for water 
and methanol. It can be seen from Fig.3 that COP 
values for methanol are about 80% of the value for 
water at the same operating conditions. COP values 
of R134A increase slightly with rising hot water inlet 
temperature, it rises up to 0.13 for Tcool,in = 20°C and 
0.09 for Tcool,in = 30°C. In the meantime, SCP values 
for water and methanol increase significantly with 
increasing hot water inlet temperature as well as 
decreasing cooling water inlet temperatures, as 
shown in Fig.4. SCP values for methanol are about 
70% and 60% of the water’s values at Tcool,in = 20°C 
and 30°C, respectively. SCP values of R134A increase 
slightly with rising hot water inlet temperature, it 
rises up to 30 W/kg for Tcool,in = 20°C and 17 W/kg for 
Tcool,in = 30°C. 

Considering the adsorption heat values (at 20°C) 
given at Tab.1, water has the largest one (2751 
kJ/kg), methanol has less than half of water’s value 
(as 1373 kJ/kg), R134A and R404 have quite lower 
than water and methanol values (as 242 and 262 
kJ/kg, respectively). When the computed result for 
COP and SCP are considered together with the 
adsorption heat values of the adsorbent-adsorbate 
pairs, it can be seen that the performance parameters 
show a strong relationship with the adsorption heat 
magnitude of adsorbate. Therefore, it can be 
concluded that the adsorption heat has a significant 
effect on the COP and SCP.  

CONCLUSIONS 

This study presents a comparative study on a two-
bed adsorption cooling system with silica gel as 
adsorbents and four different working fluids (water, 
methanol, R134A and R404A) as the adsorbate. 
These four adsorbent-adsorbate pairs and various 
cycle operating conditions are investigated at the 
heating source temperature range from 60 to 95°C. 
The performance indicators are the COP and the 
SCP. Among the adsorbent-adsorbate pairs 
considered in this study, the best performance values 
are obtained for the silica gel-water pair. The silica 
gel-methanol pair shows similar behavior to the 
silica gel- water pair with about 20% and 40% less 
performance regarding COP and SCP, respectively. 
However, the silica gel-methanol has the advantage 
of evaporator temperature can be below 0 °C. It 
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should be mentioned that the adsorption cycles using 
these two fluids as adsorbate can be operated under 
atmospheric pressures. On the other hand, positive 
pressure refrigerants R134 and R404 pairs with silica 
gel shows shallow performances compared to the 
water and the methanol ones. The maximum COP 
and SCP values for the R134A are 0.13 and 30 W/kg 
respectively. Since the critical temperature is 
relatively low to the other fluids, R404A can be used 
the operating temperature less than 72 °C. The 
maximum COP and SCP values for the R404A are 
0.07 and 9 W/kg respectively. 

It is shown that the parameters that have the most 
considerable effect on COP and SCP are, in 
decreasing order, the adsorption heat of adsorbate-
adsorbent pair, cooling source temperature, heating 
source temperature, condensation temperature at the 
condenser and evaporation temperature at the 
evaporator. These results are valid for all working 
pairs. In general, increasing evaporation temperature 
and decreasing adsorption bed temperature during 
the adsorption process increase COP and SCP for all 
working pairs. 

It should be mentioned that the basic adsorption 
cycle used in this study. The performance of the 
adsorption cooling systems has been improving by 
the use of more advanced design optimization and 
simulation models such as heat recovery, mass 
recovery, multi-bed and multi-stage technologies as 
well as improving more efficient adsorbent-
adsorbate pairs. It is a promising technology for the 
use of low-grade renewable energy sources. 

NOMENCLATURE 

b- the van der Waals volume, m3; 
cp-  specific heat, kJ/kgK; 
COP – coefficient of performance, - ; 
D0 –  surface diffusion coefficient, m2/s; 
E –  characteristic energy of adsorption pair,  
  kJ/kg; 
Ea –  activation energy of adsorption pair,  
  kJ/kg; 
Fo -  a constant characteristic of adsorbent’s  
  shape. 
hfg-  vaporization enthalpy, kJ/kg; 
Hads- adsorption heat, kJ/kg; 
M -  mass, kg; 
MW- molecular weight of fluid, kg/kmol; 
n-  exponential constant, -. 
p-  pressure, kPa; 
ps-  saturation pressure, kPa; 

R –  gas constant, kJ/kgK; 
RD- relative difference; 
SCP – specific cooling power, W/kg; 
Q -  heat, kJ; 

						 ሶܳ 	-     heat rate, kW; 
t -  time, s; 
T -  temperature, K; 
X –  adsorption capacity on mass basis, kg/kg; 
va –  adsorbed phase specific volume, m3/kg; 
vb – saturated liquid specific volume at normal  
  boiling temperature, m3/kg; 

Subscripts 

a-  adsorbed phase; 
ad- adsorption; 
b- boiling point; 
bed- adsorber bed; 
bm- bed material; 
c- critical point; 
cyc- cycle; 
cond- condenser; 
eva- evaporator; 
f-  fluid; 
fg- phase change from liquid to gas; 
in- inlet 
out- outlet 
min- minimum; 
max- maximum; 
s-  sorbent; 
s-  saturation; 
l-  liquid phase; 
v- vapour phase; 
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This paper presents the results on reducing CO2 concentration with green roofs implementation in a densely populated urban area 

in Belgrade city centre. The buildings on which green roofs are implemented have an average height of 15 meters. In order to 
investigate the impact of existing residential urban blocks and potential retrofitting model on CO2 concentration, base model was 
designed (the model fully complied with the actual status and real conditions in the location) as well as retrofitting models (which 
present base model with added elements of extensive and intensive green roofs) and numerical simulations of CO2 concentrations for 
all presented models were done. Differences in CO2 concentrations at height of 1.5 m (pedestrian level), 7.5 m and 17.5 m at 7 am 
and 7 pm, on a typical summer day in Belgrade were investigated. ENVI-met software was used to perform the simulations. The 
resultant data of numerical simulation showed that utilizing the green roofs instead of classical flat roofs in Belgrade climatic area 
could reduce atmospheric concentration of CO2 around the building up to 11%, average 2.3%. By using proposed strategy, it is 
demonstrated that applying vegetative roofs could be valuable instrument for noteworthy contribution to environmental protection in 
Belgrade and for climate change mitigation, both local and global. 
Keywords: green roof, CO2 reduction, urban area, sustainable development, ENVI-met 

INTRODUCTION 

Green roofs are part of green infrastructure in 
urban areas. Green infrastructure refers to a 
strategically planned and managed network of 
green spaces and other environmental features and 
technologies necessary for the sustainability of any 
urban area. Green infrastructure uses vegetation, 
soils, and natural processes to manage temperature, 
water, and air quality to create healthier, resilient, 
and more beautiful urban environments [1]. 

This study investigates an impact of green roofs 
implementation on reducing CO2 concentration in a 
densely populated urban area in Belgrade city 
centre. 

Green roofs, also known as eco-roofs, roof 
gardens, vegetative roofs and living roofs can be 
defined as the roofs with vegetation on the 
uppermost layer [2]. Green roofs can be split into 
two categories, ”extensive” and “intensive”, with 
respect to weight, substrate layer, maintenance, 
cost, plant community and irrigation. Intensive 
green roofs may include shrubs and trees and 
appear similar to landscaping found in urban parks. 
The depth of growth media on an intensive green 
roof usually varies between 20 cm and 1.2 m. 
Intensive green roofs have intense maintenance 
needs. Extensive green roofs are planted with low 
height   and   slow   growing    plants    and   require  
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insignificant maintenance. The depth of the growth 
media is less than 15 cm. Due to additional load on 
building structure, and costs, shallow substrate 
extensive green roofs are more common than 
deeper intensive roofs, especially in retrofitting 
design scenarios when green roofs are installed 
onto existing buildings. 

Green roofs offer multiple benefits. They reduce 
CO2 emissions and they have a significant role in 
the strategies for adapting to high temperatures and 
reducing the effect of heat islands in urban 
environments. Establishing green roofs can 
improve stormwater management, conserve energy, 
increase longevity of roofing membranes, and 
improve return on investment compared to 
traditional roofs. They also contribute to increasing 
urban biodiversity, reducing noise, offering the 
possibility for development of urban agriculture, 
and having positive effects on human health. In 
addition, green roofs provide a more aesthetically 
pleasing environment. Reviews of the main 
environmental benefits of green roofs are available 
in papers [3, 4]. 

Green roofs reduce ambient CO2 concentrations 
in the vicinities [5-8]. Besides direct amelioration 
of air pollutants by green roofs, they also reduce 
emissions indirectly [9]. Green roofs indirectly 
reduce CO2 releases from power plants and 
furnaces by reducing demand for heating and 
cooling, suggesting long-term economic and 
environmental benefits of green roofs [6]. 

Concerning CO2 sequestration, studies reveal 
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that green roofs directly sequester substantial 
amounts of carbon in plants and soils through 
photosynthesis [10-12]. Photosynthesis removes 
carbon dioxide from the atmosphere and stores 
carbon in plant biomass, a process commonly 
referred to as terrestrial carbon sequestration. 
Carbon is transferred to the substrate via plant litter 
and exudates. The time length that this carbon 
remains in the soil before decomposition has yet to 
be quantified for green roofs, but if net primary 
production exceeds decomposition, this man made 
ecosystem will be a net carbon sink, at least in the 
short term [10]. 

The extensive study for Chicago evaluated the 
impact of green roofs on air pollution control. By 
using a big-leaf dry deposition model, the air 
pollutants removed by green roofs in Chicago were 
quantified. The result showed that the green roofs 
can remove a large amount of pollutants from air. A 
total of 1675 kg of air pollutants was removed by 
19.8 ha of green roofs in one year with O3 
accounting for 52% of the total, NO2 (27%), 
PM�� (14%), and SO2 (7%). The highest level of 
air pollution removal occurred in May and the 
lowest in February. The annual removal per hectare 
of green roof was 85 kg [13]. 

Complete review that encompasses published 
research on how green roofs can help mitigate 
pollution is given in the paper [14]. 

Another asset of green roof carbon mitigation is 
that this urban greening strategy is not in space 
competition with the surface built environment, 
which is in contrast to other types of urban 
greening, e.g. urban parks and green spaces [13].  

The green roof can be a solution in the 
environmental rehabilitation of urban zones since it 
makes use of rooftops, usually 40–50% of the 
impermeable area in a city. 

To our knowledge, reliable data from the 
scientific literature are lacking on the impact of 
green roofs in Belgrade, based on which the 
impacts of their utilization could be determined. 
Therefore, for this research, the impact of green 
roof systems on the urban environment in the 
Belgrade climatic zone was studied using the 
software tool, ENVI-met. For research purposes, 
two scenarios of green roof systems (extensive and 
intensive) utilized on existing buildings were used 
and compared with a base (realistic) model as 
reference, in order to explore the influence on 
lowering carbon dioxide concentration in 
atmosphere around buildings, in city centre of 
Belgrade. 

TERRITORY AND DATA 

For this research typical residential 
neighbourhood in Belgrade, was chosen. According 
to urban structures, number of stories, and 
percentage of green and asphalt surfaces this area 
represents typical urban form of the Belgrade city 
centre. The studied location is part of the territory 
of the municipality of Vračar. 

The model of the urban block fully complied 
with the actual conditions in the location (shape of 
the buildings, number of stories, position and type 
of vegetation, position of roads and pavements). 
The average building height is 15 m. View of the 
modelled structures in the location is given in Fig.1 
(2D view) and Fig.2 (3D view). 

 
Fig.1. Base model input file – 2D view 

Belgrade is located in a moderate continental 
climate zone, with warm summers, mean summer 
air temperature from 21 to 25 ºC, 30 to 55 tropical 
days and up to 26 tropical nights annually, with 
heat waves in July and August. In the current 
research, statistical data and parameters for a 
typical summer day in Belgrade were used (Tab.1). 

METHODOLOGY 

ENVI-met software is one of the most 
commonly used programs for investigating the 
microclimate influence of green roofs [15-19]. 
ENVI-met is a scientifically established prognostic, 
three-dimensional, high resolution urban 
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microclimate model [20], which considers physical 
fundamentals based on the principles of fluid 
mechanics, thermodynamics and atmospheric 
physics to calculate three-dimensional wind fields, 
turbulence, air temperature and humidity, radiative 
fluxes, and pollutant dispersion. It is designed for 
microscale with a typical horizontal resolution from 
0.5 to 5 metres and a typical time frame of 24 to 48 
hours with a time step of 1 to 5 seconds. This 
resolution allows to analyze small-scale interactions 
between individual buildings, surfaces and plants.  

In the current research, data modelling was 
performed by ENVI-met Version 4 (Summer17 
Release). ENVI-met requires an area input file with 
3-dimensional geometry, and a configuration file 
with the initial parameters. 

In the first phase input file for a base (real) 
model was constructed and investigated. 

The dimensions of the studied location were 
350x400 meters, divided into a 3-D grid with 5 m 
gridline divisions. Building heights, the spatial 
distribution of buildings in the field, position of the 
vertical greenery, type of trees, and other spatial 
elements were modelled on real conditions in the 
location, so the ENVI-met model was properly 
representative of the urban structures in the 
location, with spatial relationships reflecting those 
in real life.  

In second phase two models of sustainable 
retrofitting strategies were modelled and 
investigated.  

The first retrofitting model, extensive green roof 
model, had all the same characteristics as the 
baseline model, with added element of extensive 
green roofs. The second retrofitting model, 
intensive green roof model, comprised the baseline 
model with added intensive green roofs. 

None of the other characteristics were altered in 
the research of retrofitting models, so they 
remained the same as in the baseline model. The 
green roof structures are treated as an additional 
layer of insulation. The vegetation used as an 
element of green roof is of indigenous (native) 
variety. 

In the investigation the base model was used as 
the reference for comparison with the green roof 
retrofitting strategies/models, both extensive and 
intensive. 

An area input file with 3-dimensional geometry 
of the modelled structures for base model is given 
in Fig.3 (3D view), for green roofs model is given 
in Fig.4 (extensive green roofs, 3D view) and Fig.5 
(intensive green roofs, 3D view). 

Fig.2. Base model input file – 3D view 

 
 

 
Fig.3. Base model input file, detail – 3D view 

 

  

Fig.4. Model with extensive green roofs implemented, 
input file, detail – 3D view 

 

Fig.5. Model with intensive green roofs implemented, 
input file, detail – 3D view 
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Simulations were conducted for a 24 h period, 
for a typical summer day in Belgrade on 23 June. 
The simulations commenced at 05:00 am.  

Table 1. Conditions and details of initial parameters 
for the simulations used in ENVI-met  

RESULTS AND DISCUSSION 

Fig.6 shows the CO2 concentration in the 
atmosphere around buildings at different levels: 
pedestrian level (1.5 m), 7.5 m and 17.5 m 
respectfully, for the base model and two models of 
retrofitting strategies (extensive green roofs and 
intensive green roofs). The concentration of CO2 in 
the atmosphere is shown at 7 in the morning, for a 
typical summer day in Belgrade, with a mild wind 
of 1.9 m/s. 

Observing the CO2 concentration, a decreasing 
trend in reducing concentration in the investigated 
retrofitting strategies is observed, respectively. A 

larger impact on CO2 reduction has a strategy with 
intensive green roofs than extensive one. 

At all examined cross-cuts, intensive green roofs 
give a greater contribution than extensive green 
roofs. 

Reduction intensity is directly related from the 
distance of the green roof. The results of the 
numerical simulation show that the most intensive 
impact is at a height of 7.5 meters. This can be 
explained by the fact that the percentage of 
buildings with roof tops at 18, 20, 25 and 40 meters 
is lower than those with roof surfaces at level of 8, 
10, 12 and 15 meters, and the result of the impact is 
expected to be higher at 7.5 meters than 17.5 
meters.  

Fig.7 and Fig.8 present comparisons for three 
models – base model with black roofs, model with 
extensive green roofs and model with intensive 
green roofs. Minimum and maximum values are 
displayed for 7 am and 7 pm. 

Since the vegetation is more active during the 
morning hours, decrease in the concentration of 
CO2 around objects is observed with the use of 
vegetative roofs. Intensive green roofs make a 
greater contribution than the extensive (Fig.7). 

Plants absorb CO2 from the atmosphere for 
photosynthesis and release CO2 to the atmosphere 
during respiration. The rate of photosynthesis 
depends on the intensity of light. In the daytime 
with a lot of sunlight, photosynthesis is very active 
and plants absorb CO2, resulting in reducing the 
CO2 concentration in the surrounding. At night 
photosynthesis becomes weak and vegetation acts 
as a source of CO2 due to respiration, resulting in a 
higher CO2 concentration. Because of this process, 
it is noticeable that there is a small contribution to 
increasing the concentration of CO2 in the evening 
hours, as can be seen in Fig.8. 

During periods of direct sunlight intensive green 
roofs with its denser and higher vegetation 
contributes to greater impact on improving air 
quality. Therefore in periods of intense respiration 
of plants vegetation on intensive green roofs emits 
more CO2 than plants on an extensive green roof, 
which contains only low-growth plants. 

In a typical summer sunny day in Belgrade, the 
CO2 absorption rate of a green roof vegetation in 
the daytime is much greater than the CO2 emission 
rate at night, as other authors also stated for their 
location [5].  

 

Start and duration of model run 
Start Date (Simulation day): 23.06.2017. 
Start Time: 05:00:00 
Total Simulation Time (h): 24 
  

Initial meteorological conditions 
Wind speed measured at 10 m height (m/s): 1.9 
Wind direction: 150 ° (SSE) 
Roughness length at measurement site: 0.01 
Model rotation out of grid: North was set for the model  
 

Temperature T 
Initial air temperature (°C) 16.8   
min (°C) 16.8 (05:00 h), max 30.4 (16:00 h)  
 

Humidity q 
Relative humidity (%) 
min 34 (16:00 h), max 62% (21:00 h), average 50% 
 

Geographic data for Belgrade, Serbia  
Altitude 132 m 
Latitude 44°48’N 
Longitude 20°28’E  
 

Number and size of grid and nesting properties 
Main model area: 350x450 m 
x-Grids:70, y-Grids: 80, z-Grids: 30 
Size of grid cell in meters: dx=5.0, dy=5.0, dz=5.0 (base 
height) 
Nesting grids around main area: 3 
Soil profiles for nesting grids: Default=unsealed soil 
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Fig.6. Detailed maps of CO2 concentration (ppm) for 
base model, extensive green roofs model and intensive 
green roofs model, at pedestrian level (1.5 m), 7.5 m and 
17.5 m high for typical summer day in Belgrade at 7 am 
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   Fig.7. Minimal and maximal CO2 concentration (ppm) 
for base model and two retrofitted models (extensive and 
intensive green roofs models) at levels of 1.5 m, 7.5 m 
and 17.5 m on 23 June at 7 am 

 

   Fig.8. Minimal and maximal CO2 concentration (ppm) 
for base model and two retrofitted models (extensive and 
intensive green roofs models) at levels of 1.5 m, 7.5 m 
and 17.5 m on 23 June at 7 pm 
 

At Fig.9 is shown a potential difference in the 
CO2 concentration at a height of 7.5 meters, 
between the base model with black roof and the 
models with implemented intensive green roofs. 

It is noticeable that the impact of intensive green 
roofs is significant, especially in the interior of 
housing blocks. At the observed height of 7.5 
meter, it is concluded that impact is smaller in areas 
where the roof level is 20, 25 or 40 meters. A 
numerical simulation was run for a typical summer 
day with a mild wind, so this difference is 
noticeable. It can be assumed that, in days with 
strong wind, air mixing is more intense, which 
would lead to a more unified CO2 concentration in 
the air around the objects. 

In an explored case with intensive green roofs, 
the reduction is up to a maximum of 44.81 ppm (up 
to 11%) compared to the base model. The average 
decrease in the concentration for the observed 
comparison of CO2 is 9.41 ppm (2.3%). 

General conclusion is that green roofs contribute 
to the reduction of the CO2 concentration to a large 
extent. 

Also, it can be concluded that the closer to the 
green roof region is, the greater the reduction of 
CO2 concentration will be. 

 

 

<	‐44.81	ppm

‐40.31		ppm

‐35.81		ppm

‐31.30		ppm

‐26.80		ppm

‐22.29		ppm

‐17.79		ppm

‐13.28		ppm

‐8.78		ppm

>	‐4.28	ppm
 

Result validation of ENVI-met numerical 
modelling is done by comparing it with verified 
data from other researches. 

In a case study of Hong Kong [5] the authors 
concluded that the decrease of ambient CO2 
concentration near green roofs is substantial. The 
paper studied the effect of a green roof on the 
ambient CO2 concentration as an example to assess 
the benefit of urban greening. The study comprises 
three parts. Firstly, field measurement of the 
difference of CO2 concentration at a location in the 
middle of the plants in a small plot of green roof 
and one in the surrounding area with bare roof were 

Fig.9. Detailed map of 
potential CO2 concentration 
difference (ppm) between the 
base model and retrofitted 
model with intensive green 
roofs, at level of 7.5 m on 23 
June at 7 am 
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done. Data showed that the CO2 concentration 
above the green roof, on a typical sunny day with 
light wind, was 4.3 mg/m³ lower than at the control 
roof during the day time before 4 pm and slightly 
higher during the night time. In the second part, in 
order to further evaluate the effect of green roofs on 
ambient CO2 concentration, the authors measured 
the CO2 of the green roof in a chamber to construct 
an absorption/emission velocity curve. In the third 
part of research, the author modelled the green roof 
effects in an urban area with a species transport 
module from commercial computational fluid 
dynamics software, using absorption/emission 
velocity curve. Simulation results showed that CO2 
concentration around the green roof fell noticeably. 
Depending on the amount of wind facilitating the 
mixing, the reduction of CO2 concentration in the 
green roof vicinity reached up to 9.3 %. In 
Belgrade, the maximum values with the 
implementation of intensive green roofs are similar 
(up to 11%). Authors for Hong Kong stated that in 
a sunny day, a green roof may lower the CO2 
concentration in the nearby region as much as 2%. 
In our case average difference in CO2 is 2.3%, 
which is in a similar range.   

The paper [7] that was aimed at evaluating the 
potentials of extensive green roofs in increasing the 
ecological function in urban areas compared to 
impervious surface rooftops by discussing a green 
roof case study from the South-eastern Tehran is 
interesting to compare with our results. The main 
objective of the study was to evaluate the genuine 
effect of extensive green roofs on microclimatic 
conditions and air quality parameters. Two 
buildings with different roof covers (green and 
bitumen roof) were selected. Air temperature, 
relative humidity and carbon dioxide concentration 
data loggers were installed on both of them in two 
different conditions. For a typical sunny day, results 
demonstrated that average air CO2 concentration 
inside and outside of the screen box above the 
green roof during the studied period were on 
average 27.98 and 20.71 ppm lower than the 
reference roof. In our research we have lower 
results for extensive green roof case (4.71 ppm), 
which can be explained by the fact that the 
concentration of CO2 in South-eastern Tehran 
experiment was measured at 1 meter above the roof 
surface. In such case CO2 concentration is expected 
to be lower due to the immediate proximity of the 
plants that are responsible for carbon sequestration. 
Also, there is a great difference in the climatic 

condition between South-eastern Tehran and 
Belgrade. 

It can be concluded that even low rise vegetation 
on a roof surface can contribute to the reduction of 
the CO2 content in the air, as the other authors 
concluded [7]. 

Carbon dioxide is an essential component of the 
air, and very important for the photosynthesis of 
vegetation. Plants use photosynthesis to convert the 
CO2 from the air into glucose. The higher the 
biomass of a plant, the higher it absorbs the CO2. 
The result of that process is reducing CO2 
concentration in atmosphere around buildings with 
vegetative roofs on the top. Intensive green roofs 
have higher biomass than extensive, which results 
higher lowering CO2 concentration in case with 
retrofitting strategy with intensive green roofs 
model. 

The increase of green space in the urban area 
may potentially contribute to reduce of CO2 
atmospheric concentration. 

In densely populated urban units and built-up 
zones such as investigated one, roof surfaces are 
almost the only surfaces which could be planted 
and provide the only chance for some parts of the 
city to become green oases. Installing green roofs 
on existing buildings would increase the percentage 
of planted green surfaces by 43 %. 

 

CONCLUSIONS 

This paper uses green roofs systems (extensive 
and intensive) in densely built urban 
neighbourhood as an example to quantify their 
effect on the ambient CO2 concentration. 

After the construction and investigation of the 
base model, two additional sustainable urban 
models were constructed. Base model contained all 
the relevant characteristics of the existing condition 
– the position, size and shape of buildings, position 
and type of plants, distribution of surface materials 
and soil types – representing the current condition 
for the urban location. 

The base model was used as the reference for 
comparison with the sustainable retrofitting 
strategies, in which extensive green roofs or 
intensive green roofs were implemented on all 
buildings. Except the implementation of green 
roofs, other parameters of the model were not  
altered. 

The discussion concentrates on how green roofs, 
both extensive and intensive, influence on reducing 
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carbon dioxide concentration in atmosphere in 
urban environment. 

It can be concluded from this numerical research 
that installation of green roof systems on larger 
urban matrices or in urban neighbourhoods would 
contribute to CO2 concentration reductions.  

The CO2 concentration around the green roofs 
falls noticeably due to the green roof serving as a 
sink of CO2. 

Atmospheric CO2 concentration above the base 
(reference) roof was more than the extensive green 
roof model and intensive green roof model, due to 
the effect of vegetation on CO2 absorption.  

This research showed the use of intensive green 
roofs would produce greater reductions of the CO2 
concentration than did extensive green roofs, at all 
investigated levels, for a typical sunny day in 
Belgrade. 

The greatest influence of the mitigation of the 
concentration of CO2 is felt in the immediate 
vicinity of the plants. 

The paper also refers to green roofs as a new 
technology and one of the segments of green 
construction that represent a modern approach to 
finding sustainable solutions. Green roofs are 
important for modern architecture and add new 
value to the role of buildings in urban planning. 
They are designed not only to return the natural 
element to the urban environment, but also to 
provide solutions for important problems such as 
the effect of urban heat island and high CO2 
concentration. 

Innovative and sustainable approaches in urban 
areas can be adopted to remove existing air 
pollutants thereby reducing air pollution 
concentrations. One way to reach that goal is the 
use of green roofs which can reduce air pollutants 
through microclimate effects. 

While it is desirable to use trees for controlling 
air pollution, it is not always easy to plant trees in 
cities, especially in densely populated urban areas. 
Green roofs can be used to supplement the use of 
urban vegetation in air pollution improvement and 
control. 

Presented study reports the positive 
environmental effects of green roofs and provides a 
scientific basis for understanding the use of green 
roofs on existing and planned buildings. It also 
affords evidence for promoting the use of green 
roofs among the academic community, decision 
makers, residents and investors.  
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The use of energy from wind power plants in a building must be subdivided into renewable and non-renewable energy. Wind 

power efficiency increases with less auxiliary, i.e. non-renewable energy to produce the same share of electricity. The conditions and 
circumstances of wind power use are assessed in the calculation of the values of the primary renewable and non-renewable energy 
factor. The European Standard EN 15603 covers the main principles for calculating primary factors for renewable and non-renewable 
energy. However, the specific factor values for electricity produced in different wind power plants are determined in accordance with 
national conditions and requirements. In this article, in accordance with the main regulations of EN 15603, the main factor of non-
renewable energy of different power-generating wind power plants was calculated using electricity generation and Lithuanian wind 
power data and Lithuanian climate conditions in 2007. -2014. Research has shown, that the values of non-renewable primary energy 
factor for wind turbines operated in Lithuania and calculated according to EN 15603 methodology is 97 % lower than the numeric 
indicator from the same standard used for calculations. 

Keywords: Primary energy, renewable energy, wind power, auxiliary energy, energy efficiency 

INTRODUCTION 

Declared values of primary energy are used in 
energy policy making, setting energy saving goals or 
reporting energy efficiency in the national and 
international energy statistics, scenarios, 
environmental impact assessments, European 
legislation (Directive 2006/32/EB, Directive 
2012/27/EU, Directive 2009/28/EC, Directive 
2010/31/EU); SEC 2011) and standards (EN 
15603:2014; EN 15316-4-5:2007). The demand of 
primary energy, required to produce one unit of 
secondary energy, is calculated by means of primary 
energy factors (PEF). They are called the conversion 
factors that characterize the entire totally primary 
energy demand in the energy supply chain to the 
final consumer. According to the standard EN 
15603:2014 totally primary energy is divided into 
renewable primary energy and non-renewable 
primary energy. 

According to the directive 2010/31/EU it is 
recommended to use renewable energy sources and 
to reduce the share of non-renewable energy in the 
buildings by erecting energy-efficient buildings. 
Different sources of renewable energy are used in 
buildings, e.g. sun, wind, hydro, biomass, 
geothermal, biogenic fraction of waste. They have 
different PEFs. Energy consumption is one of the 
areas where PEF values may be meaningful for the  
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end user when energy source selection decisions are 
made with the aim to meet the requirements for a 
nearly zero-energy building (passive house). 
Literature sources mainly analyse the issues of wind 
turbine efficiency: wind turbine components 
(propellers, gear-boxes, generators, transformers) 
[1–3], accumulation and integration into power grids 
[4]. Wind parameters receive much attention in the 
evaluation of renewable energy sources in buildings, 
however, little information is given about the 
characteristics of wind energy source. The 
parameters of wind energy use are not sufficiently 
analysed too [5]. PEF in production of electricity 
from wind is calculated by using different 
methodologies (Tab.1). 

 The data given in Tab.1 shows that different 
methodologies render different PEF values for the 
evaluation of wind energy, therefore it is difficult 
to compare the values of primary energy or primary 
energy factors. The primary energy factor for the 
same source of renewable energy may differ 
significantly depending on the type of primary 
energy and applied calculation method [11]. 

The data are given in Tab.1 also shows that PEF 
values depend on the energy production and supply 
chain. Energy production and supply chains differ 
by countries and subsequently, PEF values are also 
different. Unfortunately, only a few countries 
publicly announce this data (Tab.2). 
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Table 1. Parameters of different methodologies for the 
evaluation of primary energy produced from the wind 
---------------------------------------------------------------------------- 
MJprimary energy/ Description of primary       PEF   PEF  Literature 
MJelectricity                energy evaluation                      value    source 
---------------------------------------------------------------------------- 
       Zero           Does not evaluate            Total 
1. equivalent     electrical and thermal     primary 0.000     [6] 
     method         energy production          energy 
                          from renewable  
                          energy sources    
---------------------------------------------------------------------------- 
       2a          Evaluates electrical and        Total 
    Direct       thermal energy production  primary 1.000      [7] 
 equivalent   from non-fossil renewable   energy 
                     energy and nuclear energy  
                     sources    
2.  ------------------------------------------------------------------------ 
      2b         Evaluates the primary           Total 
Amount      form of energy obtained      primary   1.000      [8] 
     of           in generation process           energy 
physical  
  energy        
    ------------------------------------------------------------------------- 
      2c          Evaluates the primary        Total 
Alternate     form of energy that is       primary     2.500       [9] 
                    included into the               energy 
                    statistical energy  
                    balance prior to  
                    conversion to the  
                    secondary or tertiary 
                    form of energy 
---------------------------------------------------------------------------- 
3.     Only                                       Non- 
non-renewable            -                  renewable        0.032      [10] 
primary energy                              primary energy      
---------------------------------------------------------------------------- 
4a Effectiveness   Evaluates the entire  Non-renewable      
     of technical      energy production    primary   0.032     
     conversion       chain by separating   energy  
                             the renewable            Renewable            [9,10] 
                             and non-renewable    primary  
                             energy                        energy     2.500 
4.   ------------------------------------------------------------------------ 
4b Amount         Evaluates the primary Non-renewable      
  of physical        form of energy            primary   0.032     
     energy            produced in the           energy  
                            generation                   Renewable            [8,10] 
                            process                        primary  
                                                                energy     1.000 
---------------------------------------------------------------------------- 

The data a r e  given in Tab.1 also shows that 
PEF values depend on the energy production and 
supply chain. Energy production and supply chains 
differ by countries and subsequently, PEF values 
are also different. Unfortunately, only a few 
countries publicly announce this data (Tab.2). 
National standards and norms governing 
construction work in many EU member states do 
not include these documents or do not further specify 
the renewable energy values; therefore it is not clear 

whether these values are valid for defining wind 
energy or are merely politically grounded values not 
meant for technical or scientific applications. 

Table 2. Wind electricity energy values used in 
construction work standards of EU countries 
---------------------------------------------------------------------------- 
             Primary  Total  Non-renewable  Renewable Literature 
Country energy   primary    primary           primary      source 
              factor     energy      energy             energy                        
                             factor       factor               factor  
---------------------------------------------------------------------------- 
Austria       -             -                -                     -               [12] 
Belgium -     -           -                     -               [13] 
Cyprus -     -           -                     -               [14] 
Czech- -     -           -                     -  
Republic                                                                        [15] 
Denmark -     -           -          -          [16] 
Estonia -     -           -          -               [17] 
Finland -     -           -          -          [18] 
France    1.000     -           -          -          [19] 
Germany(1) -     -           -          -          [20] 
Germany(2) - 1.030       0.030      1.000          [21] 
Greece  -     -           -          -          [22] 
Hungary  0.000     -           -          -          [23] 
Ireland -     -           -          -          [24] 
Italy          - 1.000       0.000     1.000          [25] 
Netherlands-     -           -          -          [26] 
Poland - 1.000       0.000      1.000          [27] 
Slovakia -    -           -          -          [28] 
Slovenia -    -           -          -          [29] 
Spain - -    -           -          -               [30] 
Sweden - 0.050           -          -          [31] 
United 
Kingdom 1.000     -            -          -          [32] 
---------------------------------------------------------------------------- 
Note: - not mentioned. 

 
According to the data presented in Tab.2, 

presumably, the energy consumed by the wind 
turbines is not included in the total energy 
produced from the renewable source, i.e. wind 
energy. Power to the internal system of wind 
turbines is supplied from batteries/condensers or 
from the electrical grid. Various equipment of 
wind turbines use electric power and i t s  energy 
consumption may reach up to 0.1% of the total 
produced energy, in other cases up to 10-20% of the 
rated power of the wind turbines [33]. 

MATERIALS AND METHODS 

Primary energy calculation methodology 

Energy efficiency of a building is calculated as 
the balance of the used and produced energy. The 
main aim of constructing energy efficient buildings 
is to increase the share of renewable energy and 
decrease the demand for primary energy. PEF of 
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electrical energy produced on-site or nearby or 
renewable energy supplied from the electrical grid 
has a direct influence on the calculation of the total 
primary energy factor. There are two possibilities: to 
increase the share of electricity produced from 
renewable energy sources in electrical grids (Baake 
found that in 2020 PEF in European electricity grids 
will drop to 2.500 compared to the current PEF, in 
2030 it will drop to 1.650 and in 2050 it will drop 
to 1.200 [34]) and to use electricity produced on-
site or nearby from renewable sources, including 
wind turbines [35]. 

In almost all sources of renewable energy part of 
the energy is non-renewable, therefore the 
requirement for nearly zero-energy buildings in the 
Directive 2010/31/EU is to use more than half of 
the energy produced from renewable sources. It may 
be related only to the amounts of renewable and 
non-renewable primary energy, consumed by the 
building, but not with the energy produced from 
renewable or non-renewable sources. Therefore, it 
is not correct to use the methodologies presented 
in Tab.1 for the calculation of PEF in 
photovoltaic/wind power systems. In this regard, 
PEF of wind turbines shall be calculated using the 
methodology described in EN 15603:2014. 

The total primary energy demand of the building 
is calculated (Eq.1): 

)()( exp,,exp,,,, iPiidelPidelp fEfEE  
     (1) 

where:  
Ep – primary energy demand, kW·h; 
Edel,i – final energy demand by the energy carrier, 
kW·h; 
fP,del,i – primary energy factor depending on the 
energy carrier, kW·h; 
Eexp,i – final energy exported by the energy carrier, 
kW·h; 
fP,exp,i – primary energy factor of the exported energy 
carrier, kW·h. 

The total primary energy may be calculated by 
equation 2: 

renPnrenPtotP fff ,,, 
                                (2) 

where:  
ƒP, tot – total primary energy, kW·h; 
ƒP,nren – non-renewable primary energy, kW·h; 
ƒP,ren – renewable primary energy, kW·h. 

Methodology for the evaluation of electrical energy 
production rom wind energy source 

Kot method [36] was chosen for the evaluation of 
electrical energy produced by a wind turbine, taking 
into consideration the effect of factors on the 
efficiency. According to this method, electrical 

energy produced by a wind turbine is calculated 
from Eq.3: 

cgPe CVRP  32

2

1
  (3)

where:  
ρ is air density, kg/m3;  
R is turbine rotor radius, m;  
V is wind speed, m/s;  
Cp is turbine power factor;  
ηg is generator efficiency;  
ηc is inverter efficiency. 
 
Cp factor is calculated from Eq.4: 
 

W

M
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P
C   (4)

where: 
PM is mechanical power, W;  
PW is wind power, W. 

In theory, Cp value may not exceed the limit 
expressed by Betz law, Eq.5. In typical turbines this 
value varies ~0,4 [37]: 

 

593,0
27

16
max PC  (5)

Climate data and investigated location of case 
study 

Wind turbines across the entire territory of 
Lithuania were tested in order to determine the 
influence of electrical energy cost on the value of 
wind PEF. Lithuania is situated in the Middle 
Latitudes. According to Alisov’s climate 
classification, Lithuania is in the zone of a temperate 
climate and the sub-region of the Atlantic-European 
continental zone. Only the climate of the Baltic Sea 
coast is close to the western European climate and 
can be assigned to a separate South Baltic climate 
sub-region. South-western and western winds 
prevail in the major part of Lithuanian territory, with 
western and south-eastern winds on the coastal zone. 
The average wind speed at 10-meter height ranges 
from 4 m/s to 6.5 m/s. The highest wind speed is in 
the coastal zone, where it reaches 5 – 6.5 m/s and 
decreases moving away from the coast eastwards 
[38].  

The highest wind speeds in the center of 
Lithuania are observed in November – January and 
in October – December in the coastal zone; the 
lowest wind speeds are in June – July.  
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Table 3. Basic characteristics of the studied wind turbine 

No of tested 
Wind 

turbines 

Total 
installed 
power 

capacity  

Turbine 
capacity  

No of 
turbine 

Turbine 
type 

No of blades 
Blade 
length  

Tower 
height  

Turbine location 

 MW MW    m m  

1A 39.100 2.000 20 horizontal 3 41 85 Šilutė district 
2A 34.000 2.000 17 horizontal 3 41 97 Kretinga district 
3A 21.400 2.000 10 horizontal 3 41 85 Šilutė district 
4A 20.000 2.000 10 horizontal 3 41 85 Tauragė district 
5A 16.000 2.750-3.000 6 horizontal 3 41 85 Kretinga district 
6A 12.000 2.000 6 horizontal 3 41 78 Šilutė district 
1B 0.800 0.800 1 horizontal 3 21 45 Kretinga district 
2B 0.800 0.800 1 horizontal 3 21 45 Mažeikiai district 
3B 0.600 0.600 1 horizontal 3 20 42 Mažeikiai district 
4B 0.250 0.250 1 horizontal 3 15 50 Jurbarkas district 
5B 0.250 0.250 1 horizontal 3 15 50 Mažeikiai district 
6B 0.250 0.250 1 horizontal 3 15 45 Kaišiadoriai district 
7B 0.250 0.250 1 horizontal 3 15 55 Kalvarija district 
8B 0.225 0.225 1 horizontal 3 14 50 Tauragė district 

 
 
In June and July, Lithuanian wind turbines 

produce about two times less energy compared to 
December and January. In the summertime, the 
highest wind speed is between midnight and 6 AM. 
In the morning it increases until noon and reaches a 
peak at about 2 PM. The peak speeds last until 6 PM 
and afterward start dropping to the minimum values 
that are reached about midnight. In the wintertime, 
the changes of wind speed are less due to lower 
fluctuation of air mass temperatures influenced by 
smaller amounts of solar radiation energy. Wind 
energy resources in Lithuania were evaluated by 
measuring data from meteorological stations as well 
as measurements obtained from various research 
centers in the regions. The western part of the 
country is the most suitable for wind turbines 
because of prevailing wind speeds and more 
developed transmission networks [39]. 

Depending on the prevailing wind speeds the 
efficiency of new wind turbines in Lithuania is 24-
25 %, whereas the efficiency of old wind turbines is 
only 10-18 % [39]. The total capacity of wind 
turbines operating in Lithuania is 281 MW (the 
mainland potential is ~1500 MW, and the offshore 
potential is ~1000 MW). 111 single or group wind 
turbines are connected to the Lithuanian power grid: 
10 small turbines (from 2 to 55 kW) and 101 big 
turbines (from 160 to 39100 kW) [40]. 

 

Research object 

Data (Tab. 3) for research (for the period 2007-
2014) were collected from 100 wind turbines and 11 
wind farms operating in Lithuania. The data were 
collected by interviewing wind turbine 
owners/operators and by analyzing the reports of 
electricity transmission system operators [40]. 

The analysis of collected data revealed that the 
majority of wind turbine operators do not collect and 
systemize any data, do not have accounting 
instruments or are connected to other electrical 
energy users. The report of the Lithuanian electricity 
transmission system operator contains only the 
amounts of electricity transmitted from all wind 
turbines to the power grid for certain periods. 
Therefore, 6 wind farms and 8 wind turbines were 
selected for the study. The analysis of their results is 
presented in the following chapter. 

RESULTS 

The value of the primary non-renewable energy 
factor depends on the relationship between the 
amount of non-renewable primary energy and the 
balance of renewable energy produced by the wind 
turbine and consumed non-renewable electrical 
energy (Eq.2). The value of non-renewable energy 
source factor increases with the increase of 
consumed non-renewable electrical energy or the 

123 



R. Tamašauskas et al.: Energy efficiency of wind power plants, Case of Lithuania 

  

decrease of renewable electrical energy produced by 
the wind turbine. The methodology provided in EN 
15603:2014 gives only one PEF value for wind 
turbines irrespective of their capacity. The influence 
of wind turbine capacity on the PEF value is 
unknown. Therefore, it would be useful to classify 
wind turbines which were studied into groups of 
different capacity, to determine their PEFs, and 
afterward to compare the obtained values with the 
values provided in EN 15603:2014. 

The calculated fPnren factors of the analyzed (>1) 
MW wind turbines/farms are presented in Fig.1. 

 

 
Fig.1. Relationship between fPnren and wind power in (> 

1) MW wind turbines 

The calculated fPnren factors of the analyzed (<1) 
MW wind turbines/farms are presented in Fig.2. 

 

 
Fig.2. Relationship between fPnren and wind power in (<1) 

MW wind turbines fPnren. 

From the data presented in Fig.2, it may be 
concluded that the average numeric indicator of a 
fPnren factor in wind turbines/farms of (>1) MW 
capacity is 0.012 kW·h (the dotted line). The lowest 
fPnren factor value 0.001 is in wind turbine 1A, the 
highest factor value 0.022 kW·h is in wind turbines 
4A and 5A. 

The average numeric indicator of the fPnren factor 
in wind turbines/farms of (>1) MW capacity 
illustrated in Fig.2 is 0.009 (the dotted line). Wind 
turbines 1B, 4B, 5B and 8B have the lowest fPnren 
factor value 0.001, and wind turbine 7B has the 
highest factor value 0.052. 

The obtained results lead to the conclusion that 
fPnren factor value is influenced by the capacity of 
wind turbines. A trend is observed that in wind 
turbines of (>1) MW capacity this indicator 
decreases with a higher installed power capacity of 
wind turbines. 

Another test was done by taking into 
consideration the influence of the average wind 
speed and the balance of produced and consumed 
electrical power on fPnren value. The test results are 
presented in Figs. (3 – 10). 

Fig.3 illustrates the average distribution of 
produced and consumed electric power in (>1) MW 
wind turbines/farms by months. 

 

 
Fig.3. Average performance of (> 1) MW capacity wind 

turbines/farms 

Fig.4 illustrates the average distribution of 
produced and consumed electric power in (<1) MW 
wind turbines/farms by months. 

 
Fig.4. Average performance of (< 1) MW capacity wind 

turbines/farms 
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The results presented in Fig.3 reveal the inverse 
relationship between the produced and consumed 
electric power in (>1) MW capacity wind 
turbines/farms. According to [33], there are constant 
turbine-power demand in the production of wind 
energy. The annual average of turbine-power 
consumption is up to 0.22 % of the total electric 
energy production. The consumed amount of electric 
energy is not constant and changes dynamically 
within seasons; most often it is higher in the warm 
season and lower in the cold season, i.e. it may reach 
0.10 % in winter and 0.36 % in summer. 

Fig.4 reveals a direct relationship between the 
produced and consumed electric power in (<1) MW 
capacity wind turbines/farms. The average annual 
turbine-power consumption is up to 0.32 % of the 
total produced electric energy. The consumed 
amount of electric energy is not constant and 
changes dynamically by seasons, most often it is 
higher in the warm season and lower in the cold 
season, i.e. it may reach 0.28 % in winter and 0.41 
% in summer. 

The obtained results revealed the relationship 
between the produced and consumed electric energy 
in wind turbines. The relationship is inverse in high-
capacity wind turbines and direct in lower capacity 
wind turbines. 

Figs. (5, 6, 7) illustrates the relationship between 
analyzed (<1) MW capacity wind turbines/farms 
power productions, consumption and wind speed. 

Comparing data presented in Fig. (5, 7) lead to 
the conclusions that the amounts of energy produced 
by (< 1) MW capacity wind turbines/farms increase 
with higher wind speeds. 

Fig.6 compare to Fig.7 reveals that the 
relationship between the energy consumed by (<1) 
MW capacity wind turbines/farms and wind speed is 
difficult to define, because, in 2B, 3B, 6B and 7B 
wind turbines energy consumption and wind speed is 
closer to linear, i.e. wind turbines consume more 
energy at higher wind speeds. Meanwhile, in the rest 
wind turbines (1B, 4B, 5B and 8B) energy 
consumption by all analyzed period was stable and it 
seems wind speed has no influence for energy 
consumption. 

      

   Fig.5 Electricity production performance of (<1) MW capacity wind turbines/farms 

  
    Fig.6. Electricity consumption performance of (<1) MW capacity wind turbines/farms
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Fig.7. Wind speed in (<1) MW capacity wind turbines/farms 

 
The resulting fluctuations for energy production 

and consumption may be explained by the efficiency 
of the wind turbine [1-3, 33] as well actual climate 
conditions of analysed wind turbines/farms location. 

Evaluating according to Building Climatology 
Building Code of the Republic 156-94 (the dotted 
red line) in Fig.6 is not enough due to actual wind 
speed in real time. 

Figs. (8, 9, 10) illustrates the relationship 
between analysed (>1) MW capacity wind 
turbines/farms power productions, consumption and 
wind speed. 

Comparing the data presented in Figs. (8, 10) 
which shows that with higher wind speedsthe 
amounts of energy produced by (> 1) MW capacity 
wind turbines/farms are tend to increase. 

Fig.9 compared to Fig.10 reveals that the 
relationship between the energy consumed by (>1) 
MW capacity wind turbines/farms and wind speed is 
closer to linear, i.e. wind turbines consume more 
energy at higher wind speeds. 

The resulting fluctuations for energy production 
and consumption may be explained by wind turbine 
efficiency [1-3, 33] as well as actual climate 
conditions of analyzed wind turbines/farms location. 

Evaluating according to Building Climatology 
Building Code of the Republic 156-94 (the dotted 
red line) in Fig.10 is not enough due to actual wind 
speed in real time. 

DISCUSSION 

In order to meet the requirements, set forth in the 
Directive 2010/31/EU, the primary energy factor 
value for wind turbines is calculated following the 
methodology described in EN 15603:2014. 

However, studies of wind turbines operated in 
Lithuania have shown that fPnren and fPtot values 
calculated according to the aforementioned 
methodology are imprecise (Tab.4). 

Table 4. Comparison of wind turbine capacities and 
fPnren, fPren, fPtot values 
---------------------------------------------------------------------------- 
                 Values of wind turbines operated in 
                             Lithuania, kWh                     Values according 
                                                                          to EN 15603:2008 
Indicators          (>1) MW    (<1) MW  Weighted 
                          capacity      capacity    average 
---------------------------------------------------------------------------- 

fPnren                   0.012            0.009         0.010                0.300 
fPren                    1.000            1.000         1.000                1.000 
fPtot                     1.012            1.009         1.010                1.300 

--------------------------------------------------------------------------- 

Data presented in the table above shows that the 
values of non-renewable primary energy factors in 
(> 1) MW and (< 1) MW capacity wind turbines 
operated in Lithuania are similar (the average fPnren = 
0.010).When these values are compared to the 
values given in EN 15603:2014, the value of non-
renewable primary factor for wind turbines operated 
in Lithuania is 97% lower than the value given in the 
standard. EN 15603:2014 does not give any 
reference conditions and criteria used to determine 
the value of non-renewable primary energy factor. 

The calculated total primary energy fP,tot of a wind 
turbine is also imprecise. The test results of wind 
turbines operated in Lithuania are presented in Tab.4 
which show that this imprecision is about 22 % of 
the rated capacity of a wind turbine. 

The test results revealed the importance of 
declaring precise primary energy values in 
energy policy making, in defining energy saving 
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goals or energy consumption efficiency in 
international and national energy statistics, 

scenarios, environmental impact assessments, 
directives and standards. 

Fig.8. Electricity production performance of (>1) MW capacity wind turbines/farms 

Fig.9. Electricity consumption performance of (>1) MW capacity wind turbines/farms 

 

Fig.10. Wind speed in (>1) MW capacity wind turbines/farms 
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Every European Union member state should 

define the methodology for the calculation of 
primary energy in wind turbines as well as the 
statistical parameters of wind turbines and climate 
(wind speed, wind turbine capacity, conversion 
efficiency, turbine-power consumption etc.) for the 
calculation of PEF value. The progress of wind 
turbine technologies requires regular recalculation of 
these values. 

The results of this study were used in drafting the 
national Technical Regulation for Construction 
Works STR 2.01.09:2012 Certification of Energy 
Performance of Buildings, which shall ensure the 
implementation of the provisions and goals of 
Directive 2010/31/EU in Lithuania. 

CONCLUSIONS 

The values of non-renewable primary energy 
factor fPnren for wind turbines operated in Lithuania 
and calculated according to EN 15603:2014 
methodology is 97 % lower than the numeric 
indicator from the same standard used for 
calculations. 

Calculations of non-renewable energy factor fPnren 
revealed that wind turbine capacity has no effect on 
the value of non-renewable energy factor fPnren. The 
value of non-renewable primary energy factor fPnren 

is 0.010 (kW·h) for (> 1) MW and (< 1) MW 
capacity wind turbines operated in Lithuania. 

The results of the study revealed that in (>1) MW 
capacity wind turbines the turbine-power 
consumption increases with lower wind speeds, 
whereas in (<1) MW capacity wind turbines it is on 
the contrary, i.e. the turbine-power consumption 
increases with higher wind speeds. 

In order to achieve the goals set forth in EU 
energy efficiency and renewable energy directives 
and regulations all EU member states should use the 
same or very similar methodology for the calculation 
of primary energy factor of renewable and non-
renewable energy sources. 
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Modelling of capillary coatings and heat exchange surfaces of elements of thermal 
power plants 
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Modelling of the capillary porous structures and similarity of their processes allow to reveal a mechanism of heat transfer during 
steam generation of liquids, as well as determine zones of rising and developing fatigue cracks in the activation centres of steam seeds, 
research natural saline deposits and scale deposits and artificial porous coatings applicable on the metal fencing (plates) up to occurence 
of the material limit state. Coatings are made of weak heat conductive mineral environment (quartz, granite, teshenite) with low porosity 
(3÷30%). Heat was initiated from flare of the jet burner and electric current. Stability of heat transfer was maintained by excessive 
cooler under joint action of capillary and mass forces. Solution related to the thermo elasticity resulted in relation of heat flows, heat 
stresses and destructive energy from time of heat supply and size of torn particles of coating. The areas of relaxation, breakup micro 
and macro processes were determined that demonstrate causes of rising and developing fatigue cracks of the heat and power equipment 
in stress concentrator with further development of erosion processes and relations of limit states of compression and tension to unity.  
The performed research took place for boiler-and-turbine load switching operations, as well as for establishing capillary porous cooling 
systems. 

Keywords: Porous foam generator, foam generation, foaming, defoaming, heat-mass exchange, capillary-porous 
structures. 

INTRODUCTION 

Studies of a porous cooling system for rocket 
type burners [1,4] was the result of burners 
development [2,3]. When a mineral weak heat-
conducting porous coating is exposed to the thermal 
action of a burner, after a while a part of the surface 
heats up to a certain temperature, and other parts of 
the coating keep the initial temperature. Therefore, a 
temperature gradient develops inside the porous 
coating resulted in unequal expansion. The 
surrounding unheated layers exhibit resistance to 
this expansion. As a result, thermal stresses occur 
both in the heated part and in the surrounding 
unheated part, including the base layer. These 
stresses can acquire destructive values. The 
thermoelastic stress problem solutions for idealized 
processes are given in sources [4]. Normal 
compressive stresses played the dominant role in 
destruction process. Porous coating is subjected to 
destruction as a result of lost stability in a thin layer 
adjacent to free surface. Therefore, primary focus 
was on the stressed  state  of  the  upper  layer,  which 
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thickness depends on heat transfer coefficient and 
structure of coating and base layer (the metal steam-
generating surface). 

The vacancy density rapidly increases in the 
irradiated coating; these vacancies quickly combine 
with cavity pockets formation due to the fact that the 
vacancy combining process intensity is proportional 
to their density square. If the vacancy cavities can 
transform into dislocations, the irradiated coating 
acquires plastic properties and does not undergo a 
destruction process when affected by a burner. This 
is typical for all metals. Several mineral rocks (tuff, 
marble, limestone) have the same property. 

If no dislocations form in the coating, the 
growing vacancy cavities concentrate stress at their 
edges and lead to destruction while the coating 
thermal stresses are still below the plastic yield 
point. There is brittle thermal destruction. 

As described in the literature, illusory 
contradictions occur in course of developing a 
mechanism of the heat exchange process in porous 
structures for cooling-off the heat exchange surfaces 
of the power plant elements up to the critical heat 
fluxes (~106 W/m2), which happens when the wall 
medium type - liquid, steam or steam and water 
mixture - is under discussion. Our works show that 
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all the models do not contradict each other, but 
describe different boiling regimes [1]. 

Previously, using the methods of photoelasticity 
and holography, the destruction mechanism of the 
porous cooling system of the fire-jet burners’ 
combustion chambers and nozzles was investigated 
[4]. It is interesting to compare the intensity of heat 
transfer [5–7] and the surface limit state [8, 9, 12], as 
well as to evaluate possible mechanisms for the 
destruction of heating (cooling) surfaces covered 
with capillary-porous structures [4]. This is in 
relation to the tasks of increasing the capacity of the 
thermal power equipment of power plants [10,11]. 
Such a problem is long overdue in connection with 
the modernization and extension of the life of gas 
turbine power plants. 

 

PHYSICAL MODEL OF THE HEAT AND MASS 
TRANSFER PROCESS 

Dynamic models of heat transfer intensification 
during boiling on porous surface are generated based 
on experimental and theoretical studies. Developed 
surfaces contain interconnected internal cavities in 
the form of rectangular channels and small pores that 
connect the channels with the liquid pool. 

The ratio of latent heat flux (
గ


ഥ3ܦ

drρs݊	ഥ 	݂)̅ to the 

total heat flux for a developed surface can be (2…5) 
times more than that for an ordinary surface with a 
specific heat flux up to 1х104 W/m2. That ratio 
decreased at high heat fluxes. Some data showed 
deviation of 300% from the calculated ones.  

The formula includes the following legend: ܦഥ3
d – 

average steam bubble departure diameter in a porous 
structure; r – specific evaporation heat; ρs – steam 
density; ݊	ഥ  – average nucleation center density; ݂ ̅– 
average steam bubble generation frequency. 

Let us develop a physical model for transferring 
the specific heat flux “q” through the steam-
generating surface (a wall or a base layer) covered 
with a capillary-porous structure (Fig.1). 

The heat and mass transfer processes in the 
porous coating produce excessive liquid ݉=ml/ms 
due to the pressure potential activity generated by 
the capillary and mass forces ∆Рcap+g. 

The investigated thermal and hydraulic (internal) 
boiling characteristics [4] allow to show mechanism, 
to describe nature of the heat and mass transfer 
process in the investigated mesh porous structures 
[1,3] exposed to the gravitational force field, and 

derive calculated equations for determining the 
diverted heat flux [3]. 

 

 

Fig.1. Physical model of the heat and mass transfer 
process in a real porous coating structure exposed to 
excessive liquid 

The heat in the cooling system under study is 
transferred at small heat fluxes due to convective 
heat exchange with the value as higher as greater the 
effective thermal conductivity of the structure 
wetted with liquid and the housing thermal 
conductivity become. The fluid flow is smooth, and 
no steam bubbles or associated perturbing processes 
can be observed on the liquid surface. The liquid 
evaporates intensely from the menisci at low coolant 
excess; evaporation from the flowing film surface 
begins with an excessive liquid increase [3]. 

A certain heat flux, as smaller as lower ݉=ml/ms 
parameter becomes, causes disturbance of the 
smooth wavy flow liquid film producing single 
steam bubbles. Several actively-operating structure 
meshes represent permanent generation centers. 
Liquid boiling start ∆Тb.s. depends on many regime 
and design parameters and can be determined with 
the equation aimed for this process, ∆Тb.s., which 
corresponds to the heat flux qb.s. Reduction in the 
cooling liquid flow rate ml(s), or increase in the heat 
influx q cause a rapid growth of the evaporation 
centers.    

Each center in the initial boiling regime works 
with unequal intensity, some heating surface areas 
are barely affected by the awakening centers which 
start working. If the circulating coolant rate ml(s) 
increases, the lifetime of individual steam bubbles 
increases, and a number of active pores cease 
operation, long pauses occur between the bubble 
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nucleation moments, up to excluding such a center 
from a group of actively-generating ones. Excessive 
liquid increase “ ݉” makes other active generation 
centers inactive and feeble.   

The transition zone to developed bubble boiling 
is not large due to the high rate of the active steam 
generation center growth “݊	ഥ”. Further growth of the 
heat load “q” results in many steady-operating active 
bubble formation centers, their uniform distribution 
throughout the steam generating surface. However, 
certain critical conditions can lead to a boiling crisis 
and a burned-out surface. Therefore, the compared 
deliberate destruction processes applied to fragile 
materials and the boiling crisis allow to model them 
and identify mechanism adopted by such processes.  

EXPERIMENTAL RESULTS 

The destruction process mechanism was studied 
through experiments which included photoelasticity 
and holography method application [2]. The model 
stress state at similar times was evaluated by 
photographic recording of isochromatic patterns and 
counting the n-bars order at different points in the 
studied directions. 

The thermoelasticity problem solution makes it 
possible to determine the medium limit state for a 
porous coating and a metal steam generating surface 
[4]. In case weak heat-conducting semi-porous 

coatings and a metal wall (a base layer) are subjected 
to the thermal destruction, it is required to determine 
the effect produced by the specific heat flux “q” 
applied to the surface and the time of its influence 
“τ” on the destructive stress generation “σ”, the husk 
grain size composition (the detached particle size), 
and for the metal is the temperature perturbation 
depth penetration “δ”.  

As the “q” value increases within a short period 
of time “τ”, the dynamic effects become very 
significant, the compressive stresses “σ” reach large 
values, typically several times higher than the 
material compressive strength. Therefore, it is 
necessary to take into account these stresses in the 
material thermal destruction mechanism. We need to 
find out what “σi” stress type reaches its limit values 
earlier. 

Consider a plate 2h in thickness. A constant 
specific heat flux “q” is being applied to the surface 
z=+h starting from τ=0 timepoint. The plate bottom 
surface z=-h and lateral edges are thermally 
insulated. 

The plate temperature distribution value makes it 
possible to calculate the thermal stresses of tension 
and compression arising at a certain timepoint “τ” at 
different depths measured out from the surface δi 
(h=zi) at a given heat flux “q”, since the plate with a 
variable temperature over its thickness is plane-
stressed [4].  

 

Fig.2. Dependence of heat fluxes “qi” causing the compressive stresses III of the quartz coating in relation to the time 
“τ” for different detached particle thickness “δ i”: I – tensile stresses sufficient for destruction; I1, I11 – copper and stainless 
steel, h = 0,1∙10-3 m; II – surface fusion 
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Assume the limit stress values of the compression 
σlim.compr. and tension σlim.tens. for the coating and 
metal, this will show us the functional dependence 
of the heat flux “q” required for the destruction on 
the delivery time “τ” and the penetration depth “δ”. 
In addition, the plate surface temperatures equated to 
the melting temperature Тpl. appropriate for the 
coating and metal, clarify the specific heat flux 
values necessary for melting-down the surface layer 
for a specific period of their action “q1”, i.e. in each 

specific case we can trace functional dependences of 
the heat flux on the time it influences the rock and 
metal surface [4]. 

When it comes to a quartz plate (coating), the 
heat fluxes “qi” have been calculated for a wide time 
interval of 10-8…103 s. The lower limit of this 
interval (10-8 s) is the relaxation time. Fig. 2 
illustrates that the q1 and q2 value ratios for the time 
intervals 10-8…103 s lose their physical significance. 

 

 

Fig.3. Dependence of heat fluxes “qi” causing the compressive stresses III of the quartz coating in relation to the time 
“τ” for different detached particle thickness δ: I – tensile stresses sufficient for destruction; II – surface fusion; curves II1 

– copper, δ = 0.1∙10-3 and II11 – stainless steel, δ = 0.1∙10-3 m, almost coincide with curve I in the region (0.01…0.1) s 

 

Fig.4. Dependence of heat fluxes “qi” causing the compressive stresses III of the granite coating in relation to the time 
“τ” for different detached particle thickness δ: I – tensile stresses sufficient for destruction (I`, I`` - copper and stainless 
steel, h = 0.1∙10-3m); II – surface fusion (II`,II``-copper and stainless steel, h = 0.1∙10-3m) 
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Since thermal destruction is a macro process, we 
consider that it lasts 5∙10-3…103 s. The coating 
destruction only by compression presents us a 
number of curves, corresponding to a specific 
detached particle thickness, which is (0.25…0.3)∙10-

2 m for teshenite, as evidenced experimentally 
through high-speed shooting with a SKS-1M 
camera.      

The compression curve sections, which 
determine δ>0.3∙10-2 m thick particle detachment for 
the large values “q” and small values “τ”, are 
screened by the melting curve II, and by the tension 
curve I in the case of small heat fluxes and 
significant time intervals. The quartz coating surface 
melting curve is much higher than that of the 
teshenite coating, which explains its steady brittle 
destruction (Figs.2, 3).

 

 

Fig.5. Dependence of qi = f (τ) shown in Fig.4 in the range of q = (0.25…0.75)∙107 W/m2 

Boiler-and-turbine part destruction depends on 
the background of cracks in the stress concentrator 
(a relaxation zone) (see Fig.2). An explosive steam 
center formation (the time interval of 10-8 s to 10-3 s) 
represents a starting point for counting. The energy 
generated due to a steam bubble spontaneous 
appearance is close to the constant (invariant) value 
considering the time of its growth. It is spent on 
sustaining the center with a radius Rc. and prevents 
its collapse (q values reach up to 108 W/m2). At this 
time, a thermodynamic equilibrium is under 
consideration for transition from a microprocess 
(microparticles and clusters with radii (10-7÷10-8) m 
(nano particles) of individual (single) bubbles to 
processes taking into account the behavior displayed 
by a large number of bubbles, i.e. with the help of 
integral characteristics (ݍ,ഥ ഥ	ߙ  തതത), where	ݓ ,തതതത	Р߂ ,തതതത	Т߂ ,
ഥ	ߙ  തതത is the average value of heat transfer	ݓ ,തതതത	Р߂ ,തതതത	Т߂ ,
coefficient, temperature and hydro-gas-dynamic 
head and flux velocity. The presence of stress 
concentrates, which generate an active steam phase, 

significantly reduces the σlim.compr./ σlim.tens. ratio and 
this value can be of (1÷2), in particular, for energy 
steels. It is also necessary to take into account 
presence of other stress concentrators, cyclicity 
produced by loads while the equipment operates in 
start/shutdown modes leading to fatigue cracks 
(stresses).  

For example, the tensile strength for turbine 
steels is σв≈(400÷1000) MPa. The yield point at 
operating temperature of – (400÷550)oС decreases to 
(200÷900) MPa with deformation of 0,2%. The 
long-term strength limits decrease to (70÷260) MPa 
with deformation of (10÷20)%. The temporary 
thermal stress value decreases to (40÷120) MPa, i.e. 
by an order of magnitude. The main estimated 
fatigue stresses amount only up to 0.45 of σв.   

Therefore, the likelihood is great that the values 
σlim.tens.≈ σlim.compr., and σlim.tens values grow to 10 MPa 
and become of the same magnitude for porous 
coatings. The bubble “death” processes, as well as 
nucleation are also explosive (τ = 10-8÷10-6 s) and 
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lead to the cumulative event appearance, which 
destroys the stress concentrator (an active generation 
center) by erosion along with corrosion and 
electrical processes and, as a result, its size reaches 
the critical crack point.  In the case of instant steam 
condensation in a pit (a hole), the steam instantly 
disappears forming a powerful cumulative effect 
(cavitation), while shock waves are distributed deep 
into the parts and cracks develop admitting oxygen 
inside. 

At the very moment a bubble or a drop are 
“born”, α value is up to 1∙105 W/m2K at a steam 
temperature (500÷565)oС the ∆Т value reaches 
500oС, and q value acting at the bubble bottom (the 
“dry” spot zone) is up to 5∙107 W/m2. Given that an 
individual steam bubble generates q value 10 times 
more than its integral value [1], then the total q value 
is 5∙108 W/m2, which is represented in the figures 
q=q(τ,δ). The greater the heat wave penetration 
depth “δ” (or that of a particle detached from the 
porous coating), the longer it will take to destroy the 
parts (see Figs.2-6 for “q”). The interrelation 
between compressive and tensile stresses is a stress 
diagram within the plate (coating) for various time 
intervals calculated from moment the process under 
consideration begins. At small τ values, 10-2 s 
magnitude, only compressive stresses occur. 
Starting from τ – 10-1 s, in some region Δ(h-zi) the 
compressive stress turns into a tensile stress, and 
they are at different depths from the plate surface for 
different time intervals. 

The destruction of the coating and metal 
subjected to compressive forces happens much 
earlier than that subjected to the tensile forces. The 
heat flux intervals, within which such destruction 
occurs, are as follows: qmax=7∙107 W/m2, qmin=8∙104 
W/m2 for quartz coatings, qmax=1∙107 W/m2, 
qmin=21∙104 W/m2 for granite coating, qmax=2∙106 
W/m2 for metal (a base layer) (boiling crisis in a 
porous system); qmin=1∙104 W/m2 (without cooling). 

As q value increases in the heated layer, and 
therefore, the heating time “τ” decreases, the role 
played by compressive stress becomes more 
significant. Despite the high resistance to 
compression, destruction produced by compressive 
thermal stresses takes place in more favorable 
conditions instantly and in small volumes. Figs.2-6 
displays curves for steam generating heating 
surfaces at the moment a film regime was 
established and the surface temperature increased 

sharply to a value of Тpl. resulting from the boiling 
regime change. The calculated specific energy Q of 
a destructed volume unit of quartz, granite and 
teshenite coatings shows that the curves have 
expressed minimum values depending on the 
detached particle thickness “δ”.  

 

 

Fig.6. Dependence of heat fluxes “qi” causing the 
compressive stresses of the teshenite coating in relation to 
the time “τ” for different detached particle thickness δi: I 
– tensile stresses sufficient for destruction; II – surface 
fusion; III – destructive compressive thermal stresses. 
Curves II` и II`` for copper and steel almost coincide with 
curve I in the interval τ = (0.1…1) s; metal thickness δpl = 
h = 0.1∙10-3 m. 

The minimum energy consumption for a quartz 
coating under destruction conditions is Q ≅	0.5∙103 
J/m3, where τ=(0.1÷1) s, δi= (0.1÷0.25)∙10-2 m.  

For granite coating: Q≅2.5∙109 J/m3, where 
τ=(0.1÷5) s, δi=(0.1÷0.3)∙10-2 m, where q≅0.1∙107 
W/m2 and δ=(0.2÷1.5)∙10-2 m, Q=2.5∙109 J/m3. 

For teshenite coating: Q≅0.5∙109 J/m3, where 
τ=(0.1÷5) s, δi=(0.1÷0.4)∙10-2 m, provided that the 
ratio of the limit normal compressive and tensile 
stresses varied from 20 to 30.  

CONCLUSIONS 

The microcrack presence in the monolith coating 
reduces its compressive strength in the crack area so 
that the compressive strength can be only 2 times 
greater than the tensile strength. The curves Q=f(q) 
shift their minimum values with grows “δi” toward 
decreasing “q”, provided that a lower energy 
consumption “Q” is required for the thermally 
destructed brittle coatings. Thus, the limit thermal 
stress generation is very likely at the start/shutdown 
of boiler-and-turbine equipment at power plants. 
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These stresses arise primarily in the concentrator 
areas, which are the nucleation centers for the active 
steam phase, or condensate drop formation. The 
capillary-porous structure can be of natural origin 
(salt deposits, film), and produced artificially with 
usage of well and weak heat-conducting materials 
over a wide porosity range from 3% to 90% 
(penetration). The structures can both be a model and 
act as a high-intensity and forced cooling system. 
For example, teshenite porous coatings with a linear 
expansion coefficient 5 times greater, thermal 
conductivity coefficient 10 times lower and 
approximately the same melting temperature 
compared to those of energy steels serve as a 
modeling material. They demonstrate the highest 
viscosity with a porosity of up to 30%.  

NOMENCLATURE 

q – specific heat flux, W/m2;  
Тg,Тw, Тs – gas, wall (base layer) and saturation 

temperatures, oС;   
δw, δl, δs, δw –wall, liquid, steam, wick thickness, m;  
ml(s), ms – liquid and steam flow, kg/s;       
∆Рcap+g –effective driving capillary and mass head, 

N/m2; 
݀ - grain size, m;  
bw – porous material cell width, m. 

Subscripts 

g – gas; 
w - wall; 
s - saturation; 
l - liquid; 
s - steam; 
w - wick thickness; 
cap+g- capillary and mass. 
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Development of a new composite powder alloy to increase wear resistance and impact resistance in gas-powder surfacing of the existing 
alloy PG-Zh40. Optimization of composition of new composite alloys by an injection 10% of chromium-boron hardening additive and 
characterization of alloy formation conditions. Phase formation conditions and structure of the new composite surfacing material with boride 
hardening during mechanical alloying. The following rational part of the new powder filler alloy has been received: Fe = 32-40%; C = 1.1-
1.4%; Cr = 14-15%; Si = 2-3%; B = 2-2,9%; Ni = 30-32%, Cu = 2-3% with 0 ÷ 44 HRC hardness.  

Keywords:Self-fluxing alloy, gas powder surfacing, durability, mechanochemical technology, attritor, granulation 
 

INTRODUCTION 
The world economy annually loses approximately 

80 billion USD due to wear and corrosion, but 
adequate proactive wear protection can help to avoid 
these losses. This protection involves surfacing of 
new parts as well as reconditioning and return of worn 
ones to economic circulation. Surfacing with 
materials with high performance characteristics is an 
effective method of machinery parts surfaces 
hardening. This method is cost-effective, because 
surfacing is applied only to the surfaces functioning 
in an aggressive wear environments, and as a rule, the 
weight of deposited material is very low in 
comparison with the total weight of a part. Durability 
of hardened parts is determined by the characteristics 
of deposited material, and for this reason, the 
materials or alloys used for surfacing are selected on 
the basis of the part’s operational environment and 
the surfacing method.  

The new self-fluxing surfacing ferrous powder 
material with hardening additive developed by our 
team will be used for the reconditioning of 
components of equipment and machinery operating in 
abrasion wear, corrosion, high temperature or 
aggressive environment exposure conditions.  

Currently, there are many self-fluxing surfacing 
powder nickel- and copper-based alloys produced 
under various methodologies. These alloys have 
started to take the lead among the materials 
commercially produced by the world’s leading 
companies such as  NACA,  JNCO,  Battelle,  Cabot,  
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BBC, Vienna, KRUРР etc. Alloys with hardness 
specified in the range from 35 to 55 HRC (such as 
PSR-2, PSR-3, PSR-4 etc. (GOST 21.448-75)) were 
developed to create coating of different hardness. All 
these alloys are cobalt-, nickel- and copper-based 
with various carbide-forming additions ensuring 
required physical and mechanical properties of the 
surfaced (applied) coating.  

The goal of this research is to develop a new alloy 
technology, based on the previously developed self-
fluxing surfacing powder alloy PG-Z40 [1,2], but 
with the addition of chromium boron hardening 
additive. The team also studied the formation of 
structure, phase composition and features of gas-
flame coatings. To try out the new alloy technology 
involving the addition of CrB2 the team used self-
fluxing surfacing powder alloy PG-Z40 with 50-160 
µm grading fraction and the following chemical 
composition: Fe=38%; C=15,1%; Si=3,0%; B=2,9%; 
Ni=33%. 

RESEARCH METHODOLOGY 

Fe, Ni, Cr, Si, Cu, В, С powders and CrB2 hardener 
were used as initial reagents for the production of the 
self-fluxing surfacing powder. Copper was added to 
increase fluidity of the melt and to improve anti-
corrosive properties of the alloy. Vanadium was 
added to increase the alloy’s cold resistance; 
vanadium also forms strengthening phases with 
carbon, resulting in the improvement of the alloy’s 
wear resistance. The increase of carbon content is 
necessary for the formation of carbides. Carbides 
evolve from the liquid solution during gas-powder 
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surfacing, become crystallization centers and 
contribute to structure refinement resulting in the 
improvement of the alloy’s durability.  

The composite material was developed under 
mechanochemical methodology with the use of 
attritor [3], and the produced powder was granulated 
with planetary granulator to create powder of required 
grain size. The structure of the surfacing alloy, its 
physical and mechanical performance properties 
were identified with standard techniques. In 
particular, the structural analysis in the surface layers 
of the surfacing ferrous alloy was carried out using 
metallographic analysis as well as scanning and 
transmission electron microscopy. X-ray 
crystallography was used to determine the phase 
composition of samples. Microhardness was 
measured with PMT-3 microhardness tester using 
static indentation method in accordance with GOST 
9450-76. Surfacing layer adhesive strength was 
examined with CDM10/91 strength testing machine. 
Surfacing layer hardness was determined with TP-
7R-1 material and alloy hardness measurement 
device using Vickers method. Technological 
properties of produced granulated powder mix were 
examined with the use of gas-flame surfacing on 
various steel samples. 

Phase composition of the new surfacing alloy was 
determined with D8 Advance (BRUKER) diffraction 
meter. Microanalysis of specimen was performed 
with Neophot-2 metallographic microscope with 
200x, 500x and 1000x magnification [4,5,6].  

EXPERIMENTAL PART 

To try out the new alloy technology involving the 
addition of CrB2, the team used self-fluxing surfacing 
powder alloy PG-Z40 with 50-160 µm grading 
fraction and the following chemical composition: 
Fe=38%; Cr=15,0%; Si=3,1%; B=2,9%; 
Ni=33%;Сu=4%;V=4,0%.  

Addition alloy CrB2 with the following chemical 
composition: Ti=0,08%; Fe=0,47%; Ni=0,52%; 
B=15%; Cr=83,43% was used as a hardening 
additive. CrB2 hardener was granulated for 5 minutes 
in a laboratory planetary granulator in alcohol 
environment with the use of grinding media (5-8 
bearing balls with 1:3powder mix / balls weight 
ratio). After the granulation average size of 
CrB2particles was 10-30 µm. 

2 types of powder mix were prepared for the 
experiment. 

The first type of powder mix was the new 
surfacing alloy PG-Z40, and the second type was PG-
Z40 withCrB2 hardener.  The powder mix was a 
mechanical mixture of the new PG-Z40 alloy initial 
state components and CrB2hardener subjected to 

mechanical alloying in an attritor . Mechanochemical 
activation of the powder mix was also carried out in 
attritor. Prior to the mechanochemical activation, 1% 
of zinc stearate was added to the powder mix to 
prevent mix material sticking to the balls and the 
inner surface of the drum. The mix was treated in 
attritor with the following production conditions:  
   - Mixer rotation rate – 340 rpm; 
   - Ball diameter – 5 mm; 
   - Powder mix weight / ball weight ratio – 1/18; 
   - Process duration – 2 hours. 

Mechanical alloying produced composite powder 
materials with particle size 10-20 µm [5-8]. To 
produce glomed powder surfacing material, the initial 
powder material obtained in the attritor was mixed 
with an organic bond of 2-3% alcohol solution of 
phenolic varnish FL-98 with subsequent sintering in 
a LH15/12 batch furnace at the temperature of 700С 
[7,8]. 

After the sintering, the glomed material was 
granulated and sieved through a set of sieves to sort 
out 50-160 µm size particles. The testing of 
experimental boride-hardened powders for gas 
powder surfacing was prepared in accordance with 
GOST 21448-75 «Surfacing alloy powders» taking 
into account existing methods [9]. 

Surfacing was performed by aoxypropane torch 
with No.5 tip manufactured under the specification 
No. 200 of Kaz. SSR 210-84, under the patent №1276 
issued by the Republic of Kazakhstan. Compressed 
gases were used during surfacing: oxygen under 
GOST 5583-78 and propane under GOST 20448-80. 
The reference specimen was made of 45 steel under 
GOST 1050-88, and had dimensions of 30х45х11 
(mm). Gas powder surfacing was carried out by the 
application of 1,2-1,5 mm thick surfacing layer under 
the following conditions [10]:  

 Oxygen pressure at the torch inlet -  9,0 
kg/cm2; 

 Propane pressure at the torch inlet -  1,2 
kg/cm2; 

 Oxygen expenditure – 750 l/h; 
 Propane expenditure – 700 l/h; 
 New surfacing alloy expenditure – 50 g/min; 
 Surfacing layer thickness – 2-3 mm. 

The surface of the surfacing layer was treated with 
an abrasive tool made of green silicon carbide. The 
coating is free of pinholes and slag inclusions.  

RESEARCH RESULTS AND DISCUSSION 

Fig.1 contains photomicrographs of the produced 
surfacing powder demonstrating that the particles are 
globe- and oval-shaped and their size ranges from 50 
to 160 µm. 
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Fig.1. Photomicrographs of the powder with х200 and 
х500 magnification 

 
Fig.2. Chemical composition of the surfacing powder  

1- Powder alloyPG-Z40 – 100%; 
2- Powder alloy PG-Z40 90% + 10% CrB2 

 
Chemical composition (Fig.2), powder and 

composite coating structure was studied with a 
spectrometer. The used spectrometer had no function 
of boron, carbon and silicon identification, therefore 
the initial data on their content in the studied alloys 

was put in the graph.  The content of other elements 
in the alloy corresponds to their content in the initial 
powder. The effect of CrB2 additive on the changes in 
the chemical composition of the PG-Z40-based alloy 
is shown on the graph.  

X-ray structure analysis (Fig.3) showed that the 
alloy’s structure is a composition including relatively 
strong and plastic iron nickel matrix and 
strengthening phases in the form of carbides and 
borides such as FeB; Cr2B; Cr2B2; Cr3C2; Cr5B3; 
Cr7C3; Cr23C6; Fe3C; Cr7BC4; Fe3C, silicon nickelide 
Ni2Si5. The produced material is an iron nickel low 
alloy with a typical two-phase structure. The 12,1% 
increase of chromium content in the two-phase Fe-Cr 
structure of the PG-Z40+10% CrB2 alloy in 
comparison with the similar PG-Z40 structure should 
also be noted.  

Microhardness on Vickers scale was measured 
separately for the two alloys and the diffusion zone 
with the results showing hardness value on the steel 
baseplate in the diffusion zone and on the surface of 
the studied glomed powder alloy. The obtained 
microhardness values for the surfaced coating in the 
fusion zone of the studied specimen are shown in the 
Tab.1.  

It has to be noted that microhardness increases in 
the direction towards the surfaced coating of the 
studied sample. 

Coating microhardness values are uniform, there 
are no apparent hardness variations. The value range 
from 400 to 500 MPa, implying uniform distribution 
of carbides and borides, i.e. the structure is 
homogeneous throughout the entire area of the 
surfacing coating (Fig.4). 

 

 

 
Fig.3. The results of X-ray structure analysis for PG-Z40+10% CrB2 
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Table 1.Microhardness measurement results for the studied sample. 
Impressions Vickers hardness, HV 10 kgf 

Steel baseplate Diffusion zone Sample material, 
90% PG-Z40+10% CrB2 

 
1 382.72 381.40 456.72 
2 362.75 426.57 470.63 
3 375.41 428.62 530.29 
4 359.34 443.42 485.18 

Average HV = 370.34 HV =420.00 HV =546.96 

The coating microhardness was measured on the 
polished specimen №1, №2 having 2 mm thickness in 
4-7 measurements of the diagonal of impression.  

 

 
Fig.4.The size of an impression on the polished 

specimen of the samples: a) PG-Z40; b)  PG-Z40+10% 
CrB2 

 
The obtained microhardness values for the 

surfaced coating of the sample are shown in the 
Tab.2.  

 
Table 2.Microhardness measurement results for the 
polished specimen of the sample №1 surfaced with PG-
Z40 alloy  

---------------------------------------------------------------------------- 
Impressions Vickers hardness, HV 10 kgf 
---------------------------------------------------------------------------- 

  
1    482.71  563.64 
2    519.13  546.15 
3    487.67  542.09 
4    492.71  547.96 

Average   HV=495.55  HV=549.96 
---------------------------------------------------------------------------- 

According to microhardness measurement results, 
the average microhardness value of the sample 
surfaced with the boride-hardened alloy increases by 
54,41 HV in comparison with the initial alloy 
obtained with the surfacing with PG-Z40 material.  

The study of the fusion zone of the new boride-
hardened alloy was carried out with the use of 
metallographic microscope with х200 and х500 
magnification. The polished specimen was prepared 
using a sample surfaced with glomed powder alloy of 

the following composition: 90% PG-Z40+10% CrB2. 
Fig.5 shows the boundaries of the surfaced alloy’s 
diffusion zone. The formed diffusion zone layers 
seem to be the result of peritectic reaction, in 
accordance with the system state diagram: Fe-Ni-Cr-
B. 

 

 
 
Fig.5. Microstructure of the surfaced metal (PG-

Z40+10% CrB2) with base metal, х500 

 
Rubbing path, m х103 

 

Fig.6. The new alloy and steel wear rates: 
1-The new PG-Z40+10% CrB2 alloy 
2-45 steel, 55 HRC hardness 

Surfaced 
layer created 
with PG-Z40 

surfacing 
alloy
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Fig.6 shows the results of wear assessment for the 

samples with surfaced coating hardened to 55 HRC 
compared to 20GL steel dressers. We can assume that 
wear resistance and durability of components of 
friction units is increased after their reconditioning by 
PG-Z40 +10% CrB2. alloy surfacing. 

Metallographic analysis was conducted for the 
sample No.1 surfaced with PG-Z40 alloy and for the 
sample No.2 surfaced with PG-Z40+10% CrB2 alloy. 
Microanalysis was preformed with the use of 
Neophot-32 metallographic microscope with вх200 
and х500 magnification.  

 

Х200 magnification  

Х500 magnification 
Fig.7. Microstructure of the layer surfaced with PG-

Z40 alloy (a) and PG-Z40+10% CrB2 alloy 
 

Fig.7 shows homogeneous polyhedral, equiaxial 
block structure with a coarse-grain to fine-grain 
structure transition zone and localized solid copper 
solution particles. Chains of multiple proeutectoid 
constituent precipitations of two types (dark, and 
sometimes light), which seem to be iron and 
chromium carbides, can be observed along the grains’ 
boundaries.  

Fig.7 also shows large crystals composed of 
ultrafine-grain sub-crystals in the microstructure of 
the alloy. Polyhedral ferrite crystals – solid carbon 
solution in α-iron and perlite –possibly represent 
eutectoid mix of ferrite and iron and chromium 
carbide.  

The phases mainly formed inside the crystals and 
along their boundaries in some places are as big as 1 
µm and form block structure. From the obtained data 
we can conclude that the developed boride-hardened 

surfacing powder PG-Z40+10% CrB2 has increased 
hardness and better properties compared to PG-Z40 
surfacing powder [11].  

CONCLUSIONS 

1. The research helped to determine an optimal 
composition for CrB2 hardener added to the new PG-
Z40 surfacing alloy. It has been determined that in 
order to achieve 450-600 HV hardness of surfaced 
metal, the hardener has to be added in the amount up 
to 10% of total weight.  

2. X-ray structure analysis showed that after 
mechanical alloying and melting of the compound, 
the composite surfacing alloy PG-Z40 with the 
addition of 10% of chromium boron appears as an 
iron nickel matrix with evenly distributed iron, 
chromium and nickel borides and carbides, and this 
observation is confirmed by the surfaced metal 
microhardness increase from 495,55 to 549,96 HV. 

3. Increased hardness coatings can be created on 
the basis of the self-fluxing PG-Z40 alloy by adding 
chromium borides to the alloy prior to gas powder 
surfacing. Chromium borides are genetically bound 
by the composition of the surfacing material. The 
obtained structure ensures maximal wear-resistance 
of the coating and is characterized by even 
distribution of hardening crystal throughout the entire 
section achieved by the coating layer surface melting 
at the temperature of 1000-1100С. Inadequate 
temperature during melting does not dissolve the 
added borides, and it results in non-homogeneity of 
the surface microstructure.  
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In the experiment, the influence of the shift of the oxidant feed on the processes of formation of nitrogen oxides was studied. In 

order to do so, a vertical tubular furnace with electric heating was used. The flow of dust of Ekibastuz coal in all experiments was 
kept constant to 0.042 g/s, the grinding factor was 18% and the excess air ratio 1.2. The temperature in the furnace varied from 
500°C to 700°C at an 11% oxygen concentration inside.  

As a result of the experiments, it is shown that by pyrolysis of coal dust from Ekibastuz coal at temperatures of 500-700°C and 
the delay of time of air supply to the combustion zone by 0,1 s, under experimental conditions, we were able to reduce the 
concentration of nitrogen oxides by 3 times, including a 1.25 and 1.9 times reduction due to pyrolysis at temperatures ranging from 
500 to 700°C , in addition to a 2.7 and 1.9 times reduction owing to the delay of the air supply introduced. 

In the numerical simulation, the effect parameters such as fuel consumption, fuel temperature and air temperature on the nitrogen 
oxides’ formation processes is investigated. Increasing the concentration of oxygen from 16 to 18% significantly increases both the 
temperature and the formation of thermal nitrogen. The increase in the concentration of coal dust has a complex nature of 
dependence, for instance at values higher than 40 kg/h, there was a reduction in the formation of nitrogen oxides. 

Keywords: Combustion processes, concentration of nitrogen oxides, nitrogen oxides, torch, recombination, burner 
device 

INTRODUCTION 
In world energy consumption, coal accounts for 

about a quarter. For the most part, coal is used to 
generate electrical and heat energy for the 
pulverized combustion of large power plants in 
boilers. Large energy enterprises on coal are the 
main source of nitrogen oxide emissions into the 
atmosphere. The use of low-emission burners and 
step-by-step combustion schemes allows a 
significant reduction in nitrogen oxide emissions at 
relatively low costs for the reconstruction of the 
furnace. 

As shown by experiments and data [1], 
noticeable pyrolysis of coal dust and the formation 
of nitrogen oxides begin at temperatures above 
500° C. 

From previous adjustment experiments [1], it is 
known that pyrolysis of Ekibastuz coal dust occurs 
without the formation of nitrogen oxides, which 
confirms the position known from the absence of 
the influence of fuel oxygen on the formation of 
nitrogen oxides. During gasification of Ekibastuz 
coal dust in the air, the concentration of nitric oxide 
NO increases with increasing temperature. Thus, 
when the furnace temperature changed from 500 to 
900°C, the  concentration  of  nitric  oxide  changed  
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from 340 to 670 mg/m3. 
However, this is only a simplified scheme. In 

fact, modernization projects include a full range of 
changes in the combustion system. First of all, it is 
necessary to study in detail: 

● combustion chamber for calculating heat 
exchange and residence time of fuel particles in it; 

● equipment for air supply; 
● elemental composition of fuels, their thermal 

and physical properties and granulometric 
characteristics; 

● method of burning fuel; 
● operating conditions of the boiler, including 

its load, the composition of the fuel mixture, the 
distribution of air and gas streams, the boiler 
control system, etc. All these components are very 
important and not strongly related to each other. 
Therefore, they can be modelled separately [2]. 

Questions of numerical modelling of 
combustion devices, construction of a mathematical 
model of the combustion process in the combustion 
chamber of a boiler unit are relevant. 

THE RESULTS OF STUDY AND THEIR 
DISCUSSION 

Suppression of the formation of nitric oxide in 
the combustion of dust from Ekibastuz coal is 
mainly dependent on the kinetics of the chemical 
processes taking place in the mixture. The purpose 
of this paper is to develop experimental studies on 
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the determination of effective ways to suppress the 
formation of nitric oxide, taking into account the 
concentrations of the components of the mixture. 
Such studies are carried out using mathematical 
modelling. The formulation of the problem of 
mathematical modelling is carried out in the form 
of a system of algebraic equations, compiled based 
on the laws of conservation of mass, momentum 
and energy. 

Analysis of the results of well-known 
experimental studies allow us to draw the following 
unambiguous conclusions for building a model: 

The formation of heat occurs in the initial part of 
the torch at the stage of ignition and combustion of 
volatile substances. 

The output of fuel XNO according to this data is 
in the range of maximum temperature values 

18001200МТ K and is proportional to 

  33,01025МТ with oxygen concentration in the 

reaction zone ~
2
2O . 

1800МТ  
The type of nitrogen-containing compound and 

the oxygen content in the fuel do not affect the 
yield of nitrogen fuel oxides. 

The effect of fuel oxides from nitrogen on the 
total emissions of nitrogen oxides is more 
significant at low temperatures of the combustion 
process ( 1800МТ K). 

The kinetic mechanism in the formation of fuel 
oxides of nitrogen has not yet been fully studied, 
therefore, when building a mathematical model, 
two trends can be observed. Some researchers [3] 
are trying to take into account all sorts of 
elementary combustion reactions and the formation 
of nitrogen oxides of all kinds, as well as 
decomposition reactions of nitrogen oxides. 

The kinetic constants of reactions, which are 
taken from literature data [4], as a rule, are very 
approximate and do not take into account the 
possible mutual influence of reactions in such a 
complex system. 

In an experimental study of the formation of 
nitrogen oxides in the pulverized coal flare of 
Ekibastuz coal, the results of the study are shown in 
the form of the recombination graphs Nexit и N2 
(pic. 1) and experimental points of the experiments, 
which show the dependence of the concentration of 
nitrogen oxides on the concentration of molecular 
oxygen and temperature in a one-dimensional flow. 
It can be seen that a decrease in the oxygen 
concentration in the carrier stream leads to a sharp 

decrease in NОх formation and a decrease in the 
final yield of nitrogen oxides. 

Experimental data (Fig. 1) shows that the main 
formation of nitrogen oxides occurs when volatiles 
leave the coal. At very low temperatures (less than 
900 K), volatiles do not ignite, and fuel oxides of 
nitrogen are almost not formed. 

Figure 1 shows the graphs in the moment of 
release of atomic nitrogen from the fuel and its 
recombination into molecular nitrogen at 
different values of oxygen concentration (curves 
1, 2, 3, 4, 5 correspond to oxygen concentrations 
of 1.3, 7, 10, 14% and process temperature in 
limits T = 800 - 1800 K). 

Curve 1 in this figure indicates that in the 
absence of oxygen, atomic nitrogen fully 
recombines into molecular nitrogen under 
temperature conditions corresponding to 
energetic flue processes. Nitrogen oxides with 
the highest values of %142 О and 1800Т K, 

are less than %7 from fuel. If, after complete 
recombination of atomic nitrogen, oxygen is 
introduced into the molecular nitrogen region of 
the reaction, nitrogen oxide is not formed. This 
is the advantage of the proposed method of 
phase shift processes (MFSP). 

Also from curves 2-5 shown in Figure 1, it can 
be seen that, the greater the oxygen concentration, 
the less atomic nitrogen recombines into molecular 
nitrogen at the same temperature values T. This can 
be explained by the fact that with increasing 
oxygen concentration, chemically active atomic 
nitrogen reacts with oxygen to increase the degree 
of formation of nitric oxide. 

 

Fig.1. Recombination in for various 1, 2, 3, 4, 5 -   

( 2 EXITN N ), 1, 3, 7, 14 (%), 

( 4 32,10 , /
EXIT

CN kg nm ), 1, 2, 3, 4, 5 - 

КТ 1800,1600,1400,1200,1000,800  
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Fig.2. A recombination of N in N2 depending on the 

temperature level of process at various values of 
concentration of oxygen 1 % (1), 2 % (2), 3 % (3), 4 % 
(4) and 5 % (5) of oxygen  

Based on the data presented in Figure 2, it 
can be seen that the higher the temperature of 
the gasification process, the faster the release of 
atomic nitrogen and its recombination into 
molecular nitrogen. In this case, the indicated 
recombination ends at lower values of the 
oxygen concentration. 

The recombination of atomic nitrogen into 
molecular nitrogen occurs, as can be seen from 
Fig.2, in a very short time and under ordinary 
energy conditions: 16001800Т К; 2О  no more 
3% in flue gases (recirculation to the root of the 
flare), this recombination ends in a time less than c 
(see curves 6 in Fig.2). Consequently, the 
recombination of atomic nitrogen into molecular 
nitrogen occurs at a distance of at most one meter 
from the cut-off of the burner. According to Figure 
1, the possible recombination of atomic nitrogen 
into molecular nitrogen occurs in a very short time, 
less than 0,4s, over a wide range of oxygen 
concentration changes. For example, if in the 
gasification of the Ekibastuz coal dust in the 
environment of the combustion products ( 1200Т  
К and %32 О ) the degree of this possible 
recombination is less 20%, then during its pyrolysis 
at T = 1800 K this ratio increases to 74%, that is 
almost 4 times. The degree of formation 
(concentration) of nitric oxide decreases so many 
times.  

It is therefore evident, that the realization of 
such a high pyrolysis temperature of coal dust, 
close to 1800 K, is most likely possible in the 
furnace itself due to the powerful radiation of the 
torch, incendiary belt and lining. Another task is to 

provide this gasification temperature of coal dust 
with possible minimization of oxygen access, at 
least during the 0,4s. 

In order to solve the different tasks, it is 
proposed to organize furnace processes with a 
phase shift in the supply of fuel and air to the 
combustion zone. 

Modelling the formation of nitrogen oxides 

To predict NOx emissions, ANSYS Fluent 
solves the transport equation (equation 1). In cases 
where fuel nitrogen is specified, ANSYS Fluent 
solves additional transport equations for 
intermediate compounds such as HCN, NH3. The 
transport equation NOx is solved on the basis of 
data on flows and solutions to the equations of the 
combustion process. In other words, NOx is 
processed after solving the combustion equations. 
Obviously, the accuracy of obtaining data on NOx 
emissions are higher the higher the accuracy of the 
solutions of the combustion equations. 

ANSYS Fluent solves the mass transfer 
equations for NO taking into account convection, 
diffusion, formation and decomposition of NO and 
related compounds. This general approach is based 
on the laws of conservation of mass. The influence 
of the time of finding on the mechanisms of 
formation of nitrogen oxides is taken into account 
through the convection variables in the determining 
equations. For the equation of the mechanism for 
the formation of thermal and fast NOx, only one 
equation is needed: 

 

where, YNO is the mass fraction of NO, SNO is a 
constant set by the user. 

The formation of thermal NOx is determined by 
a group of chemical equations that depend 
significantly on temperature, called the extended 

Zeldovich mechanism. 

Influence of the temperature of coal dust on the 
emission of nitrogen oxides 

To calculate the temperature of the particle, 
taking into account the convective and radiative 
heat exchange of the particle with the surrounding 
gas, a mathematical model with a number of 
empirical expressions was used, which made it 
possible to correct the heat transfer taking into 
account the mass exchange processes occurring 
during the heating and burning of the coal particle 
[5]. 
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Conducting computational studies, a model of 
the volume of a fresh charge located in the inlet 
channels and in the cylinder was created (Fig.3). 

The process is a simultaneous flow of 
interrelated processes: aerodynamic, chemical and 
thermal. 

The pulverized flare in the combustion chamber 
is a two-phase medium. We use equations for a 
continuous medium, into which corrections are 
introduced for the presence of solid dust particles of 
coal. In such technical flows that occur in 
combustion chambers, as a rule, the effect of the 
second phase is neglected and it is believed that the 
pulverized-coal flare is a two-phase gaseous 
dispersion medium in which the influence of the 
solid phase on the flow aerodynamics can be 
neglected [6-8]. 

The experience of mathematical modelling of 
furnace processes is disclosed in an experimental 
study of the formation of nitrogen oxides in a 
pulverized-coal flare, so we describe the models 
used in the study. 

For the description of turbulent characteristics, a 
two-parameter к- turbulence model, which has 
proved itself for developed turbulent flows, is used. 
This model, as noted in accuracy in conjunction 
with relatively low requirements for computing 
facilities. Tab.1 shows the data for the simulation. 

Table 1, Initial parameters 
Parameter Unit. Measurement Digital value 
Air consumption kg/s 0,08 

Coal dust 
consumption 

kg/s 0,005 

Argon flow rate kg/s 0,001 

Air temperature K 300 

Coal dust 
temperature 

К 300-700 

Argon temperature К 500 

During modelling, the temperature of coal dust 
varied from 500 K to 700 K in steps of one hundred 
degrees. The isometric view of the simulated area is 
shown in Fig.3. 

In the simulated region, coal was fed from the 
upper part, and heated argon was fed tangentially. 
The air was fed by a counter flow to the coal dust.  

Heated carrier (argon) is an inert medium in the 
form of argon that is used to heat the particles to the 
required temperature before supplying air to the 
mixing zone and increasing reliability in achieving 

adequate conditions for the mixing process and 
ignition of pulverized coal in physical and 
numerical experiments. 

 

Fig.3. Modelling area 
 
Fig.4 shows the contours of longitudinal 

velocities at different temperatures of coal dust. As 
can be seen from the picture, as the temperature 
increases, the air velocity from the nozzle increases, 
which indicates a lesser resistance to coal dust. 

Second, it can be seen that the tangential 
velocity component created by argon tends to 
decrease, which is highlighted by the red circle. 

 

 
Fig.4. Contours of axial velocities at various 

temperatures of coal dust 
 
Fig.5 shows the temperature profiles as a 

function of the temperature of the coal dust. As can 
be seen from the picture, with an increase in the 
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temperature of coal dust, the high-temperature zone 
shifts to the output of the model. This can be 
explained by the velocity flows shown in Fig.4. Air 
having a lower resistance pushes out high-

temperature gases towards the exit region. 
 

 
Fig.5. Temperature contours depending on the 

temperature of coal dust 
 
Fig.6 shows the dependence of the 

concentrations of nitrogen oxides on the 
temperature of coal dust. It can be seen from the 
figure that an increase in the temperature of coal 
dust leads to an increase in the formation of 
nitrogen oxides, which is natural, in view of the fact 
that an increase in the temperature in the 
combustion zone increases the formation of 
nitrogen oxides. 

An increase in the temperature of coal dust by 
100 K leads to a twofold increase in the 
concentrations of nitrogen oxides, which explains 
the exponential dependence of the concentrations of 
nitrogen oxides and temperature.  

 

 
Fig.6. Dependence of concentrations of nitrogen 

oxides on the temperature of coal dust 
 
 

 

Influence of air temperature 

In these numerical experiments, the temperature 
of the initial air varied from 300 to 700 K. 

Table 2, Parameters in the study 
Parameter Unit. Measurement Digital value 

Air consumption kg/s 0,08 

Coal dust 
consumption 

kg/s 0,005 

Argon flow rate kg/s 0,001 

Air temperature К 300-700 

Coal dust 
temperature 

К 500 

Argon temperature К 500 

 
Fig.7 shows the temperature contours for 

different initial air temperatures. An increase in air 
temperature leads to an increase in the temperature 
in the combustion zone. It is seen that, in 
comparison with the increase in fuel temperature, 
an increase in air temperature leads to a significant 
increase in the emission of nitrogen oxides. This is 
due to the fact that with an increase in temperature, 
which in the mass    composition is greater than the 
composition of the fuel. 

 
Fig.7. Dependence of temperature on the initial air 

temperature 
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Separately, it can be noted that the combustion 
process starts earlier, which indicates that an 
increase in temperature leads to an earlier ignition 
of the fuel. 

It should be noted that the high-temperature 
zone with increasing air temperature approaches 
asymmetrical form. This is especially noticeable 

with an initial air of 700 K. 
Fig.8 shows the dependence of the concentration 

of nitrogen oxides on the initial air temperature. An 
increase in the initial air temperature leads to a 
sharp increase in the emission of nitrogen oxides. 
Moreover, an increase in the initial air temperature 
until leads to an exponential increase in the 
concentration of nitrogen oxides. When the 
difference between 600 K and 700 K is almost 150 
ppm, which is twice as much. 

 

 
Fig.8. Dependence of the concentration of nitrogen 

oxides on the initial air temperature 
 

 
     

Fig.9. Temperature dependence of outgoing gases as 
a function of air temperature 

 
An increase in the initial air temperature 

increases the average temperature at the exit from 
the experimental zone. Given that most of the 
nitrogen oxides are thermal, we can assume that 
despite an insignificant increase in the mean 
temperature, zones with local concentrations of fuel 
grow, which ensures a high growth of nitrogen 
oxide concentrations, as shown in Fig. 9. 

CONCLUSIONS 

The numerical simulation allowed to draw the 
following conclusions: 

1. The temperature of fuel and air significantly 
influences the process of emissions of harmful 
substances. The numerical simulation of the 
combustion and mixing processes allowed us to 
determine the optimal combination of fuel 
consumption. 

2. The process of flame stabilization and 
formation of harmful substances is significantly 
influenced by the excess air factor, determined in 
inverse relationship to the concentration of fuel 
(flow). 

3. Numerical modelling of combustion 
processes, allow more detailed explanation of the 
combustion processes during the experiments, in 
view of the fact that the actual combustion 
processes are short-lived. 

4. The optimal parameters for the fuel mass and 
pressure in the combustion chamber have 
previously been identified in the works of 
scientists, specializing in the modelling of two-
phase flows [9-12]. Various types of solid fuels are 
used by these authors, especially coals from 
Kazakhstan of various grades and ash content, 
which are burnt in thermal power stations at the 
different thermal power plants of the country [13-
15]. 
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NOMENCLATURE 

HHV - Higher heating value of fuel at 273 K, 0.1 
MPa basis, MJ/m3; 
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LHV - Lower heating value of fuel at 273 K, 0.1 
MPa basis, MJ/m3; 
NOX - nitrogen oxides; 
NO - concentration of an oxide of nitrogen; 
N2 - molecular nitrogen, %; 
O2 - oxygen in air, %; 
R - universal gas constant, R=8.314 J/(mol.K); 
T - absolute temperature, K. 

Subscripts 

NO - concentration of an oxide of nitrogen. 
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With high stability, good optical characteristics, and unique electrical properties, ZnO nanostructures has been widely used in the 
vast fields. Because of its good performance in photoluminescence and photocatalysis, the three-dimensional (3D) flower-like 
nanostructure of ZnO has been paid much attention in recent years. In this paper, flower-like ZnO nanostructures formed by nanorods 
have been successfully synthesized by hydrothermal method. A number of techniques, including X-ray diffraction (XRD), scanning 
electron microscopy (SEM), and room temperatures photoluminescence (PL) were used to characterize the structural and optical 
properties of the obtained flower-like nanostructures of ZnO. The results indicate that the samples are highly crystalline with the 
wurtzite hexagonal phase, the average crystallite size of the sample was about 44 nm. A uniform flower-like three-dimension (3D) 
microstructures with diameters in the range of 3-5 µm was assembled by several densely arranged sword-like ZnO nanorods as 
“petals” with lengths in the range of 400-650 nm and a width in the range of 50-130 nm. The Photoluminescence spectrum (PL) 
showed that the as-synthesized flower-like ZnO showed ultraviolet emission (UV) at 381 nm and the visible emission band ranging 
from 450 nm to 750 nm, respectively. In addition, the growth mechanism of the flower-like ZnO was discussed. 

Keywords: Zinc oxide, flower-like nanostructures, Photoluminescence spectrum (PL), growth mechanism, hydrothermal 
method 

INTRODUCTION 

Zinc oxide (ZnO) is an important n-type 
semiconductor metal oxide with a wide band gap 
(3.37 eV) and large exciton binding energy (60 
meV) at room temperature. Because of high 
stability, good optical characteristics, and unique 
electrical properties [1-3], ZnO nanostructures has 
been widely used in the enormous fields such as 
solar cells, nano-lasers, piezoelectric devices, etc. 
[4-9]. The properties of ZnO nanostructures mainly 
depended strongly on their morphology, specific 
surface, crystallize size. Up to date, various 
morphologies of ZnO nanostructures including 
nanobelts, nanowires, nanorods, nanotubes, and 
nanoflowers have been demonstrated via thermal 
evaporation, chemical-vapor deposition (CVD), 
thermal evaporation, molecular-beam epitaxy 
(MBE), pulsed-laser deposition (PLD), 
electrochemical deposition and spray pyrolysis [10-
18]. 

Because of its good performance in 
photoluminescence and photocatalysis, the three-
dimensional (3D) flower-like nanostructure of ZnO 
has been paid much attention in recent years [19-
22]. The low temperature hydrothermal synthesis 
has been widely used for the growth of ZnO 
nanostructures, mainly because of its simplicity,  
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cost effectiveness and the ability to control the 
shape and dimensions [23-25]. Till now, although 
flower-like ZnO have been synthesized by 
hydrothermal method, the growth mechanism and 
photoluminescence are also still need to be well 
exploited. 

In the present study, the flower-like 
nanostructures of ZnO were synthesized by 
hydrothermal method with zinc acetate dehydrate 
(Zn(CH3COO)2•2H2O) and sodium hydroxide 
(NaOH). The as-synthesized ZnO nanostructures 
were characterized by X-ray diffraction (XRD), 
scanning electron microscopy (SEM), and room 
temperature photoluminescence (PL) spectra. 

EXPERIMENT 

In this study, ZnO nanostructures sample has 
been synthesized using chemical methods. All of 
the raw materials were of analytical grade. First, 
about 1.32 mg of zinc acetate dehydrate 
(Zn(CH3COO)2•2H2O) was dissolved in 20 ml of 
deionized water while stirring at room temperature. 
Then the 9 ml of sodium hydroxide (NaOH) was 
added gradually to the above solution under 
continuous stirring at room temperature. After this 
step, add distilled water to bring volume to 40 ml. 
The solution was transferred to a Teflon-lined 
autoclave. The autoclave was sealed and 
maintained at 160 oC for 12h, and then cooled to 
room temperature. The white precipitate was 
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separated by filtration, washed with deionized 
water and dried in an oven at 60 oC.  

Characterization of samples was performed by 
X-ray diffraction (XRD) analysis and scanning 
electron microscopy (SEM) measurement. The 
powder X-ray patterns were carried out using a 
Philips X’pert automated diffractometer with 
monochromated Cu K-Alpha radiation of 1.5406 Å. 
The X-ray tube was operated at a voltage of 45 kV 
and a current of 40 mA. The peak position and 
intensities were obtained between 20 oC and 80 oC 
with a velocity of 0.02 per second. The surface 
morphologies and structure of the samples were 
studied by field emission scanning electron 
microscope (FE-SEM, JSM 6701-F, JEOL, Japan). 
Room temperature photoluminescence (RT-PL) 
spectra were measured using a He-Cd laser with the 
wavelength of 325 nm as the excitation source. 

 

RESULTS AND DISCUSSION 

 XRD analysis   

The XRD pattern of the as-synthesized product 
is shown in Fig.1. It can be seen that all of the 
diffraction peaks are in agreement with the JCPDS 
file of ZnO (JCPDS No. 36-1451). It is confirmed 
that the samples show wurtzite structure of ZnO 
belonging to the space group of P63mc (lattice 
parameters: a=0.3249 nm, c=0.5206 nm). No 
impurities could be observed in these patterns. 
Moreover, the sharp diffraction peaks manifest the 
high crystallinity of the sample. By using the 
Bragg’s law and the Debby-Scherer equation, we 
calculated the average crystallite size of the sample 
was about 44 nm. 

 

	

Fig.1. XRD patterns of the synthesized ZnO 
nanostructures 

SEM characterization  

Fig.2(a) and Fig.2(b) are the images of flower-
like ZnO in low magnification and in high 
magnification, respectively. It can be seen a 
uniform flower-like three-dimension (3D) 
microstructures with diameters in the range of 3-5 
µm (Fig.2(a)), assembled by several densely 
arranged sword-like ZnO nanorods as “petals” with 
lengths in the range of 400-650 nm (Fig.2(b)); and 
a width in the range of 50-130 nm. 

	
	

	

Fig.2. SEM images of synthesized ZnO nanostructures, 
(a) Low magnification, and (b) high magnification 
images of ZnO with flower-like morphology 

Growth mechanism 

Previous reports indicated that the formation 
process of ZnO nanostructures in alkali 
medium, the size, dimension and morphology 
of the final products were affected by external 
conditions such as temperature, complexing 
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agent and pH value of the solution during the 
hydrothermal process [26-27]. 

The possible formation mechanism of 
flower-like ZnO is proposed based on the 
investigation results. Firstly, the formation of 
primary ions have been shown in Eqs.(1-3). 
With the increasing of NaOH, the excess OH− 
ions are in favor of the formation of 
[Zn(OH)4]2− ions which further decomposes to 
give ZnO nanoparticles (Eq.4). A part of 
[Zn(OH)4]2− ions will directly transform into 
ZnO nuclei after the concentration above its 
critical solubility under hydrothermal 
conditions (Eq.5) [28]. 

2H O H + OH                         (1) 

Na OH Na + OH                   (2) 

  2
3 32

Zn CH CO O Zn + 2CH COO
  

  (3) 

  22

4
Zn + 4OH Zn OH

          (4) 

  2

24
Zn OH ZnO+ H O 2OH

          (5) 

 
Based on surface energy minimization, the 

ZnO crystallites from zinc hydroxyl nucleate 
are beneficial for lifting the growth rate of ZnO 
nuclei along the c-axis direction and then grow 
into 1D nanorods. When the precursor 
concentration increases, the nucleation of ZnO 
is so rapid that more ZnO nuclei form in the 
initial stage. These nuclei may aggregate 
together due to excess saturation. Each of them 
individually grows along the c-axis into rod-
like crystal, and thus flower-like architectures 
are finally formed [29]. The possible growth 
mechanism has been illustrated in Fig.3.

	

Fig.3. The schematic illustration of the possible growth process for flower-like ZnO nanostuructures 

 

Room temperature photoluminescence studies  

The room temperature photoluminescence 
(PL) spectrum of the as-synthesized ZnO 
nanostructures is shown in Fig.4. It can be seen 
that the PL spectrum is composed of two 
emission bands: a weak emission band in violet 
region (381 nm) and a strong emission band in 
visible region. In general, the UV peak at room 
temperature is attributed to the recombination 
of free excitons [30-32]. The visible emission 
band of flower-like ZnO microstructures is 
ranging from 450 nm to 750 nm. This emission 
is ranging from green to red is quite 
complicated due to the native and dopant-

induced defects in ZnO, which are sensitively 
related to the synthesis procedures [33]. The 
possible intrinsic ‘native’ deep levels in ZnO 
are oxygen vacancy (VO), zinc vacancy (VZn), 
oxygen interstitial (Oi), zinc interstitial (Zni), 
oxygen anti-site (OZn), and zinc anti-site (ZnO). 
The green emission at 540 nm (2.30 eV) are 
attributed to the interstitial oxygen (Oi) [33]. 
The peak at 600 nm (2.07 eV) are possibly 
caused by the monovalent vacancies of zinc 
( +

ZnV  ) and oxygen (
OV ) in ZnO [33-34]. The 

result shown that flower-like ZnO possess a 
high-quality crystal and few oxygen vacancies. 
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Fig.4. Room temperature photoluminescence spectrum 
of the as-synthesized ZnO nanostructures 

CONCLUSIONS 

In summary, flower-like ZnO nanostructures 
have been successfully synthesized by 
hydrothermal method with zinc acetate 
dehydrate (Zn(CH3COO)2•2H2O) and sodium 
hydroxide (NaOH). The as-synthesized ZnO 
nanostructures were characterized by X-ray 
diffraction (XRD), scanning electron 
microscopy (SEM), and room temperature 
photoluminescence (PL) spectra. The results 
indicate that the samples are highly crystalline 
with the wurtzite hexagonal phase. The 
Photoluminescence spectrum (PL) showed that 
the as-synthesized flower-like ZnO showed 
ultraviolet emission (UV) at 381 nm and the 
visible emission band ranging from 450 nm to 
750 nm, respectively. The UV peak at room 
temperature is attributed to the recombination 
of free excitons and the visible emission band 
ranging from green to red is attributed to the 
interstitial oxygen (Oi) and the monovalent 
vacancies, respectively. 

ACKNOWLEDGEMENTS 

This research was financially supported by the 
Fundamental Research Funds for the Central 
Universities (2018MS042) and China Scholarship 
Council (CSC). 

NOMENCLATURE 

XRD - X-ray diffraction; 
SEM - scanning electron microscopy; 
PL – photoluminescence; 

3D - three-dimension; 
UV - ultraviolet emission; 
ZnO - Zinc oxide; 
CVD - chemical-vapor deposition; 
MBE - molecular-beam epitaxy; 
PLD - pulsed-laser deposition; 
Zn(CH3COO)2•2H2O - zinc acetate dehydrate; 
NaOH - sodium hydroxide; 
RT-PL - Room temperature photoluminescence; 
VO - oxygen vacancy; 
VZn - zinc vacancy; 
 Oi - oxygen interstitial; 
Zni - zinc interstitial; 
OZn - oxygen anti-site; 
ZnO - zinc anti-site. 
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This article contains the results of dilatometric analyses carried out on a hypoeutectoid steel with 0.087% C and 0.511% Mn (Si, 

Cr, Ni, Mo, Al, Cu, V and W below 0.1%) in order to determine the temperatures that correspond to critical points in solid-state 
phase transformation, analyses carried out at continuous heating regime with different heating rates (between 1 and 30 C/min). The 
eutectoid transformation (the pearlite dissolution into austenite) was carried out in a temperatures interval, ranging between pearlite 
dissolution start temperature (Ac1) and pearlite dissolution finish temperature (denoted Acfp in this article). Increasing the heating rate 
determined a displacement of the critical points in solid-state phase transformation to higher temperatures; these displacements were 
more significant for the Acfp point, than for the critical points Ac1 and Ac3. Raising of the temperatures of the critical points Acfp and 
Ac3, with the increase of the heating rate led to the decreasing of the temperatures range (Acfp - Ac3), which is important for the dual-
phase steels production technologies. In addition, the authors calculated the temperatures of the critical points Ac1 and Ac3 using 
mathematical models (provided by literature) and determined the differences between the values obtained through dilatometric 
analyzes and and those determined with mathematical models. 

Keywords: critical point, dilatometric analysis, heating rate, dual-phase steel 

INTRODUCTION 

According to the Fe-C equilibrium diagram, a 
hypoeutectoid Fe-C binary alloy has two important 
critical points in solid-state phase transformation: 
the point or temperature Ae1 at which the 
dissolution of the pearlite (P) in austenite () 
occurs, process which represents an eutectoid 
transformation (P  ) and the point or temperature 
Ae3 where the allotropic transformation of 
proeutectoide ferrite () into austenite ends (  
); under equilibrium conditions, the pearlite 
dissolution (the eutectoid transformation, P  ) 
takes place at a constant temperature (at 727 C), 
and the completion of allotropic transformation ( 
 ) occurs at a temperature that decreases 
progressively with the increase in the percentage of 
carbon in the alloys. During the heating and cooling 
cycles of a Fe-C binary alloy a thermal hysteresis 
appears and for this reason, for the same critical 
point, three values correspond, namely: Ac for 
heating, Ar for cooling and Ae for equilibrium 
conditions; it should be emphasised that the Ac and 
Ar values are sensitive to the rates of heating and 
cooling. These critical points in solid-state phase 
transformation can be easily detected by 
dilatometric analysis [1-3]. 

In the case of commercial steels,  that  are  Fe-C  
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alloys and with other chemical elements in 
composition (like alloying elements or impurities), 
the Fe-C equilibrium diagram does not fully apply. 
The alloying elements and impurities in the 
chemical composition of commercial steels change 
the position of critical points (both temperature and 
carbon composition); in addition, unlike in the case 
of the binary system, the pearlite dissolution into 
austenite (eutectoid transformation, P  ) no 
longer occurs at constant temperature, but in a 
temperatures range, namely, between pearlite 
dissolution start temperature (Ac1 critical point) and 
pearlite dissolution finish temperature (denoted Acfp 
in this article). The temperature Acfp indicates the 
beginning of ferrite and austenite coexistence range 
during heating (beginning of the allotropic 
transformation of ferrite into austenite,   ), 
range that stretches up to the temperature of the Ac3 
point, the determination of this range of coexistence 
of the ferrite and austenite (Acfp - Ac3) being of 
great importance for the technologies of 
manufacturing dual-phase steels [1-5]. These steels 
are alloys with a low carbon content, which have a 
structure consisting of a soft and ductile ferrite 
matrix in which are homogeneously dispersed, 
martensite (10 to 35 %) and a small amount of 
residual austenite (1 to 2 %). For dual-phase steels 
the stress-strain curve is continuous, without yield; 
they have a low yield strength and a high tensile 
strength (Rp0,2Rm ratio is about 0.5), and to small 
stresses their work hardening is very fast. The dual-
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phase steels products worldwide have, generally, a 
percentage of carbon less than 0.12 %, a content of 
manganese between 1.0 % and 3.5 %, whereas 
elements such as V, Cr, Mo and, Nb, are to be 
found in chemical composition in proportions 
situated below 1%; in the last few years there have 
been carried out studies on steels in which the 
content of manganese is even less than 1 % (0.5  1 
% Mn) [6-10]. The main technology of producing 
these steels consists of quenching at temperatures in 
the intercritical range ( + ); the structure 
obtained, for a given chemical composition, is the 
result of combined action of heating temperature 
and the cooling rate, the influence of these two 
technical parameters on the structure of the material 
being directly reflected on its properties. The 
mechanical properties of a dual-phase steel are 
fundamentally influenced by the volume fraction of 
martensite in the structure, by the morphology and 
the distribution of this phase, structural 
characteristics which, in their turn, are affected, 
particularly, by the heating temperature in the range 
( + ). For this reason, the heating temperature 
represents an essential technological parameter in 
the process of making such a steel, determining the 
volume fraction of austenite and finally, after 
cooling, the volume fraction of martensite formed 
into an alloy with a certain chemical composition 
[6-9]. Therefore, for designing and developing a 
dual-phase steel production technology, it is 
necessary to know the temperatures of the critical 
points Ac1, Acfp and Ac3. A quick and convenient 
method for determining the temperatures of critical 
points in solid-state phase transformation when 
heating a steel lies in the use of mathematical 
models that take into account the chemical 
composition (equations obtained by statistical 
processing of experimental results), but these 
equations can generate severe errors [1, 2, 11]. A 
high precision in finding these temperatures is 
obtained by dilatometric analysis; modern 
dilatometers, conected to computerised systems, 
collect the signals of change in the length of a 
specimen as a function of temperature, plot a 
dilatometric curve, calculate and generate its 
corresponding derivative and allow the 
identification of both the critical points Ac1 and Ac3, 
as well as the pearlite dissolution finish temperature 
(the Acfp point) and therefore, the determination of 
the temperatures range (Acfp - Ac3) [2, 5, 12, 13]. 

This article describes some of the researches 
carried out at "Stefan cel Mare" University of 
Suceava, Romania, for obtaining and 

characterization of dual-phase steels with low 
manganese content (below 1% Mn). The results of 
the dilatometric analyses performed on specimens 
made of a commercial steel, used in industry, 
mainly, for electrodes and welding wires, are 
presented. As a result of these researches, the 
temperatures of the critical points in solid-state 
phase transformation were identified, the influence 
of the heating rate on these temperatures was 
established and a comparison was made between 
the values determined by dilatometric analyses and 
those obtained using mathematical models. 

EXPERIMENTAL DETAILS 

The chemical composition of the investigated 
steel was determined with a FOUNDRY-MASTER 
Xpert spectrometer (Oxford Instruments Analytical 
GmbH, Germania), and led to the next values 
(weight %): Fe, 0.087 C, 0.511 Mn, 0.091 Si, 
0.0036 P, 0.0039 S, 0.029 Cr, 0.005 Mo, 0.049 Ni, 
0.003 Al, 0.082 Cu, 0.003 V, 0.003 W; the initial 
structure was ferrite-pearlite, consisting of 85.30% 
ferrite and 14.70% pearlite. 

The dilatometric analyses were performed with 
a DIL 402 Expedis-SUPREME Dilatometer 
(NETZSCH Gerätebau GmbH, Germany), on 
cylindrical specimens with a diameter of 5 mm and 
a length of 25 mm, continuous heated in (30 ÷ 980) 
C temperature range, in nitrogen atmosphere (100 
ml/min N2), with a load at the specimen of 200 mN 
and with the following heating rates: 1, 3, 5, 10 and 
30 C/min. Three dilatometric analyses were 
performed for each heating rate (three specimens 
for each heating rate); finally, the signals provided 
by the dilatometer were processed with NETZSCH 
Proteus® Software 7.1.0. 

RESULTS AND DISCUSSION 

During austenite formation, the local changes in 
the crystal structure conducted to a macroscopic 
volume contraction of the specimen; these changes 
can be detected and quantified by dilatometric 
analysis. The volume contraction has two main 
contributions: I) the difference in specific volume 
between the phases involved in the transformation 
(austenite, ferrite and cementite) and II) the 
variation of the austenite specific volume due to the 
carbon enrichment or depletion [3, 14]. Thus, at 
continuous heating of a hypoeutectoid Fe-C binary 
alloy, the critical points Ac1 and Ac3 appear on a 
dilatometric curve which plots the variation of the 
relative length of a specimen on temperature, ΔL/Lo 

159 



C. Dulucheanu et al.: Critical points in solid-state phase transformation of a steel with 0.087% C and 0.511% Mn, 
determined through dilatometric analyses 

 

  

= f (T), and the two critical points can be 
determined from changes in the slope of the 
dilatometric curve (Fig.1). The critical point Ac1 is 
defined as the temperature at which the linear 
thermal expansion ( graphically represented by 
the ∆L/L0=f(T) function) has the first deviation 
from linearity; this behaviour is caused by the 
volume contraction associated with the austenite 
formation, which first compensates, and then 
reverses the normal expansion of the specimen due 
to the increase in temperature. The location of the 
point at which the deviation occurs is obtained by 
extrapolating the linear portion of the dilatometric 
curve. The critical point Ac3 is defined as the 
temperature at which the thermal expansion begins 
again to depends linearly on temperature; likewise, 
this point is determinated by extrapolating the 
linear portion of the dilatometric curve after 
transformation [2-5, 14]. 

 
Fig.1. Schematical variation of the relative change of 

length as a function of temperature during continuous 
heating of a hypoeutectoid Fe-C binary alloy specimen 
[4] 

The signals of change in the length of the steel 
specimens characerised by 0.087% C and 0.511% 
Mn, depending on the temperature, collected during 
dilatometric analyses with the computerised systems 
of the DIL 402 Expedis-SUPREME Dilatometer, 
have led to the plotting of the dilatometric curves, 
as well as to the calculation and graphic 
representation of their first derivative. Fig.2 shows 
the dilatometric curve and its corresponding 
derivative, for a heating rate of 3 C/min. 

Normally, no difference between the pearlite 
dissolution process (P  ) and the allotropic 
transformation of ferrite into austenite (  ) is 
detected on the continuous heating dilatometric 
curve obtained for a hypoeutectoid Fe-C binary 
alloy (Fig.1). However, all the dilatometric curves 

drawn for the investigated steel (regardless of the 
heating rate), present an unusual anomaly at the 
onset of the austenitization; this obvious anomaly, 
highlighted by other researchers as well [2-5, 12- 

 
Fig.2. The dilatometric curve (continuous line) and its 

corresponding derivative, for the heating rate of 3 C/min 

15], is a contraction associated to the pearlite 
dissolution (Fig.2). The possibility to be able to 
precisely highlight the two processes that take place 
when heating a hypoeutectoid steel (the pearlite 
dissolution into austenite and the allotropic 
transformation of ferrite into austenite) by means of 
high resolution dilatometry permits the 
determination of the Acfp temperature (the pearlite 
dissolution finish temperature) as well. Acfp is the 
temperature at which the first contraction on the 
dilatometric curve, due to the pearlite dissolution 
into austenite (P  ), finishes; it is also a 
transition temperature between the two 
transformations, (P  ) and (  ) [2, 5, 12-15]. 
This point is less obvious on the dilatometric curve, 
∆L/Lo = f(T), but easier to determine from the first 
derivative curve, d(ΔL/Lo)/dT = f(T). Thus, first 
derivative curve shows two peaks which indicate 
the contraction caused by (P  ) and (  ) 
transformations (Fig.2, dashed line); the critical 
temperatures Ac1 and Ac3 were chosen as points of 
decrease of first derivative curve below the 
minimum value found in the section where the 
derivative is approximately constant, whereas the 
pearlite dissolution finish temperature, Acfp, was 
chosen at the point where the sloping-up part of the 
first derivative curve starts to bend to the right [2, 
12, 13, 16, 17]. Immediately after finishing pearlite 
dissolution (P  ), the allotropic transformation of 
ferrite in austenite (  ) begins, transformation 
which determine also a decrease in the specific 
volume (a contraction); after achieving a minimum 
in the changing of the relative length of the 
specimen, on the dilatometric curves, at a 
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temperature noted TSC in Fig.2, there is a small 
contraction which is better highlighted on the first 
derivative curves, which have a small peak at TSC 
temperature. This modification of the volume is 
difficult to explain; perhaps, the phenomenon was 
caused, either through the formation (almost 
instantaneously) of austenite from a ferrite that 
remains untransformed in structure [3, 15], either 
through a diffusion of carbon from rich-carbon 
austenite (formed of pearlite) in the less-carbon 
austenite (formed of ferrite) [17]. Tab.1 shows, 
depending on the heating rate, the temperatures of 
the critical points in solid-state phase 
transformation of a steel with 0.087% C and 
0.511% Mn. Results were obtained through 
processing with NETZSCH Proteus® Software 
7.1.0. the signals of change in the length of the 
specimens provided by the dilatometer, during the 
tests. 

Table 1. Results of the dilatometric analyses 

Heating 
rate  

Ac1 Acfp Ac3 (Acfp - Ac3)

C/min C C C C 
1  723.40 764.70 898.90 134,20 
3 724.00 765.60 899.40 133,80 
5 724.90 767.30 901.10 133,80 

10 727.60 770.50 904.20 133,70 
30 737.30 784.20 908.50 124,30 

Data in Tab.1 demonstrate that when increasing 
the heating rate, the critical points in solid-state 
phase transformation (Ac1, Acfp and Ac3) are moving 
toward higher temperatures (Fig.3). At low heating 
rates (1 C/min and 3 C/min) the differences 
between temperatures of the same critical points are 
very low, less than 1 C (0.60 C for Ac1, 0.90 C for 
Acfp and 0.50 C for Ac3). Raising the heating rate 
has led to an increase in these differences between 
the temperatures of the critical points; for example, 
between the temperatures obtained at heating rates 
of 10 C/min and 30 C/min, the differences were 
9.70 C for Ac1, 13.70 C for Acfp and 4.30 C for 
Ac3. Increasing the heating rate from 1 to 30 C/min 
determined a displacement with 19.50 C, of the 
critical point Acfp toward higher temperatures (from 
764.70 to 784.20 C); the displacement of critical 
points Ac1, and especially the Ac3 is smaller, that is 
with 13.90 C for Ac1 (from 723.40 C to 737,30 C) 
and with 9.60 C for Ac3 (from 898.90 C to 908.50 
C). The displacements of the critical points in 
solid-state phase transformation with the increase 
of the heating rate led to the decreasing of the 
temperatures range (Acfp - Ac3), Tab.1. Raising the 

heating rate from 1 to 10 C/min caused an 
insignificant decrease, of less than 1 C (from 
134.20 C for 1 C/min, to 133.80 C for 3 C/min 
and 5 C/min and at 133.7 C for 10 C/min). 
However, increasing heating rate from 10 to 30 
C/min led to a decrease with 9.40 C of the 
temperatures range (Acfp - Ac3), from 133.70 to 
124.30 C; between the values obtained for this 
temperature range at heating speeds of 1 and 30 
C/min, the difference is 9.90 C (from 134,20 to 
124,30 C). 

 

Fig.3. The influence of the heating rate on the 
temperatures of the critical points 

Over the years, many researchers have 
developed mathematical models, that could 
estimate, through statistical processing of 
experimental results, depending on the chemical 
composition (in mass percent), the temperatures of 
the critical points in solid-state phase 
transformation; some of these mathematical models 
(equations) are listed below (in chronological 
order): 

 
- R.A. Grange (1961) [1, 11] 

NiCrSiMnAe  2642402513331         (1) 

NiCrSiMnCAe  323802532315703 (2) 

(Ae1 - lower equilibrium temperature between 
ferrite and austenite, F; Ae3 - upper equilibrium 
temperature between ferrite and austenite, F); 

- K.W. Andrews (1965) [1, 11] 
 

AsCr.

Mn.W.Si.Ni.Ae




290916

7103861299167231 (3) 

TiAsAlP

CuCrMnW.V

Mo.Ni.Si.CAe






400120400700

201130113104

5312157442039103

(4) 
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(Ae1 - lower equilibrium temperature between 
ferrite and austenite, C; Ae3 - upper equilibrium 
temperature between ferrite and austenite, C); 

- G.T. Eldis (1978) [1, 11] 

Mo.

Cr.Si.Ni.Mn.Ae




89

9111201198177121 (5) 

Si.Ni.C.Ae  75121442548713                (6) 

(Ae1 - lower equilibrium temperature between 
ferrite and austenite, C; Ae3 - upper equilibrium 
temperature between ferrite and austenite, C); 

- H.P. Hougardy (1984) [1, 11] 

Ni

MoCrSiMnCAc




13

131427227391  (7) 

VNi

MoCrSiMnCAc




5520

13519112559023   (8) 

(Ac1 - lower temperature of the ferrite-austenite 
field during heating, C; Ac3 - upper temperature of 
the ferrite-austenite field during heating, C); 

- O.G. Kasatkin, B.B. Vinokur (1984) [1, 9, 11] 

2

222

1

28

46.046.384.08.30

4.278.077.66

28.55.159.57

1.3145.11830

29718.37.211.5095.8

2.441.187.3708.7723

V

NiMoCrVMo

VCNiCrNiSiNiMn

NiCMoMnMoC

CrSiSiMnSiCN

SWAlVNi

MoCrSiMnAc













(9) 

222

2222

3

260241909

3220866462174

54084618

31732448

415332216

900485276332575

56472190295732

356327427370912

V.Ni.Mo.

Cr.Si.Mn.C

VMo.NiMn.NiSi.

MoSi.CrSi.NiC

CrC.SiC.MnC.

BNPSW.

Nb.AlTiV.Ni.

Cr.Si.Mn.CAc













(10) 

(Ac1 - lower temperature of the ferrite-austenite 
field during heating, C; Ac3 - upper temperature of 
the ferrite-austenite field during heating, C; These 
equations are valid within these composition limits: 
C ≤ 0.83%, Mn ≤ 2.0%, Si ≤ 1.0%; Cr ≤ 2.0%, Mo 
≤ 1.0%, Ni ≤ 3.0%, V ≤ 0.5%, W ≤ 1.0%, Ti ≤ 
0.15%, Al ≤ 0.2%, Cu ≤ 1.0%, Nb ≤ 0.20%, P ≤ 
0.040%, S ≤ 0.040%, N ≤ 0.025%, B ≤ 0.010%); 

- J. Trzaska, L.A. Dobrzański (2007) [1, 11] 

CuVMo.Ni

Cr.Si.Mn.C.Ac




2854615

711218868227391 (11) 

CuV.Mo.

NiSiMnC..Ac




20841621

143417522439373  (12) 

(Ac1 - lower temperature of the ferrite-austenite 
field during heating, C; Ac3 - upper temperature of 
the ferrite-austenite field during heating, C). 

Tab.2 gives the temperatures of  critical points 
of the steel with 0,087% C and 0,511% Mn, 
obtained using the equations mentioned above. 

Table 2. The temperatures of critical points calculated 
with mathematical models 

Mathematical models Critical points 

R.A. Grange 
Eq.(1) și (2) 

Ae1 =  
1323.80 F 

or 
717.70 C 

Ae3 =  
1534.70 F

or 
834.80 C

K.W. Andrews 
Eq.(3) și (4) 

Ae1 =  
719.90 C 

Ae3 =  
836.90 C

G.T. Eldis 
Eq.(5) și (6) 

Ae1 =  
704.20 C 

Ae3 =  
800.00 C

H.P. Hougardy 
Eq.(7) și (8) 

Ac1 =  
733.50 C 

Ac3 =  
875.00 C

O.G. Kasatkin, B.B. Vinokur 
Eq.(9) și (10) 

Ac1 =  
724.40 C 

Ac3 =  
877.70 C

J. Trzaska, L.A. Dobrzański 
Eq.(11) și (12) 

Ac1 =  
732.50 C 

Ac3 =  
863.40 C

 

 
Fig.4. Temperatures of critical point Ac1 (Ae1) 

determined through dilatometric analyses and with 
mathematical models 

The results presented in Tabs.1, 2 show that: 
- between the temperatures of critical points 

determined through dilatometric analyses and those 
calculated with mathematical models are 
differences between 0.40 and 33.10 C for the 
critical point Ac1 (Ae1) and between 21.20 and 
108.50 C for the critical point Ac3 (Ae3), Fig.4, 5; 

- the lowest errors were generated, for the 
Ac1critical point, by equations of O.G. Kasatkin, 
B.B. Vinokur (between 0.40 and 12.90 C), H.P. 
Hougardy (between 3.80 and 10.10 C) and J. 
Trzaska, L.A. Dobrzański (between 4.80 and 9.10 
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C), and for the Ac3 critical point, by equations of 
O.G. Kasatkin, B.B. Vinokur, (between 21.20 and 
30.80 C) and H.P. Hougardy (between 23.90 and 
33.50 C); 

 

 
Fig.5. Temperatures of critical point Ac3 (Ae3) 

determined through dilatometric analyses and with 
mathematical models  

- the biggest differences were obtained using the 
mathematical model developed by G.T. Eldis 
(between 19.20 and 33.10 C for the Ac1 critical 
point and between 98.90 and 108.50 C for the Ac3 
critical point); 

- unlike the high resolution dilatometry, the 
mathematical models do not allow the calculation 
of the pearlite dissolution finish temperature (Acfp) 
and hence, the determination of the temperatures 
range (Acfp - Ac3). 

CONCLUSIONS 

The pearlite dissolution into austenite (eutectoid 
transformation) was carried out in a temperature 
interval ranging between pearlite dissolution start 
temperature (critical point Ac1) and pearlite 
dissolution finish temperature (denoted Acfp in this 
article). 

The temperatures of the critical points in solid-
state phase transformation were influenced by the 
heating rate, its increase leading to the 
displacement of critical points to higher 
temperatures; raising the heating rate caused a more 
significant displacement for the Acfp point, than for 
the critical points Ac1 and Ac3.  

The displacements of the critical points Acfp and 
Ac3, with the increase of the heating rate, led to the 
decreasing, up to 9.90 C, of the temperatures range 
(Acfp - Ac3), range which is important for the dual-
phase steels production technologies. 

The temperatures of the critical points when 
heating a steel can be determined using 
mathematical models that take into account the 
chemical composition; these equations can generate 
errors and, moreover, do not allow the calculation 

of the pearlite dissolution finish temperature (Acfp) 
and, consequently, neither the determination of the 
temperatures range (Acfp - Ac3). 

 For the steel with 0.087% C and 0.511% Mn, 
between the temperatures of critical points 
determined through dilatometric analyses and those 
calculated with mathematical models, depending on 
the heating rate applied to the specimens during the 
dilatometric analyses and the mathematical model 
used, were obtained differences between 0.40 and 
33.10 C for the critical point Ac1 and between 
21.20 and 108.50 C for the critical point Ac3. 
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NOMENCLATURE 

Ae1 - pearlite dissolution temperature (lower 
equilibrium temperature between ferrite and 
austenite), C; 

Ae3 - ferrite to austenite transformation finish 
temperature (upper equilibrium temperature 
between ferrite and austenite), C; 

Ac1 - pearlite dissolution start temperature 
(lower temperature of the ferrite-austenite field 
during heating), C; 

Ac3 - ferrite to austenite transformation finish 
temperature (upper temperature of the ferrite-
austenite field during heating), C; 

Acfp - pearlite dissolution finish temperature 
(ferrite to austenite transformation start 
temperature), C; 

TSC - small contraction temperature, C; 
 - proeutectoide ferrite; 
 - austenite; 
P - pearlite. 
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Polyolefins recycling is a desideratum, imposed by the actual environmental protection regulations that take into consideration the 

very high amounts of polyolefin utilization, their non-biodegradability and the rapidly diminishing of the fossil energetic resources. 
Calorimetric studies, performed on fractions obtained from municipal polymeric waste, from Brasov, Romania, separated by flotation, 
evidenced that their calorific power is comparable with that of fossil combustibles, meaning that polymeric waste could be incinerated 
for energy recovery. However, polymers incineration generates environmental concerns, especially for air pollution, remaining one of 
the last choices in polyolefins recycling. Thermal re-processing of polymeric fractions, by melt-mixing and thermoforming implies 
thermo-degradation processes that could influence the calorific power of re-used polymers. This paper aims to compare the calorific 
power of polymeric fractions separated from municipal polymeric waste with that of the re-processed polymers, obtained from the 
former fractions, by melt-mixing and thermoforming. A critical analysis of the efficiency of polymers recycling versus incineration, in 
different life cycles, is presented. 

Keywords: polyolefin, waste, recycling, calorific power, melt-mixing, thermoforming 

INTRODUCTION 

Finding of new sources of energy, reducing of 
energy consumption and energy recovery are some 
of the most important issues of nowadays society 
due to the exponentially increase of the energy need.  

Plastics are well-known as energy efficient 
materials considering their whole life-cycle, due to 
their easiness to be transported, installed and 
maintained, their high versatility and cost-
effectiveness. For example, when comparing with 
traditional building and construction materials, 
plastics require 85% less energy to manufacture, 
generate 95% less CO2 and use minimal water during 
production process [1]. However, most of plastics 
generate, at their end of life cycle, non-
biodegradable waste that may have a serious impact 
on the environment and health. New strategies in the 
EU countries concerning the plastic products design, 
their use and recycling have been adopted on the 16th 
of January, 2018, in Brussels [2]. The use of plastics 
in circular economy imposes well controlled 
collection, separation and washing processes [3]. 

Often, the complexity of the plastic waste 
composition, due to their  contamination  during the  
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use, associated with current low prices of raw 
materials renders recycling un-economic compared 
with landfilling [1]. In this context, trying to avoid 
environmental concerns, the options are: the increase 
of the plastic biodegradability [1] and energy 
recovery by pyrolysis [4] or incineration. 

One of our former studies showed that fractions 
separated from Municipal Solid Waste (MSW) from 
Brasov County, Romania, in 2010, showed a high 
calorific power that recommend them for recycling 
by incineration with energy recovery [5-7]. The 
higher the polyolefin content, the higher the calorific 
power of the waste is, the last one being comparable 
with that of the superior coal. 

Other studies showed that the re-processing of 
these fractions by melt-mixing and thermoforming, 
allows obtaining secondary materials with 
acceptable mechanical and antimicrobial properties 
[8-10].  

It is well-known that the thermal treatment of 
polymers as well as their exposure to the ambient 
conditions (temperature, light, moisture variations) 
lead to their properties alteration, due to oxidative 
processes, chain breaking, crosslinking, additives 
release, phase separation [11]. 

The aim of the present study is to determine the 
calorific power of the secondary materials obtained 

 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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from the separated fractions coming from MSW 
from Brasov in 2010 and processed in the same year 
by melt-mixing and thermoforming. The influence 
of the thermal processing and time (assimilated with 
a second life cycle) on the calorific power of 
secondary polymers will be discussed in comparison 
with that of the polymers obtained at the end of the 
first life cycle. A critical analysis of the efficiency of 
polymers recycling versus incineration, in different 
life cycles, is presented. 

MATERIALS 

Polymeric waste coming from MSW collected in 
2010 from Brasov County, Romania, has been 
separated by flotation in alcohol and alcohol-water 
solutions, based on density differences, in 13 
fractions, described in papers [12-13].  

 

 
    

 
    

 

 
 

 

Fig.1. Composition of the fractions under present study, 
separated from polymeric municipal solid waste (MSW) 
from Brasov county, Romania in 2010 [12] 

The composition of each fraction has been 
determined by correlating the mass-fraction obtained 
by FT-IR spectroscopy with the image analysis made 
by CIELab method [11-12].  

Then, different fractions containing similar 
polymers have been mixed again and coded: W1-2; 
W3-6; W7-13 and respectively W1-13, where W 
means waste and the attached number represents the 
code of mixed density fractions. These narrow 
fractions were cooled up to -5°C, grinded up to 0.5-
1 mm flakes dimensions, by using a centrifugal mill 
ZM200, melt-mixed by using a Brabender mixer 
with co-rotating twin screw extruder that allows the 
setting of the temperature, the mixing speed (60 rpm) 
and the duration of the mixing (10 minutes). The 
mixing temperature has been chosen as 10°C higher 
than the melting temperature of the dominating 
polymer in the fraction: for fractions with major 
polyolefin content (PE and PP) the work temperature 
has been set at 180°C and for fractions containing 
other polymers than polyolefin, the work 
temperature has been set at 220°C. The obtained 
melt mix has been cooled, cut and pressed in a 
Carver hydraulic press to obtain homogeneous 
sheets, without air bubbles, having the following 
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dimensions: L x l x h: 150 x 150 x 1 mm. These 
samples have been submitted to different analyses to 
evaluate the opportunity of mechanical polymers 
recycling.  

The composition of the recycled fractions is 
presented in Fig.1. 

The samples have been kept in laboratory 
conditions for 7 years. Major properties alteration 
has been noted. The mechanical properties 
dramatically decreased and the initial bacteriostatic 
character disappeared (unpublished own results). 
Considering the storage period as a second life cycle, 
once the material properties decreased making it un-
usable for a new life-cycle, another alternative of 
recycling could be incineration with energy 
recovery. In this context, the samples were submitted 
to calorimetric analysis. 

METHODS 

The obtained waste samples were weighed using 
the 0.1 mg precision analytical balance (Kern & 
Sohn ABJ 220-4M). Each weight of the sample was 
about 1.1 to 1.3 grams to obtain an acceptable 
temperature increase in calorimeter of 2.0 to 4.0°C 
for heat value measurements according to standards 
[14]. The bath temperature was monitored and 
recorded during the combustion process in a XRY-
1C oxygen bomb calorimeter device with data 
acquisition software (XRY-1C Oxygen Burner 
Calorimeter, Shanghai Luheng Instrument Co.). 
Before determination of the heat of combustion, the 
calorimeter was calibrated using a standardized 
benzoic acid sample (Parr Instruments Co.). The 
thermal capacity of the calorimeter was about 12762 
J/K. Following the standard procedure [14], the each 
weighed sample was placed inside the oxygen bomb. 
On the bottom of the bomb was added 1 ml of 
deionized water to investigate acid formation. The 
fuse wire was connected to the electrodes in the 
vessel and was brought into contact with the sample. 
The bomb was then assembled, sealed and the air 
content was removed, by twice pressurizing to 0.5 
MPa with pure oxygen. Prior to determination, it is 
pressurized again with pure oxygen at 3.0 MPa. The 
increase of bath water temperature was measured by 
using a precision sensor with a temperature 
resolution of 1.0 mK. The temperature was recorded, 
during the test, by the data acquisition system at 
every 30 seconds. 

RESULTS AND DISCUSSIONS 

The samples obtained by melt-mixing and 
thermoforming of fractions coming from separation 

of polymeric MSW, collected from Brasov county, 
Romania, were firstly visually compared, after 7 
years of storage in the laboratory conditions, with the 
same samples evaluated immediately after 
preparation. The first observation was that they 
loosed their mechanical resistance, becoming very 
brittle. The W3-6 initial samples showed a good 
mechanical resistance, close to that of the virgin PE 
[15], allowing their application in similar ranges. 
After 7 years, the samples brittleness makes these 
materials unusable. Possible ageing processes 
(oxidation, crosslinking, phase separation) occurred. 

In the present study, the heat of combustion was 
determined for the mentioned samples (2010 
samples and 2017 samples) and its value was 
compared with that obtained for the separated 
fractions at the end of their first life cycle.  

28000 32000 36000 40000 44000
0

20

40

60

80

100
P

o
ly

m
e

r 
(%

)

Q
in
 (J/g)

 PE
 PP
 PET
 PS
 PVC

a. 

 

32000 36000 40000 44000
0

20

40

60

80

100

P
o

ly
m

er
 (

%
)

Q
fin

 (J/g)

 PE
 PP
 PET
 PS
 PVC

 

b. 

Fig.2. Influence of the composition of the polymeric 
fractions from MSW on their heat of combustion: (a) 
initially separated fractions; (b) recycled materials by 
melt mixing and thermoforming  
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The differences between the obtained heat of 

combustion values for the two series of samples will 
allow us to conclude on the dominating chemical or 
physical processes that occurred in the tested 
materials during their thermal treatment and storage 
for 7 years. Also, these values will give an image on 
the heat of combustion alteration during a second life 
cycle of polymeric materials under study, answering 
to the question: is it better to mechanically recycling 
polymeric wastes or to incinerate them at the end of 
the first life cycle? 

Calorimetric data obtained for both series of 
samples (initially separated ones and that recycled 
by melt mixing, thermoforming and kept in the 
laboratory conditions for 7 years) were compared 
and graphically represented as function of fractions 
composition, aiming to evidence the individual 
influence of each polymer on the energy content of 
the obtained materials. 

Negative influence on the fractions’ heat of 
combustion was recorded for PET, PVC and PS. 
Higher the PET, PVC and PS content in the polymer 
fractions, lower the heat of combustion is. This could 
be explained by the lower Q value of PET (21600 J/g 
[17], and of PVC (18000-19000 J/g [16]), and by the 
low PS content in the MSW fractions, up to 20.7 % 
in W7-13. PS has a high Q value (41600 J/g) [17], 
but its low percent in the fractions has the 
dominating influence on their heat of combustion, as 
it can be seen in Fig. 2. 

Similar behaviour is revealed in case of recycled 
fractions by melt mixing, thermoforming and then, 
stored for 7 years (Fig.2 b). The only differences are: 
(1) the lower Q values obtained for fraction having 
higher polyolefin content by comparing to that of 
fresh separated fractions. This behaviour is normal, 
taking into account the degradation processes 
occurring during thermal treatment and storage. 
Intermediate oxidized compounds have generally 
lower combustion heat than that of un-oxidized 
compounds. (2) Higher Q values were obtained for 
fractions with higher content of PET, PVC and PS 
by comparing to the same fresh separated fractions. 
This fact could be explained by PVC degradation 
during the thermal treatment and storage, releasing 
HCl. This led to the unsaturated polymeric chains 
formation. The last ones have higher heat of 
combustion by comparing to the chlorinated 
compounds. Also, they could react with thermal 
degradation compounds coming from PET, PS, PA 
and contaminants leading to compounds with higher 
heat of combustion.  
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Fig.3. Comparison between the heat of combustion of 
fractions at the end of first life cycle and at the end of the 
second life cycle: (a) influence of PO-s content; (b) 
influence of PET content; (c) influence of PS content; (d) 
influence of PVC content 

From Fig.3 it could be observed also that fresh 
separated fractions have higher heat of combustion 
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for higher content of PO-s; the recycled fractions by 
melt mixing, thermoforming and after storage 
evidenced lower heat of combustion for fractions 
with higher PO-s content. For fractions having lower 
content of PO-s (<45%) the Q-values for recycled 
fractions increased by comparing to fresh separated 
fractions (Fig.3.a). 

Fig.3.b, 3.c and Fig.3.d show that the increase of 
the PET, PVC and PS content determines the Q- 
values decrease in both series of samples, but an 
increase of the Q-values by comparing the fractions 
at the end of the second life cycle with the fresh 
separated ones could be noted for mixtures 
containing higher PET content than 22% and higher 
content of PS than 13% and higher PVC content than 
17%. 

Variations of Qfin by comparing to Qin are 
presented in Fig.4. 
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Fig.4. Quantification of abatements of Qfin from Qin as 

a function of fractions composition 

Higher percent of PO-s in fractions increases the 
mixture instability (PO-s oxidation) and as 
consequence, decreases the Qfin values and increases 
the differences (Qin-Qfin) up to 6%.  

On contrary, the presence of PET, PVC and PS in 
the mixture, increases the density of the fractions, 
favoring a better retaining of the degradation 
products, increasing the Qfin values and making the 
above mentioned differences negative, up to 15%.  

This mechanism is consistent with the ash 
content measured after samples combustion. Fig.5. 
shows that the ash content is zero for samples with 
very high PO-s content while the increase of the 
PET, PVC and PS determines the increase of the 
residue. Decreasing PE and PP content will lead to 
the increase of the ash content. The obtained results 
are partially consistent with that reported by [18]. 
Based on the proximate and ultimate analysis results 

and heat of combustion values, Zhou H and al. 
classified plastics from MSW in three clusters: (1) 
PE, PP and PS; (2) PVC and (3) PET, each 
containing polymers with similar properties.  
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Fig.5. Variation of the ash content obtained after 

incineration of the polymeric fractions at the end of their 
second life cycle  

1) PE, PP and PS have C+H content nearly 100%, 
O, N, S, Cl content almost zero, and they are 
completely volatile plastics, forming no char. Their 
heat of combustion is high, decreasing in the 
decreasing sequence: PP>PE>PS. [18-19]. 

2) The second cluster refers to PVC that contains 
Cl in the range of 50-60% and as consequence the C 
and H content diminished to 38-42% C and 4-6% H, 
variable content of ash, probably due to additives, up 
to 15%, volatiles are in the range of 71-95% and 
fixed carbon between 4% to 21%. Its heat of 
combustion is approximately half from that of PP, 
PE and PS, respectively. 

3) The third cluster contains PET. It has 
approximately 62% C, up to 5% H and a high content 
of O approximately 33%. Volatiles are around 90-
94%, ash very low, 0.09-0.31% and fixed carbon is 
5.6-9.45%. The heat of combustion is low, around 
half from that of the first cluster and close to PVC. 

Based on our results, both PVC and PS seems to 
behave similar to PET, decreasing the fraction’s heat 
of combustion and increasing the ash content, while 
PE and PP, decrease the ash content and positively 
contribute to the fraction’s heat of combustion. 

Negative contribution of PS, PVC and PET 
content to the heat of combustion of fractions 
containing them, could be explained by the 
simultaneous decrease of the PO-s content of those 
fractions. 

In spite of their very low ash content as individual 
polymers, PS and PET contribute to the increase of 
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the ash content of waste fractions. This behavior 
could be explained by PS and PET higher melting 
temperature (240ºC for PS and 212-265ºC for PET) 
when comparing them with PO-s. This characteristic 
draws near PS to PET, excluding it from the cluster 
(1), including PE and PP, proposed by using other 
criteria. PE and PP have lower melting temperature 
(HDPE: 120-135°C; LDPE: 70-100°C and PP: 130-
171°C). This aspect possibly determines the 
including of PO-s and PVC intermediate combustion 
products or fillers into a sticky mass of melted PS 
and PET, finally affecting the waste fractions’ 
combustion mechanism and consequently, the ash 
content.  

 Probably, this is the cause for that many 
researchers reported a higher content of ash for 
polymeric waste fractions, by comparing to 
individual polymer ones. For example, analysis of 
MSW in Piyungan Landfill, Yogyakarta, Indonesia, 
led to an ash content of plastic fraction of about 10%, 
while elemental analysis shows a high percent of O, 
meaning a possibly high percent of PET [20]. Also, 
analysis of the organic fraction of MSW collected 
from Hyderabad city of Pakistan, contained a plastic 
fraction with a high percent of O that generates 
approximately 5% of ash [21].  

Proximate analysis of municipal solid waste in 
Ado–Ekiti, Ekiti State, Nigeria, shows for polymeric 
fraction, an ash content about 12% [22]. 

Pedersen et al. [19] reported a significantly 
different behavior of PET by comparing to PE and 
PP, when they were burnt in an electrically heated 
rotary drum furnace. Almost immediately after the 
injection, the PET pellets stuck to the drum wall, 
where they stayed during the devolatilization and 
char combustion. Van Der Geld et al. evidenced also 
important differences in combustion regression rate 
of PS and PE [23]. 

CONCLUSIONS 

All the obtained results led to the following 
conclusions: 

Chemical structure alteration of the polymers, 
during their second life cycle, is not very high. More 
important that degradation of individual polymers in 
the recycling process is the polymers separation 
effectiveness. This one seems to be the dominating 
influence both on the energy content and on 
mechanical properties of the recycled material. The 
last ones are mainly due to the polymers’ 
incompatibility and as result to phase separation. 
Calorimetric measurements reveal that chemical 
degradation during polymeric waste reprocessing by 

melt mixing and thermoforming is minor, fact that 
allows multiple recycling of PO-s. After that, when 
mechanical properties will no more attain the 
requested values for specific application, due to the 
chain scission, oxidation, or contamination, the 
recycling by incineration could be applied, due to 
very low decrease of combustion heat during the 
reprocessing and new life cycles.  

Keeping with the actual classification of 
polymers in wastes, based on proximate and ultimate 
analysis, our results found similar behaviour for PE 
and PP (class 1) and PET (class 3) in the complex 
fraction mixtures. PS, initially included in class 1, 
behaves different from PE and PP, being closer to 
PET (which is closer as melting temperature): 
negatively influencing the fractions Q-values and 
participating to the increase of the ash content. 
Incineration of the complex mixture of polymers has 
to take into consideration the reciprocal influence of 
the mixture components types and concentration as 
well as of their Tg and Tm values on the burning 
mechanism. 

NOMENCLATURE 

Q-values - Heat of combustion, J/g; 
Qin - Heat of combustion of freshly separated 

fractions, J/g; 
Qfin - Heat of combustion of fractions, after 

processing, J/g; 
Tg - glass transition temperature, °C; 
Tm - melting temperature, °C. 

Аbbreviations 

HDPE - High density polyethylene 
LDPE - Low density polyethylene 
Met - metal traces 
PA - Polyamide 
PC - Polycarbonate 
PE - Polyethylene 
PET - Poly (ethylene terephthalate) 
PO - Polyolefin 
PP - Polypropylene 
PS - Polystyrene 
PVC – Poly (vinyl chloride) 
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A multilayer CrN/TiN coating was developed and deposited onto high speed steel (HSS) specimens by unbalanced magnetron 
sputtering in a closed-field magnetron configuration at a temperature lower than 200 oC from Cr (99.99 %) and Ti (99.99%) targets.  
Multilayers were deposited at different nitrogen partial pressure, a target current ratio ranged from 0.7 to 1 and a bias voltage of -60 
V, -70 V and – 80 V. The study of mechanical properties indicated that the highest hardness value of 31 GPa and elastic modulus of 
378 GPa were achieved at a bias voltage of -80 V and a target current ratio ICr/ITi = 0.7. The performed scratch tests exhibited good 
adhesion of the coating to the substrate as no cracks and delamination in the scratch track were observed. The coating thickness 
varied between 1.2 µm and 1.7 µm. The wear rate of the film was estimated to be 4.8 x10-6m3N-1m-1. X-ray photoelectron 
spectroscopy (XPS) was used to determine binding energies between Cr, Ti and N elements in the coatings. The surface roughness 
was evaluated to be 16.2 nm by Atomic force microscopy (AFM). The coating surface was characterized by Scanning Electron 
Microscopy (SEM). Energy-dispersive X-ray spectroscopy (EDX) analysis defined the elemental composition in the multilayer 
coating layer  to be 46.73 at.% chromium, 43.67 at.%  nitrogen, 9.61 at.% titanium. 

Keywords: Physical Vapour Deposition (PVD), unbalanced magnetron sputtering, low-temperature deposition, 
CrN/TiN layers, surface morphology, composition   

INTRODUCTION 

Due to rapid changes in the age structure of the 
world’s population, an increasing number of 
people need their failed tissues to be replaced by 
artificial implantable devices. Because of the 
decreased age that patients are considered for the 
operation, and a population which is living longer, 
the need for long lasting implants is becoming a 
larger concern. The current average life span of 15 
years for hip implants is not sufficient in a 
population that may require 30–40 years of 
service [1-3].  

Over the previous decade there has been a 
significant impact of metallic implant materials 
such as stainless steels and titanium (Ti), widely 
used for surgical prostheses  as joint replacements, 
mechanical heart valves and dental implants [4]. 
The important disadvantage of the metals is their 
tendency to corrode in physiological conditions. 
Although conventional materials technology has 
resulted in clear improvements in implant 
performance and longevity, rejection or implant  
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failures still happen [5]. For this reason, metals 
and alloys were found unsuitable for implantation 
as being too reactive in the human body. To solve 
the problem it is necessary to deposit wear and 
corrosion resistant coatings. 

The most commonly used coatings for 
biomedical applications are TiN and CrN. These 
films are well known for their high hardness and 
wear and corrosion resistance [6, 7], which are not 
enough for many modern applications. The 
increase in average life expectancy, as well as 
rapid advances in modern surgery require new 
generations coatings with enhanced mechanical, 
tribological and corrosion properties. 

Advances in titanium and chromium 
manufacturing technologies are expected to play 
an important role in the development of the next 
generation wear and corrosion resistant coatings 
[8, 9]. A multilayer CrN/TiN coating for 
deposition on implants was elaborated based on 
the advantages of the alternately deposited single 
layers. As a sizable part of biomedical materials 
such as stainless steel, plastics, glass and 
polymers are unstable at high temperatures; low-
temperature technology for achievement of a 
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layered structure on the base of the closed-field 
unbalanced magnetron sputtering was developed.   

This study presents the results of mechanical, 
tribological, morphological and compositional 
properties of the multilayers CrN/TiN coatings 
deposited at low-temperatures by unbalanced 
magnetron sputtering for biomedical applications.  

EXPERIMENTAL DETAILS 

The multilayer CrN/TiN coatings were 
deposited onto hardened high-speed steel (HSS) 
substrates with diameter of 12 mm by unbalanced 
magnetron sputtering in UDP 850-4 equipment 
(Teer Coatings Ltd.) from  one titanium (99,99 %) 
and  one chromium (99,99%) rectangular targets 
in a closed-field configuration. Prior to coating 
deposition, the substrates were ultrasonically 
cleaned in an alkaline solution at 60 °C for 10 
minutes to remove the surface contaminations and 
subsequently rinsed in de-ionized water. After 
that, they were dried in a furnace at 100 °C before 
being loaded into the deposition chamber. 
Immediately before the deposition, the substrate 
surface was etched by Ar+ plasma for 15 min at a 
pulsed substrate bias of −500 V with a frequency 
of 250 kHz and low magnetron power in order to 
improve the coating adhesion.  

Prior to the deposition, the vacuum chamber 
was evacuated to a base pressure of 1×10-3 Pa. 
After the evacuation, Ar or Ar + N2 mixture was 
introduced into the chamber. The Ar flow was 
controlled by a mass flow controller, while the 
reactive N2 gas flow was controlled by an Optical 
Emission Monochromator (OEM). The distance 
between the substrates and the targets was 150 
mm. In the deposition process, the substrates were 
rotated biaxial at a speed of 2 rpm in order to 
obtain homogenous film thickness and 
composition. 

The deposition of the multilayer coating started 
with an adhesion Cr layer, followed by a gradient 
CrN layer, in which the nitrogen was gradually 
increased up to values corresponded to 
stoichiometric CrN. After that alternate periods of 
CrN and TiN sublayers were formed. The 
structure of the multilayer coating is shown in 
Fig.1. 

Two sets of experiments were carried out at 
different technological parameters. The first set of 
coatings was made to assess the influence of the 
nitrogen partial pressure on the mechanical 
properties of the obtained coatings. For this 
purpose 12 samples were investigated at different 

deposition temperatures and a bias voltage of – 70 
V. The second series of coatings was generated to 
evaluate the effect of the bias voltage and target 
current ratio ICr/ITi on the coatings hardness.  
That`s why the 3 specimens were deposited at a 
bias voltage of - 60 V, - 70 V and - 80 V, target 
current ratio from 0.7 to 1 at a temperature of 130 
oC. The choice of this deposition temperature was 
made on the base of literary research for the 
thermal resistance of the materials. The Ar flow 
rate was kept a constant (25 sccm) in the all of the 
experiments. The values of target current ratio 
were chosen to be between 0.7 and 1 because of 
the use of different technological regimes and 
change of targets currents.  

Measurements of the coating thickness were 
performed by a Calotest, which is a suitable 
method for obtaining quick information about 
layer configuration, abrasion resistance and 
thickness. A stainless steel ball with a diameter of 
30 mm was used with diamond slurry with 
particles of 0.25 μm in a diameter. The coating 
was abraded until the substrate was reached by the 
ball. The thickness was determined from the crater 
imaged using an optical microscope with high 
magnification. The mechanical and tribological 
properties of the deposited coatings were 
investigated using Compact Platform CPX 
(MHT/NHT) CSM Instruments equipment. 
Nanoindentation was performed by a triangular 
diamond Berkovich pyramid in the loading 
interval of 10 - 200 mN. The adhesion of the 
coating was evaluated by a micro-scratch 
technique, using a Rockwell diamond indenter 
with a radius of 200 μm. During the test, the 
normal load was progressively increased in a 
linear mode from 1 N to 30 N over the scratch 
length of 1 mm at a constant scratch speed of 0.5 
N/min. Wear tests were accomplished at a load of 
5 N in linear mode at scratch length of 3 mm at a 
constant scratching velocity of 0.2 mm/min. 

The Atomic force microscopy (AFM) studies 
were carried out by NanoScope VAFM (Bruker 
Inc.) in air in tapping mode. Silicon cantilevers 
with reflective aluminium coating with a thickness 
of 30 nm, Tap 300Al-G (Budget Sensors, 
Innovative solutions Ltd, Bulgaria) were used. All 
images, taken at a resolution of 512×512 pixels in 
JPEG format were processed by means of 
Nanoscope software. Images from three 
independent locations of the samples were taken 
for reproducibility purposes. The arithmetic 
average roughness (Ra) and root mean square 
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roughness (Rq) were determined from the analysis 
applied to an image; the statistical values were 
calculated according to the relative heights of each 
pixel in the image. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.1. A principal scheme of the multilayer CrN/TiN 
coating  

 
The XPS spectra were acquired on a Kratos 

AXIS Supra photoelectron spectrometer using a 
monochromatic Al K source with energy of 
1486.6 eV. The base pressure in the analysis 
chamber was 5 x 10-8 Pa. The binding energies 
were corrected relative to the C1s peak at 285.0 
eV. The concentration of the elements was 
derived on the basis of the core level peak areas, 
corrected by the corresponding relative sensitivity 
factor values. 

Surface observations, morphology and 
elemental analysis are performed on JEOL JSM 
6390 scanning electron microscope, equipped 
with INCA Oxford EDS energy dispersive 
detector. Surface images are obtained in 
secondary electrons (morphology contrast) and 
back-scattered electrons (density contrast) as well. 
The elemental analyzer is capable to detect all 
elements from carbon to uranium. 

RESULTS AND DISCUSSION 

Coating thickness 

     The thickness measurements were performed 
for all 12 coatings deposited at different 
technological parameters. However, the multilayer  
CrN/TiN coating obtained at a temperature of 130 
°C, a bias voltage of – 80 V, target current ratio 
0.7 and a nitrogen partial pressure 8x10-2 Pa 
demonstrated better combination of mechanical 
properties- high coating hardness (32 GPa) and 
excellent adhesion to the substrate material than 

the other coatings properties. For this multilayer, 
the thickness was estimated to be 1.7 μm and an 
image of the multilayer CrN/TiN coating surface 
after performing the calotest is indicated in Fig.2. 
 

 
 
Fig.2. A segment of the optical microscopy image of the 

multilayer CrN/TiN coating, obtained by ball cratering test 
 
The calculated total thickness for all deposited 

coatings was in the range of 1.2 –1.7 μm. The 
thickness of the multilayers depends mainly on 
the speed of rotation and the applied target 
currents during the process.  

Mechanical properties 

The mechanical properties were studied using 
the Depth Sensing Indentation technique. The 
nanohardness and elastic modulus were estimated 
by an Oliver & Pharr method from the load-
displacement curve using 10 % of the coating 
thickness as the indentation depth [10]. 

The influence of the technological parameters 
on the mechanical properties of the deposited film 
was investigated. Dependence of the hardness and 
elastic modulus of multilayer CrN/TiN coatings 
on the nitrogen partial pressure is presented in 
Fig.3. The multilayer CrN/TiN coating hardness 
varied between 11 GPa and 32 GPa. As it is seen 
from Fig.3a, maximum hardness value (32 GPa) 
was achieved at a partial pressure of 8 x10-2 Pa 
and a substrate temperature of 130 oC which was 
created by cathode’s power only. The further 
increase of the nitrogen partial pressure to 11x10-2 
Pa at a temperature of 200 oC leads to strong 
decrease of the hardness (11 GPa) probably due to 
diversion of the stoichiometry in the thin films. A 
big nitrogen amount introduced in the vacuum 
chamber to a definite value contributes for the 
nitride composition formation and the mechanical 
properties are enhanced. At a relatively high 
nitrogen flow and high pressure in the chamber 
stoichiometric structure is not obtained. The latter 
is due to the poisoned surface of the Ti target with 
the lower applied current. 

174 



S. N. Rabadzhiyska et al.: Multilayer CrN/TiN coatings deposited at low temperatures by unbalanced magnetron sputtering 
for implant applications   

 

 

 

 

Fig.3. Dependence of the nanohardness (a) and 
elastic modulus (b) of the CrN/TiN coatings on the N2 
partial pressure at different temperatures 

Thus, an increase of the Cr amount in the 
composition causes decrease of the coating 
hardness. The low deposition temperature (130 
oC) cannot promote the surface kinetics, which 
results in low density of the films. Increase of the 
deposition temperature accelerates the particle 
migration on the surface supporting the dense 
structure formation and enhancement of the 
coating hardness, respectively. Despite, the 
coating deposited at 200 oC possesses almost the 
same hardness as the one obtained at lower 
temperature (130 oC). This result is due to the 
thermal instability of the substrate at temperatures 
of 200 oC and higher ones. The elastic modulus 
was found to be relatively insensitive to changes 
in nitrogen partial pressure at all temperatures 
(Fig.3b). The elastic modulus is an interesting 
material property, which depends on the material 
structure of the deposited coating. The lowest 
value of the elastic modulus (265 GPa) was 

estimated at 200 oC and 11 x10-2 Pa nitrogen 
partial pressure. 

The substrate bias and target current play an 
important role determining the mechanical 
properties of the coatings. The use of ion 
bombardment allows deposition of adherent 
coatings at low substrate temperatures. The 
influence of the substrate bias and targets current 
ratio on multilayer CrN/TiN coating hardness is 
depicted in Fig.4. 

 

Fig.4. Influence of target current ratio ICr/ITi and bias 
voltage on the nanohardness of the multilayer CrN/TiN 
coatings 

 Maximum hardness of 32 GPa was achieved 
in a film deposited at a bias voltage of - 80 V and 
target current ratio 0.7. As the bias voltage was 
diminished to – 60 V, the multilayer hardness 
decreased to 23 GPa. The most probably reason 
for lower values of the hardness is the presence of 
strong tensions and defects in the layer. Moreover, 
low bias voltage leads to porous structure and not 
enough dense layer. In general, the hardness 
increases with the substrate bias up to 100 V, and 
then decrease significantly at higher bias values  
(e.g. ≥ 200 V), presumably because of ion beam 
intermixing effects at the interfaces and interface 
roughening [11].      

The variation of hardness and elastic modulus 
with indentation depth of the investigated 
multilayer CrN/TiN coating is given in Fig.5. The 
highest value 32 GPa of the multilayer hardness is 
achieved at an indentation depth of 140 nm and a 
load of 10 mN. The high strength of the multilayer 
thin film is a result from many interfaces which 
block dislocation movement [12]. The hardness 
decreases slowly at indentation depth larger than 
∼200 nm, which was attributed to the substrate 
effect. It is expected that substrate effect becomes 
more important with increase of the indentation 
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depth. It was experimentally proved that the 
hardness decreases with increasing indentation 
depth based on the presence of strain gradients in 
the deformation zone around the indent [13]. With 
an indentation depth increase to ~ 900 nm, an 
elastic modulus value slightly decreases. The 
lower value of the elastic modulus was measured 
to be 270 GPa. 

 

 

Fig.5. Dependences of the multilayer CrN/TiN 
coating nanohardness and elastic modulus on the 
indentation depth 

 

The multilayer adhesion and friction 
coefficient were studied using a micro-scratch test 
technique. The results revealed that multilayer 
thin films possess good adhesion to the substrate 
(Fig.6). No cracks, track edge chipping and 
delamination were observed in the scratch track at 
a load friction force (Ft) from 1 N to 30 N. 

The estimated friction coefficient of the 
coatings was in the range 0.09-0.15. 

Surface morphology 

The surface morphology of the multilayer 
CrN/TiN coating was examined by Atomic force 
microscopy (AFM) and Scanning electron 
microscopy (SEM). The AFM measurements 
showed low surface roughness. The 2D and 3D 
AFM images of the multilayer thin film are shown 
in Fig.7.  They exhibit a smooth surface without 
hills and vales. The grown film repeats the surface 
morphology of the substrate.  

The measurement revealed an average surface 
roughness Ra = 16.2 nm on an area of 9.51 µm2 of 
the multilayer CrN/TiN coating with the highest  
nanohardness. The low surface roughness is 
associated with relatively small grain sizes, typical 
for the used bias voltages during deposition [14]. 

 
    

Fig.6. Optical image of the scratch track in the CrN/TiN coating and scratch test results of the normal force (Fn), 
penetration depth (Pd), acoustic emission (AE), friction force (Ft) and coefficient of friction (µ) 
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The observed by AFM surface morphology is 
confirmed by the SEM images. Fig.8. shows the 
SEM micrograph of the multilayer CrN/TiN 
coating surface deposited at the same 
technological parameters as one investigated by  
AFM measurement. 

 

 
Fig.7. Two-dimensional and three- dimensional AFM 

images of the CrN/TiN multilayer surface 
The results depicted that the coating has dense 

packed texture, built mainly by grains with an 
average size of 150- 200 nm. The grains of a 
higher size 500 nm – 700 nm are very rare. The 
elemental composition of the multilayer coatings 
was defined by an Energy-dispersive X-ray 
spectroscopy (EDX) analysis. 

The results indicated that concentrations of 
chromium, nitrogen, titanium are 46.73 at.%, 
43.67 at.% and 9.61 at.%, respectively, supposing 
formation of CrN and TiN compounds. The CrN 
part is dominated because of the Cr-based 
adhesion and transition layers. 

XPS analysis 

The chemical state and composition of the 
outermost layers of the Cr/CrN/CrN-TiN coating 

were obtained by XPS. From the intensity of the 
core level Cr2p, N1s, O1s and Ti2p peaks, an 
element composition was estimated using the 
atomic sensitivity factors (ASF). It was assumed 
that carbon belong to a contamination layer and 
was not taken into account. The element 
concentrations in atomic [%] are: Ti -10.6, O - 
24.9, N- 37.4 and Cr - 27.1. The surface overlayer 
contains significant oxygen amount. Probably, the 
air exposure of the coating induced the formation 
of a thin surface layer, whose composition is a 
mixture of Cr and Ti oxynitrides and oxides. 
High-resolution Cr 2p, Ti 2p, N 1s and O1s 
spectra are shown in Fig.9. 

 

Fig.8. Typical SEM surface image of the multilayer 
CrN/TiN coating 

The spectra are deconvoluted and peaks are 
assigned to different chemical states according to 
reference data. The Cr 2p3/2 peak on Fig.9a is 
centred at 574.5 eV and possesses an asymmetric 
shape. Three main components corresponding to 
different chemical chromium species could be 
resolved in the  spectrum. The first peak at 574.5 
eV was assigned to CrN and the second peak at 
576.2 eV to Cr2N, in accordance with literature 
findings [15,16]. The contribution of the 
component assigned to Cr2N peak could coincide 
with a contribution from Cr2O3 and CrO2 (usually 
between 576.1 and 576.6 eV[17]. The third 
component in the Cr 2p3/2 peak is centred at 
578.1 eV and it may be related to Cr (VI) species 
observed in this binding energy range (578.1 - 
579.8 eV) or to many body interactions [18].  

The deconvolution of the Ti2p peaks gives 
four features (Fig.9b). These features were 
assigned to Ti species in different chemical 
environment.  The position of the first component 
at 455.2 eV and the presence of characteristic 
shakeup satellite at 456.3 eV confirm the 
formation of TiN [19]. The peaks at 457.5 eV and 
459.1 eV can be associated with Ti–N–O and Ti–
O bonds, respectively [20]. These findings also 

177 



S. N. Rabadzhiyska et al.: Multilayer CrN/TiN coatings deposited at low temperatures by unbalanced magnetron sputtering 
for implant applications   

  

  

reveal the formation of an overlayer on the 
coating containing Ti oxynitride and oxide. The 
N1s spectrum in Fig.9c. shows a wide peak at 
396.7 eV, which can be decomposed into five 
components. These peaks are assigned to different 
chemical states formed on the surface of the 
coating. The first component at 395.7 eV  
represents nitrogen in nitride bond N-Ti [21], 
while the next two peaks at 396.7 and 397.5 eV 
could be assigned to nitrogen in CrN and Cr2N, 
correspondingly [22]. The formation of a surface 
overlayer due to exposure of the coating to air is 
also reflected in two contributions at 398.6 eV 
and399.7 eV, which are ascribed to different 
chromium and titanium oxynitrides [23, 24]. 

 
  
 

 
 
  
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9. XPS spectra of CrN/TiN multilayer coating (a) 
Cr2p, (b)- Ti 2p, (c)- N 1s and (d) O 1s 

 
The analysis of the oxygen O1s peak in Fig.9d. 

presents information about the nature of the 
oxygen species participating in the surface layer 

of the coating. The deconvolution of the oxygen O 
1s peak gives three components. The peak at 
529.5 eV could be attributed to CrO2 in 
accordance with [17]. The most intensive peak at 
531.1 eV contains probably a mixture of 
contributions from different chromium and 
titanium oxynitrides and oxides. 

Tribological behaviour 

Wear rate and friction coefficient are of vital 
significance for the durability of surgical implants, 
especially for hard tissue replacements like hip 
and knee joints consisting of mating components. 
The tribological measurements of the multilayer 
CrN/TiN coating were performed based on multi 
pass scratch test (Fig.10). The number of multi 
passes through the scratch was 10. The multi pass 
scratch test gave information about the wear 
resistance at high applied force on a short 
distance.  

The wear and wear rates were investigated for 
three multilayer structures with the best 
mechanical parameters. In the scratch wear test, 
the measurement device registered the friction 
force, indenter penetration depth and acoustic 
emission along the scratch track. The observed 
picks in the acoustic emission (AE) are due to the 
reciprocal movement of the indenter during the 
multi pass scratch. The average penetration depth 
as determined from the plotted curve was found to 
be 110 nm. The average width of the worn track 
was determined to be 64 μm. Thus, during the 
scratch wear test a material volume of 1.06x10-

5mm3 was worn at a force of 5 N applied on a 
length of 30 mm. 

After wear resistance test of the films, no 
delamination, cracks and critical loads were 
observed inside and outside the track. 

The amount of worn volume (V) is calculated 
by equation (1) from the cross section area of the 
worn track and the passed length [25]: 

lSV   (1) 

where: 
S- cross section area of the worn track, mm2; 
l- passed length, mm 
The wear rate of the coatings is estimated by 

equation (2) [26]: 

LF

V
K

n 
                        (2) 

where: 
K-  wear rate, m3/Nm; 

178 



S. N. Rabadzhiyska et al.: Multilayer CrN/TiN coatings deposited at low temperatures by unbalanced magnetron sputtering 
for implant applications   

 

 

V- worn volume, m3; 
Fn- applied normal load, N; 
L-  sliding distance, m. 

Based on these calculations, the average value 
of the wear rate of the multilayer CrN/TiN 
coatings was calculated to be 4.8 x10-6 m3/Nm. 

 

       

Fig.10. Multi pass scratch test results of the acoustic emission (AE), friction force (Ft) and penetration depth (Pd) and an optical 
micrograph of the scratch track in the CrN/TiN coating 

CONCLUSIONS 

Low-temperature technology for deposition of 
multilayer CrN/TiN films was developed on the 
base of optimized technologies of CrN and TiN 
monolayers. Twelve specimens were deposited at 
different technological conditions. The influence 
of the bias voltage, target current ratio and 
nitrogen partial pressure on the coatings properties 
was evaluated. The mechanical properties of 
multilayers were studied at temperatures of 120oC, 
130 oC and 200 oC. The coating deposited at a bias 
voltage of – 80 V, at a temperature of 130 oC, 8 
x10-2 Pa partial pressure of nitrogen and target 
current ratio 0.7 possessed the best combination of 
mechanical properties - the highest hardness 32 
GPa, low friction coefficient 0.1 and excellent 

adhesion to the substrate. The enhanced properties 
of the the developed CrN/TiN coating prove the 
advantages of the multilayer structure to the single 
layers. The presence of many interfaces in the 
coating structure causes crack deflection, 
dissipation of the defects and crack energy, which 
results in good tribological properties. AFM and 
SEM measurements demonstrated a low 
roughness of the multilayer film surface which is 
an essential requirement for the implants because 
it influences directly on the friction. Besides,the 
low friction coefficient prolong the lifetime of the 
implants and  reduce the pain of the patients. XPS 
measurements showed that the multilayer 
CrN/TiN coating consists of CrN and TiN 
compounds. EDX analysis revealed that the 
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amount of Cr is predominated due to Cr-based 
adhesion and transition layers.  

The presented results in this work evidence 
that the developed multilayer CrN/TiN coating is 
suitable for implant applications. 
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Wood derived hard carbon anode material for low-cost sodium-ion batteries 
towards practical application for grid energy storage 
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Electrochemical performance of the hard carbon derived from pine wood pyrolyzed at the temperature of 1600oC for 2 h is 
investigated as an anode material for sodium ion batteries. The synthesized hard carbon is characterized by X-ray diffraction, 
field-emission scanning electron microscopy equipped with energy dipersive x-ray spectrometry (EDX), nitrogen adsorption 
sorptometry, Raman spectroscopy, and conductivity measurements. The yield of hard carbon is 21%, based on the weight of 
precursor. The hard carbon demonstrates a low irreversible capacity of 26%, the reversible capacity of 234 mA h g−1 at a current 
density of 30 mA g−1, and a capacity retention of ∼96.2% after 134 cycles at 1C.  
 
Keywords: Hard carbon, sodium ion batteries, energy storage systems 
 

INTRODUCTION 

Energy storage systems have very important 
role in the development of portable electronic 
devices, electric vehicles and large-scale 
electrical energy storage applications for 
renewable energy, such as wind and solar 
power. Lithium ion batteries have dominated 
the market for portable electronic devices and 
electric vehicles due to the highest energy 
density and long cycle life. Sodium ion batteries 
have attracted great interest recently, especially 
for grid-scale energy storage because of the 
cheap, democratic global distribution and 
abundant of sodium resources [1]. Despite this, 
the absence of a suitable anode material limits 
their development. Graphite is the most widely 
used anode material in commercial lithium ion 
batteries owing to its abundant resource, 
excellent electronic conductivity, reasonable 
reversible capacity (up to 372 mAh g-1), low and 
flat potential plateaus, high Coulombic 
efficiency, outstanding cycling stability, and 
low cost. Unfortunately, graphite demonstrates 
poor electrochemical performance as an anode 
material for sodium ion batteries using 
traditional carbonate electrolytes, mainly 
attributed to the larger ionic radii of the Na 
versus Li (102 Å versus 0.76 Å). The candidate 
anode materials for sodium ion batteries can be 
classified into carbonaceous materials, alloys, 
oxides and organic compounds [2, 3]. Among 
these candidates, hard carbon is one of the most 
promising  anode   materials   for   sodium   ion  
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batteries because of its high specific capacity, 
low cost, low average potential and facile 
preparation methods [4]. Therefore, developing 
a high-performance hard carbon anode is highly 
desirable. However, hard carbon anodes suffer 
from the low initial Coulombic efficiency, the 
poor rate and the poor cycling performance due 
to side reactions related to larger surface area 
resulting from the nanostructures. To improve 
the initial Coulombic efficiency, cycling 
stability and rate performance, two kinds of 
methods have been used. One way is the surface 
modifying to reduce the contact area of carbon 
anode with electrolyte, which cause low initial 
Coulombic efficiency [5, 6]. The other one is to 
optimize the electrolyte [7]. Although some 
sodium can be trapped in hard carbon anode 
leading to the initial Coulombic efficiency loss, 
it is generally considered that hard carbon with 
a low surface area can give a high initial 
Coulombic efficiency [6]. It is found that the 
plateau capacity at the low potential region of 
voltage profile increases with increasing the 
carbonization temperature and the insertion 
process of Na into closed nanovoids limits the 
rate performance [8]. However, reducing the 
cost and minimizing the surface area of hard 
carbon remain a significant challenge. Cellulose 
is the most abundant and also renewable 
resource on Earth, which has attracted great 
interest as a carbon precursor. Various 
biomasses, such as wood [9-11], mangosteen 
shell [12], spinifex [13], sucrose [14-16], paper 
pulp mill sludge[17], banana peel [18], orange 
peel [19], peat moss [20], and pomelo peels [21] 
and peanut shell [22] have been used as 
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precursors and the hard carbons derived from 
them show good performance as anode for 
sodium ion batteries. In this work, hard carbons 
derived from pine wood have been successfully 
developed as anodes for sodium ion batteries.  

EXPERIMENTAL SECTION 

Hard Carbon Synthesis 

The collected pine wood was washed with 
deionized water, cut into small pieces, and dried 
at 110oC overnight in an oven. Typically 10 g of 
wood precursor was loaded in a tube furnace 
and heated at 1600oC for 2h under an argon 
atmosphere with the flow rate of 100 sccm. The 
obtained carbon was ground using ball mill at 
350rpm for 1h before use.  

Materials Characterization 

The crytallinity and the phases of the hard 
carbon samples were identified by powder X-
ray diffraction (XRD) using copper CuKα 
radiation (=1.5406 Å) (Bruker AXS D8). The 
X-ray powder diffraction measurements were 
made using a Bruker AXS D8 X-ray 
diffractometer equipped with copper X-ray 
tube, NaI type scintillation counter detector and 
graphite monochromator. The diffraction data 
were collected in 2θ range of 10°-70° with the 
step size of 0.02° and a count time of 10 s per 
step at 40 kVand 40mA. 

The Raman spectra were recorded with a 
confocal microprobe Raman system (Thermo 
Nicolet Almega XR Raman microscope). 
The surface morphology of the samples was 
investigated using a scanning electron 
microscope (SEM, LEO 440), operated at an 
accelerating voltage of 20 kV, equipped with 
energy dispersive X-ray spectrometry (EDX). 
The samples were laid on carbon tape before 
being measured and covered with Au-Pd alloy 
under high vacuum. The elemental composition 
of the samples was determined by EDX. 

The conductivities of the samples were 
measured at room temperature by linear 
scanning voltammetry. The powder samples 
were uniaxially pressed into pellets under a 
pressure of about 9 tons using a stainless steel 
die with 13 mm diameter. The prepared pellets 
were located in a two-electrode Swagelok type 
cell and the potential versus current values were 
measured in a potential range of 0-100 mV at a 
scanning speed of 5 mV.s-1 with AMETEK 
Princeton Applied Research VersaSTAT MC 
model multi-channel galvanostat/potentiostat. 

The conductivity is calculated from the slope 
(V/I) of current versus potential curve given in 
Eq. (1): 
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Where V, I, R, ρ, s, l, and  stand for voltage 
(mV), current (mA), the resistance (ohm), 
resistivity (ohm.cm), the surface area of pellet 
(cm2), thickness of pellet (cm), and conductivity 
(S/cm), respectively. 

Nitrogen adsorption/desorption isoterms of 
the hard carbon materials were measured using 
nitrogen gas adsorption on Micromeritic 
Corporation TriStar II 3020 V1.03. Before 
measurements, the samples were degassed for 
24 hours at 120 °C. Once degassed, the 
isotherms were measured at 77 K in a p/p0 
(relative pressure) range of 0.001-1, with P0 
being 760 torr. The specific surface area and the 
pore size distribution were calculated with the 
Brunauer-Emmett-Teller (BET) and the  
Barrett–Joyner–Halenda (BJH) methods, 
respectively.  

Electrochemical Characterization 

For preparation of the working electrodes, 
the hard carbon powders (96 wt%) were mixed 
with sodium alginate (Sigma-Aldrich) as a 
binder (4 wt%) in deionized water. The obtained 
slurry was pasted onto a piece of Al foil with 
doctor blade, followed by drying at 60°C in air 
for 3h, roll pressing, drying at 120oC for 10h in 
a vacuum oven, and cuting into 13 mm disks, 
respectively prior to use. The active material 
mass loading of the electrode ranged from 6 to 
8 mg cm-2. A three electrode Swagelok type 
electrochemical cell with the electrode diameter 
of 13 mm was used to measure the 
electrochemical performance. The cell was 
assembled in an Ar filled glove-box using the 
hard carbon as a working electrode, pure 
sodium metal disks (Merck) both as a counter 
and a reference electrode, a glass fiber filter as 
a separator and 1M NaPF6 (Sigma-Aldrich) in 
1:1 by weight ethylene carbonate (Merck) and 
propylene carbonate (Merck) as the electrolyte. 
The constant current charge/discharge 
measurements were carried out in the potential 
range of 0.01-3.0V at different current densities 
ranging from 0.1C to 1C (1C=300 mA g-1) on an 
AMETEK Princeton Applied Research 
VersaSTAT MC model multi-channel 
galvanostat/potentiostat. The cycle life stability 
was studied by using constant current 
charge/discharge measurements in the potential 
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range of 0.01V-3.0V at 1C for 100 cycles. All 
electrochemical tests were conducted at room 
temperature. 

RESULTS AND DISCUSSION 

The elemental content of the hard carbon 
determined by EDX is found to be 93.73 at % 
C, 5.39 at%O, 0.40 at% Ca, 0.21 at% Fe and 
0.26 at % K. Its conductivity is measured to be 
0.73 S cm-1. Its X-ray diffraction (XRD) pattern 
is given in Fig.1. The XRD pattern 
demonstrates two broad peaks at ∼24° 
(revealing the non-graphitic nature) and ∼44°, 
which are assigned to the crystallographic 
planes of (002) and (100) in the carbon 
structure, respectively. On the basis of the 
Bragg equation 2d sin θ = nλ, the d002 value of 
the hard carbon is 0.371nm, which is much 
larger than that of graphite (∼0.340nm), 
leading to facile sodium-ion 
insertion/extraction between the graphene 
layers. The thickness (Lc) and average width 
(La) of the graphitic domains are calculated 
using the Scherrer equation with the peak 
positions and full width at half maximum 
(FWHM) values of (002) and (100) peaks at 2θ 
≈ 24o and 2θ ≈ 44o, respectively. According to 
the d002 and Lc values, the number of layers 
stacked in the graphitic domains can be roughly 
estimated. The Lc and d002 values of the hard 
carbon were found to be 0.69 nm and 0.371 nm, 
respectively, indicating that the graphitic 
domain of the hard carbon is made up of 3−4 
stacked graphene layers (n = 0.690/0.371 + 1). 
La value is 2.25nm. 

 

 
Fig.1. XRD pattern of the hard carbon carbonized 

at 1600oC 
 

The Raman spectrum of the hard carbon is 
given in Fig.2. As shown in Fig.2, the spectrum 
shows two bands located at ∼1340 and ∼1584 

cm−1 corresponding to the defect induced D 
band representing the sp3 hybridized carbon 
atoms and the crystalline graphite G band 
representing sp2 hybridized carbon atoms, 
respectively. The intensity ratio of the D band 
and G band (ID/IG) which is used to quantify the 
disorder degree of carbon materials was found 
to be 1.33. An ID/IG value greater than 1 implies 
the disordered nature of the carbon sheets and 
the associated unrepaired edge defects. The 2D 
peak at 2657.77 cm-1 may also be used as a 
measure of disorder [19,20]. 

 

Fig.2. Raman spectrum of the hard carbon  
 

A scanning electron microscope (SEM) 
image of the hard carbon is given Fig.3. As 
shown in the SEM image, the hard carbon 
consists of bulk particles and exhibits porous 
surface. 
 

   
Fig.3. SEM micrograph of the hard carbon 

 
Nitrogen adsorption−desorption isoterm for 

the hard carbon is given in Fig.4. As shown in 
Fig.4, the hard carbon demonstrates a typical 
type IV behavior, and the initial steep region 
indicates a certain amount of micropores [11] 
existing in the hard carbon with a 
Brunauer−Emmett−Teller (BET) surface area 
of 102 m2 g-1. The inset shows the pore size 
distribution calculated from the N2 adsorption–
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desorption isotherm using the Barrett–Joyner–
Halenda (BJH) method. These distributions 
indicate the presence of both micropores and 
mesopores [13]. 

All the characterization results confirm that 
the nongraphitizable hard carbon pyrolyzed 
from the wood was obtained, which have 
micropores structure to facilitate the electrolyte 
penetration and provide sites for Na+ ion 
storage.  

 

 
Fig.4. Nitrogen adsorption/desorption isoterm of 

the hard carbon 
 

Galvanostatic charge/ discharge potential 
profiles of the hard carbon at different current 
rates are given in Fig.5. As reported before for 
hard carbon anodes in sodium ion batteries, the 
potential profile can be divided into two regions 
with a slope from 2.0 to ∼0.15 V and a plateau 
close to 0 V. The sloping region corresponds to 
the insertion of Na+ ions intercalation into 
graphitic nanodomains along with the SEI 
formation, whereas the plateau region 
corresponds to the adsorption of Na ions into the 
hard carbon’s nanovoids [23]. 

The first and second sodiation capacities are 
320 and 235 mAh/g, respectively, yielding a 
high reversible capacity of 74%. This is one of 
the highest first-cycle reversible capacity value 
reported for hard carbon anodes in sodium ion 
batteries (see Table 1). The irreversible capacity 
loss in the firs cycle is mainly due to the 
decomposition of the electrolyte that leads to 
the formation of a passivating solid electrolyte 
interphase (SEI) on the surface of the hard 
carbon. 

The cycling performance of the hard carbon 
at different current rates is given in Fig.6.  As 
seen from Fig.6, the decreases in specific 
capacity are observed at higher currents due to 

the kinetic limitation of the hard carbon. After 
134 cycles at 300 mA g-1, 96.2% of the capacity 
for the second cycle at 0.1C remained. 

 

 
 

Fig.5. Galvanostatic charge/discharge curves of 
the hard carbon at 0.1C, 0.5C and 1.0C current 
densities (1.0C=300 mAh/g) 
 

 
 
Fig.6. Cycling performance of the hard carbon at 
different current rates  
     
Table 1. Electrochemical performances of reported 
carbon anode materials for SIBs.   

Materials nanoporous 
hard 
carbon 

wood 
fibre 
derived 
carbon 

commercially 
available 
hard carbon 

Initial C.E. 77% 72% 78% 
Cyclability 
(mAh/g) 

289 at 0.02 
A g−1 after 
100 cycles 

196 at 
0.1A g−1 
after 200 
cycles 

225 at 0.025 
A g−1 after 
100 cycles 

Rate 
capability 
(mAh/g) 

95 at 0.5  
A g−1 

  

Reference [24] 104 [25] 83 [26] 

CONCLUSIONS 

Hard carbon anode material has been 
successfully synthesized from pine wood via a 
simple, one-step pyrolysis process at 1600oC 
with the yield of 21%. The hard carbon 
demonstrates low initial irreversible capacity 
loss of 26%, the high reversible capacity of 
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∼235 mA h g−1 at a current density of 30 mA 
g−1, and the capacity retention of ∼96.2% after 
134 cycles. This good performance highligths 
the potential of the pine wood pyrolyzed hard 
carbon for practical applications. 
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Cadmium telluride is an alloy with semiconductor properties and is currently the basic material for manufacturing photovoltaic 

cells. This material has been studied in the literature only in terms of properties defining characteristics of semiconductors, without 
presenting any data concerning the influence of micro-alloying elements upon hardness values. The mathematical model developed in 
this paper is aimed to determine hardness of cadmium telluride crystals depending on the chemical composition and expresses the 
hardness values of cadmium telluride crystal, depending on the micro-alloying elements. In order to establish a link between the micro 
alloying elements and cadmium telluride crystal hardness, experimental researches were carried out using ablation laser equipment 
UP213 New Wave Research, coupled to ICP-MS 750 Agilent, respectively Martens method for hardness measuring with hardness 
testing device Shimadzu DUH-211S. By applying the mathematical model developed, the calculated hardness values correspond within 
the predetermined limits with the hardness values determined experimentally by the Martens method. From the theoretical and 
experimental researches, it appears that the hardness of crystals of cadmium tellurium, an important mechanical characteristic in the 
subsequent mechanical processing of their shape and dimensions, can be predicted with a probability of 95%, using the mathematical 
model presented in this paper, starting from the concentrations of micro alloying elements. 
Keywords: hardness, laser ablation, alloy, hardness tester, cadmium telluride 

INTRODUCTION 

“Cadmium telluride is an alloy with 
semiconductor properties, obtained through melting 
in special furnaces tellurium and cadmium 
semimetals and is currently the base material for 
manufacturing photovoltaic cells. Furthermore, 
through micro-alloying (crystal doping) with 
mercury, the base material for high performance 
infrared detectors used in spectrometry and remote 
sensing is manufactured, whereas through micro-
alloying with zinc is obtained the base material for 
manufacturing Röntgen and Gamma detectors [2,3]. 

Cadmium telluride is characterized through a 
crystal, hence fragile structure. In the process of 
manufacturing large areas solar panels, the cadmium 
telluride, as base material, should provide 
corresponding mechanical characteristics depending 
on operating conditions. That is why a thorough 
study and an advanced characterization of the 
mechanical behavior of cadmium telluride crystal 
could be extremely useful. 

The paper proposes a mathematical model 
which provides the hardness values of cadmium 
telluride crystal depending on the micro alloying 
elements. This material has been studied in the 
literature  only  in  terms  of  defining  the  properties 
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of semiconductor properties [4, 5, 6, 7, 8], without 
presenting any data concerning the influence of 
micro-alloying elements upon hardness values. That 
is why, providing a model and, consequently, 
having the possibility to predict the mechanical 
behavior and especially the hardness of cadmium 
telluride is of the last importance for practical issues 
depending on operating particularities [1]. 

EQUIPMENT USED FOR THE ACQUISITION 
OF EXPERIMENTAL DATA 

“LA-ICP-MS technique is particularly useful for 
in situ samples analyzes, that is, for applications that 
require understanding of elementary spatial variation 
for the sample. Laser ablation (LA) coupled to an 
ICP-MS equipment (mass spectrometry with 
inductively coupled plasma) may perform direct 
analysis on almost all materials. 

This technology was used in determining the 
composition of cadmium telluride crystal, by the 
instrumentality of a LA model UP213 of New Wave 
Research Company, coupled with a model Agilent 
7500 ICP-MS, Agilent Technologies, from the 
laboratory of Instrumental Analysis of the Faculty of 
Food Engineering, University of Suceava Romania 
(Fig.1). The UP 213 (213 nm laser ablation) releases 
atomic vapors of the material absorbed in the ICP 
MS to quantitatively determine its elements. 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Fig.1. Laser ablation system UP-213 New Wave (1) – 

ICP-MS Agilent 7500 (2) 
 

The UP series of laser ablation equipment 
manufactured by New Wave Research Company is 
specially designed to work with ICP-MS and ICP-
OE systems. The YAG laser of UP213 ablation 
equipment is operating in 213 nm UV region, Fig.2” 
[1]. The Ablation zone on surface CdTe crystal after 
a qualitative and quantitative analysis performed 
with NewWave UP213 spectrometer coupled to an 
Agilent 7500 ICP-MS; laser continuously 10Hz rate, 
scan speed 10 µm/s, working energy 0.721 mJ, 
channel length 1 mm. 

Using ICP MS type spectroscopy to study 
hardness allows highlighting the influence of micro 
alloying elements traces upon the hardness. 

Micro hardness of cadmium telluride crystal was 
investigated and evaluated using the Shimadzu 
DUH-211S micro hardness tester, and three micro-
indentation were made in each area on the crystal 
(Fig.2) [1]. 

 
 

   Fig.2. Shimadzu DUH-211S micro hardness tester (1), 
sample manual positioning system (2), footprint optical 
viewing system (3) image pickup video system CCD (4), 
hardness measurement and footprint inspection software 
(5) [1] 

 

RESULTS 

In this experimental research, cadmium telluride 
single crystal has the composition, concentrations of 
components and mechanical characteristics 
consistent with those presented in Tab.1 and 
determined by ICP-MS-LA technique. Moreover, 
the research was focused also on the distribution of 
the segregation of chemical elements of micro 
alloying with respect to the geometrical position of a 
point down the axis of the crystal, distribution 
enabling further correlation of the composition and 
concentration with the semiconductor, mechanical 
and thermal properties of cadmium telluride. To this 
end cadmium telluride crystal was mechanically cut 
lengthwise and on the symmetry axis have been 
marked distances of 5 mm on 5 mm (17 areas) [1]. 

The analysis of the distribution of micro alloying 
elements of cadmium telluride crystal was extended 
to all ten chemical elements, whose average 
concentration (mean concentrations of all the 
seventeen measurement areas) is shown in Tab. 1. 
Determination of the crystal hardness (HMV) 
depending on the micro alloying elements for the 17 
analyzed areas was instrumented through the 
Martens method for determining hardness, using an 
automatic hardness testing device Shimadzu DUH-
211S (Tab.1) [1]. 

Checking the homogeneity of hardness values 
variances for cadmium telluride crystal was 
performed using Bartlett Test and finally verifying 

2
B  which should obey to the law 2 with k-1 

degrees of freedom [1]. The decision according to 
the results shown in Article part 1 Tab. 3 with respect 
to checking the homogeneity of variance for 
hardness values recorded for the CdTe crystal, 
should be accepted as: 2

B calculated   = (17,68) < 
2
B table  (27,58). Consequently, it was clear that 

using Bartlett test, the results concerning the 
influence of micro alloying elements upon the 
hardness obtained for cadmium telluride crystal is 
confirmed by 95% confidence level. 

Micro alloying elements identified and considered 
for mathematical model are expressed in parts per billion 
(ppb): vanadium (ppb) (x1), chromium (ppb) (x2), cobalt 
(ppb) (x3), nickel (ppb) (x4), copper (ppb) (x5), zinc (ppb) 
(x6), tin (ppb) (x7), tungsten (ppb) (x8), thallium (ppb) 
(x9), lead (ppb) (x10), (Tab. 2), for the target function the 
values of the hardness of the crystal HMV=Z are 
considered (Tab. 2). In order to elaborate the empirical 
model of the investigated process we used the 
programming of the experiment in the factorial space, 
moving from the real values of the influence factors to 
the coded equivalent values. 

1 2 

1 

4 

3 

2 5 
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In Tab. 2, after encoding the concentrations of the 
influence factors used in order to develop the 
mathematical model, the minimum values of the 
components are represented with -1 (the lower level 
of the range), maximum values with +1 (the upper 
level of the interval), whereas the arithmetic mean of 
the minimum and maximum values is the 0 level of 
the interval. 

The choice of the mathematical model 

In order to obtain the mathematical model of 
prediction of hardness according to the 

microalloying elements, it was started from an order 
1 polynomial (rel. 1), explaining the behavior of the 
studied system, [12]. 

ܼ ൌ ܾ ܾ



ୀଵ

          (1)ݔ

where Z represents the value of the hardness 
response for each experiment, b0 represents the  
intersection term and bi represents the terms of the 
linear coefficient.

 
Table 1. Influencing factors for developing the mathematical model used for CdTe crystal 

No. 
   
Elements 
Exp. no.  

x1 
(ppb) 

x2 

(ppb) 
x3 

(ppb) 
x4 

(ppb) 
x5 

(ppb) 
x6 

(ppb) 
x7 

(ppb) 
x8 

(ppb) 
x9 

(ppb) 
x10 

(ppb) 
HMV 

(N/mm2) 

1. Area 0 120 334 29 37 31 5100 3,4 46 0,21 0,57 697 
2. Area 1 120 250 28 36 30 3800 3,8 33 0,21 0,51 681 
3. Area 2 130 220 27 33 33 2500 3,9 25 0,18 0,35 679 
4. Area 3 150 210 25 25 35 1800 5 19 0,19 0,41 674 
5. Area 4 154 180 24 25 36 1660 9,5 17 0,21 0,37 667 
6. Area 5 154 168 24 24 37 1610 9,4 18 0,22 0,44 663 
7. Area 6 159 165 25 24 38 1590 8,6 20 0,2 0,45 662 
8. Area 7 161 163 24 24 40 1580 9,2 18 0,25 0,43 661 
9. Area 8 161 155 24 23 42 1570 9,6 17 0,17 0,54 660 
10. Area 9 168 148 25 22 44 1550 9,6 20 0,16 0,42 657 
11. Area 10 170 134 26 21 48 1420 9,5 17 0,2 0,41 649 
12. Area 11 171 132 25 20 49 1419 9,5 15 0,15 0,46 649 
13. Area 12 173 129 25 19 50 1411 9,4 13 0,19 0,71 644 
14. Area 13 180 127 24 19 53 1405 9,4 12 0,16 0,57 640 
15. Area 14 220 125 24 19 58 1400 9,3 11 0,18 0,44 639 
16. Area 15 221 125 23 18 60 1398 9,2 11 0,18 0,33 638 
17. Area 16 229 124 22 18 61 1398 9,4 11 0,14 0,47 635 

 
Table 2. Coding the influence factors used to develop the mathematical model for CdTe crystal 
Nr 
crt 

Elements 
Exp. no. 

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 
HMV 
(N/mm2)

1. Area 0 -1 1 1 1 -0,935 1 -1 1 0,272 0,263 697 
2. Area 1 -1 0,2 0,714 0,894 -1 0,297 -0,871 0,257 0,272 -0,052 681 
3. Area 2 -0,816 -0,085 0,428 0,578 -0,806 -0,404 -0,838 -0,2 -0,272 -0,894 679 
4. Area 3 -0,449 -0,181 -0,142 -0,263 -0,677 -0,782 -0,483 -0,542 -0,090 -0,578 674 
5. Area 4 -0,376 -0,466 -0,428 -0,263 -0,612 -0,858 0,967 -0,657 0,272 -0,789 667 
6. Area 5 -0,376 -0,581 -0,428 -0,368 -0,548 -0,885 0,935 -0,6 0,454 -0,421 663 
7. Area 6 -0,284 -0,609 -0,142 -0,368 -0,483 -0,896 0,677 -0,485 0,090 -0,368 662 
8. Area 7 -0,247 -0,628 -0,428 -0,368 -0,354 -0,901 0,871 -0,6 1 -0,473 661 
9. Area 8 -0,247 -0,704 -0,428 -0,473 -0,225 -0,907 1 -0,657 -0,454 0,105 660 
10. Area 9 -0,119 -0,771 -0,142 -0,578 -0,096 -0,917 1 -0,485 -0,636 -0,526 657 
11. Area 10 -0,082 -0,904 0,142 -0,684 0,161 -0,988 0,967 -0,657 0,090 -0,578 649 
12. Area 11 -0,064 -0,923 -0,142 -0,789 0,225 -0,988 0,967 -0,771 -0,818 -0,315 649 
13 Area 12 -0,027 -0,952 -0,142 -0,8947 0,290 -0,993 0,935 -0,885 -0,090 1 644 
14 Area 13 0,101 -0,971 -0,428 -0,8947 0,483 -0,996 0,935 -0,942 -0,636 0,263 640 
15 Area 14 0,834 -0,990 -0,428 -0,8947 0,806 -0,998 0,903 -1 -0,272 -0,421 639 
16 Area 15 0,853 -0,990 -0,714 -1 0,935 -1 0,871 -1 -0,272 -1 638 
17 Area 16 1 -1 -1 -1 1 -1 0,935 -1 -1 -0,263 635 
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The experimental domains and levels of independent 

variables (x1, x2,…,x11), used to obtain the prediction 
model of cadmium tellurium crystals, depending on 
the micro alloying elements are shown in Tab. 3. 

The regression coefficients of the empirical 
model are calculated using Eq.(2) [12, 13, 14].  

 
B = (XTX)-1XTY                           (2) 

 
where B represents matrix regression 

coefficients, X is the matrix of the encoded variables, 
XT is transposed to the matrix X, Y is the matrix of 
the response values. 
 
Table 3. Experimental domain and levels of 
independent variables 

Independent 
variable 

Code 
The level of the 
variables 

Domain 

-1 0 +1 Δ = 2 
V, (ppb) x1 120 174,5 229 109 
Cr, (ppb) x2 124 229 334 210 
Co, (ppb) x3 22 25,5 29 7 
Ni, (ppb) x4 18 27,5 37 19 
Cu, (ppb) x5 30 45,5 61 31 
Zn, (ppb) x6 1398 3249 5100 3702 
Sn, (ppb) x7 3,4 6,5 9,6 6,2 
W, (ppb) x8 11 28,5 46 35 
Tl, (ppb) x9 0,14 0,195 0,25 0,11 
Pb, (ppb) x10 0,33 0,52 0,71 0,38 

 
For the calculation of the coefficient b0, the 

following equations, that is Eq.(3), (4), (5) are used 
and where b, b0 represent intercept term [12, 13] 

࢈ ൌ ࢈
ᇱ െ࢈



ୀ

ሺ
∑ ࢞


࢛

ࡺ
ୀ࢛

ࡺ
ሻ 

ᇱ࢈ ൌ
∑ ࢛࢞
ࡺ
స࢛ ࢛࢟

∑ ࢛࢞
ࡺ
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                    (3) 

 
Calculation of coefficients for simple effects (bi) 

࢈ ൌ
∑ ܑ࢛࢞
ࡺ
స࢛ ࢛࢟

∑ ܑ࢛࢞
ࡺ
స࢛

                 (4) 

Calculating coefficients for interaction effects (bij) 

࢈ ൌ
∑ ࢛ܒܑ࢛࢞࢞
ࡺ
స࢛ ࢛࢟

∑ ሺ࢛ܒܑ࢛࢞࢞ሻ
ࡺ
స࢛

            (5) 

where the total number of experiments is N = 17. 
Thus, the values of polynomial coefficients 
calculated with the above equations are presented in 
Tab. 4. 

     

Table 4. Polynomial coefficient values 
b0 b1 b2 b3 b4 b5 
665,6381 -9,1569 3,9332 -9,7158 -0,0005 -8,1460 

b6 b7 b8 b9 b10  
-6,0448 -4,5125 21,0411 -0,1321 -2,1940  

Therefore, the mathematical model has the 
expression according to the Eq.(1), where the 
response function Z has the form: 
 
Z = 665,6380 - 9,1568x1+ 3,9331x2 - 
9,7158x3+0,0005x4-8,14603x5 - 6,0448x6 - 
4,5124x7+21,0410x8– 0,1321x9-2,1939x10            (6) 

 

Testing the significance of the mathematical model 

The significance of coefficients of the regression 
model is tested by comparing the absolute value of 
the coefficients bi  with the confidence interval 
calculated with the Eq.7 (Student test). 

Coefficients have significant effects if the 
condition presented in equation 8 is met: 

 
∆ܾ ൌ ఈ;ேݐ ∙ ܵ                   (7) 

 
|ܾ| 	 	 |∆ܾ|              (8) 

 
The calculation of the Student test for the 

mathematical model presented in Eq.7 used the 
following parameters: 
N = 17 (number of degrees of freedom 
- experiences) 

(9)

α = 0,05 (threshold of significance) (10)

t 0,05;17 =2,110 (Student test value) [13] (11)

S2 = 7,5294 (data reproducibility 
dispersion) 

(12)

ܵ- average square deviation for the coefficient 
bij 

 
The confidence intervals of the coefficients are 

shown in Tab. 5. 
 

Table 5. Confidence intervals for the mathematical 
model 

Δb0 Δb1 Δb2 Δb3 Δb4 Δb5 
0,312 0,312 0,312 0,312 0,312 0,312 
Δb6 Δb7 Δb8 Δb9 Δb10  
0,312 0,312 0,312 0,312 0,312  

 
Table 6. Significant coefficients of the mathematical 

model 
b0 b1 b2 b3 b4 b5 

665,638 -9,156 3,933 
-
9,715 0 

-
8,146 

b6 b7 b8 b9 b10  
-6,044 -4,512 21,041 0 -2,193  
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Since the terms x4 and x9 do not meet the 
condition, they were eliminated (Tab. 6), and the 
predictive mathematical model of prediction of 
crystal hardness of the analyzed cadmium telluride 
becomes according to Eq.(13). 
 
  Z = 665,6380 - 9,1568x1 + 3,9331x2 - 9,7158x3 -
8,14603x5 - 6,0448x6 - 4,5124x7 + 21,0410 x8  -
2,1939x10                                                                                            (13) 
 

Testing the adequacy of the mathematical model 

The Fisher test is used to test the adequacy of the 
model [12,14]. 

The Fisher test was performed for a confidence 
level of α=0,05 and for the degrees of freedom ν1 = 
8 and ν2 = 10. The value of the Fisher test calculated 
(Fc=0,8068) was compared to the Fischer tabulated 
score (FT(ν1, ν2)= 2,42). 

Because Fc<FT, the mathematical model obtained 
is appropriate and can be used in optimization 
processes. 

The following chart shows a comparison of 
analysed crystal hardness values obtained 
experimentally (blue columns) with those calculated 
using the regression model (red columns) Eq.(13.).  
 

 
 

 
Fig.3. Comparison of the hardness values of the 

crystal of cadmium telluride obtained experimentally with 
those calculated using the regression model 
 

Analysing the graphs from Fig.3, one can see a 
deviation below 5% of the hardness values obtained 
with the experimental mathematical model against 

the values obtained by experimental measurements 
with the DUH-211S Shimadzu.  

These small differences demonstrate that the 
mathematical model can be used to predict the 
hardness of crystals of cadmium tellurium with the 
concentrations of the micro-alloying elements 
contained in the fields presented in Tab. 3. 

Micro-alloying elements influence on cadmium 
telluride crystal hardness using a mathematical 

model proposed 

In this subchapter are presented some of the 
graphs that represent the influence of the alloying 
elements on the crystal hardness of the cadmium 
tellurium. 

Fig.4 shows the influences of vanadium and 
chromium concentrations on the hardness of 
cadmium telluride crystal. The value +1 of hardness 
on graph is the maximum encoded value of hardness 
678,73 HM for the cadmium tellurium crystal, whose 
V composition has been modified between 120 ppb 
and 229 ppb and Cr in the range 124-334 ppb. 

 
Fig.4. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
Cr 
 

The value 0 of hardness is the minimum encoded 
value of hardness 652,55 HM for the cadmium 
tellurium crystal, whose V composition has been 
modified between 120 ppb and 229 ppb and the Cr 
in the range 124-334 ppb. 

The graph of variation of crystal hardness was 
represented by coding with -1 V content of 120 ppb 
(minimum interval value), and with +1 V content of 
229 ppb (maximum interval value), for the Cr 
content the value of -1 is corresponding to 124 ppb 
(minimum interval value) and +1 to 334 ppb 
(maximum interval value). 

According to the graph in Fig.4 the crystal 
hardness increases linearly with the increase of the 
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content of Cr and decreases when increasing 
concentration of V. Maximum hardness values are 
obtained for the maximum content of Cr (334 ppb) 
and to minimum content of V (120 ppb). 
 
 

 
Fig.5. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
Co 

 
By graphical representation of the regression 

model (Fig.5), the hardness of the crystal decreases 
with the increase of the content of V and Co. 
Maximum values of crystal hardness are obtained for 
the minimum content of V (120 ppb) and Co (22 
ppb). 

 
Fig.6. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
Cu 
 

In the representation of Fig.6, the hardness of the 
crystal is negatively influenced by the increase of the 
V content, respectively, of Cu. The maximum values 
of the crystal hardness are obtained for the minimum 
values of the V content (120 ppb) and Cu (30 ppb). 

According to the graph in Fig.7, the hardness of 
the crystal decreases when increasing Zn and V 
concentration. The maximum values of the crystal 
hardness are obtained for the minimum Zn content 
(1398 ppb) and V (120 ppb). 

 
Fig.7. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
Zn 

 
Fig.8. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
Sn 

 
In the situation presented in Fig.8, the hardness 

of the crystal increases less significantly when 
decreasing the concentration of Sn and more 
pronounced when increasing concentration of V. The 
maximum values of the crystal hardness are obtained 
for the minimum values of the Sn content (3,4 ppb) 
respectively of the V content (120 ppb). 

In Fig.9 the value of crystal hardness increases 
sharply as the percentage of tungsten increases and 
decreases when increasing concentration of V. 
Maximum crystalline hardness values are obtained 
for the minimum content of V (120 ppb) and 
maximum W values (46 ppb). 
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Fig.9. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of V and 
W 

 

 
   Fig.10. Variation of Cd-Te crystal hardness obtained 
using regression model based on the interaction of V and 
Pb 
 
      
 

 
Fig.11. Variation of Cd-Te crystal hardness obtained 
using regression model based on the interaction of Cr and 
Co. 

Not the same situation is presented in Fig.10 
where maximum crystal hardness values are 
obtained at the minimum contents of V (120 ppb) 
respectively of Pb (0,33 ppb). 

By graphical representation of the regression 
model Fig.11, the hardness of the crystal increases 
with the increase in the content of Cr and decreases 
more pronouncedly when increasing concentration 
of Co. The maximum values of the crystal hardness 
are obtained for the maximum values of the Cr 
content (334 ppb) and minimum Co values (22 ppb). 

 
 

Fig.12. Variation of Cd-Te crystal hardness obtained 
using regression model based on the interaction of Cr and 
Cu. 

 
In Fig.12 the hardness of the crystal increases 

with the increase of Cr content and decreases sharply 
with the increase of Cu concentration. Maximum 
crystalline hardness values are obtained for the 
maximum Cr content (334 ppb) and at minimum Cu 
values (30 ppb). 

     

 
Fig.13. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Cr and 
Zn. 
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According to the graphical representation in 

Fig.13, the hardness of the crystal increases with the 
increase of the Cr concentration and decreases with 
the increase of the Zn content. Maximum crystalline 
hardness values are obtained at the maximum Cr 
content (334 ppb) and at low Zn concentrations 
(1398 ppb).  

In Fig.14, the hardness of the crystal increases 
with the increase of Cr concentration and increases 
sharply with the increase of the percentage of W. 

 
Fig.14. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Cr and 
W 
 

Maximum crystalline hardness values are 
obtained at the maximum Cr content (334 ppb) and 
W (46 ppb). 

 
Fig.15. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Cr and 
Pb 

 
The hardness of the crystal of cadmium tellurium 

increases with the increase in Cr content and 
decreases with the growth of Pb. Maximum hardness 
values are obtained at the maximum Cr content (334 
ppb) and at minimum Pb values (0,33 ppb) (Fig.15). 

 

 
 
Fig.16. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Co and 
Sn 
 

Fig.16 shows the decrease of the crystal hardness 
value with the increase of the content of Co and Sn. 
Maximum crystalline hardness values are obtained 
at the minimum Co content (22 ppb) and Sn (3,4 
ppb). 

 
Fig.17. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Co and 
Pb 

 
The hardness of the crystal of cadmium is 

decreasing with the increase in Pb content and even 
more pronouncedly with the increase of the 
percentage of Co. Maximum crystalline hardness 
values are obtained at the minimum Co content (22 
ppb) and  Pb (0,33 ppb) (Fig.17). 

According to the representation in Fig.18, the 
hardness of the crystal decreases with the increase of 
Cu and Zn concentration. Maximum crystalline 
hardness values are obtained at the minimum content 
of Cu (30 ppb) respectively of Zn (1398 ppb). 
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Fig.18. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Cu and 
Zn. 
 
 

 
Fig.19. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of Sn and 
Pb. 
 

From the analysis of the obtained graph Fig.19, it 
turns out that the crystal hardness decreases when 
increasing the Sn content and decreases less 
sensitively with the Pb. The maximum values of the 
crystal hardness are obtained at the minimum values 
of the Sn content (3,4 ppb) respectively Pb (0,33 
ppb). 

The Fig. 20 highlights the sharp increase in 
crystal hardness with increased tungsten 
concentration and a less sensitive decrease in 
hardness when increasing lead percentage. Thus, the 
maximum hardness of the crystal is recorded at the 
maximum value of the tungsten concentration (46 
ppb) and minimal of the lead (0,33 ppb). 

 
 

 
Fig.20. Variation of Cd-Te crystal hardness obtained 

using regression model based on the interaction of W and 
Pb. 

CONCLUSIONS 

In order to establish a link between the micro 
alloying elements and cadmium telluride crystal 
hardness experimental researches were carried out using 
ablation laser equipment UP213 New Wave Research, 
coupled to ICP-MS 750 Agilent, respectively Martens 
method for hardness measuring with hardness testing 
device Shimadzu DUH-211S. The significance of 
mathematical model coefficients was determined 
using the Student test, whereas mathematical model 
adequacy testing was performed using the Fisher 
test. 

The mathematical model for the expression of 
hardness by micro alloying elements is a linear linkage. 

By applying the mathematical model obtained, 
the calculated hardness values correspond within the 
predetermined limits with the hardness values 
determined experimentally by the Martens method. 

The micro alloying elements that influence the 
hardness of the cadmium tellurium crystal are V, Cr, 
Co, Cu, Zn, Sn, W, Pb, whereas Ni, T1 does not 
significantly affect hardness. 

The results obtained from the theoretical research 
on cadmium tellurium crystal hardness using the 
developed mathematical model were plotted 
according to the concentration of micro alloying 
elements. The analysis of these surfaces highlights 
the sharp increase in crystal hardness with the 
increase in Cr and W content and drops with V, Co, 
Cu, Zn, Sn, Pb. 

From the theoretical and experimental 
researches, it appears that the hardness of crystals of 
cadmium tellurium, an important mechanical 
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characteristic in the subsequent mechanical 
processing of their shape and dimensions, can be 
predicted with a probability of 95% using the 
mathematical model presented in this paper, starting 
from the concentrations of micro alloying elements. 
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The present article investigates the mechanical properties and microstructure of the CrTiAlN thin coatings obtained at a low 

deposition temperature (150°C) using Closed Field Unbalanced Magnetron Sputtering (CFUBMS) technique onto different 
substrates. In order to determine the effect of heat treatment on mechanical and structural properties, the as-deposited CrTiAlN 
coatings were annealed in an argon atmosphere and air at different temperatures (400-800°C) for 2 hours. The alteration of the 
morphology, microstructure, chemical composition, hardness and adhesion strength after the treatment was analysed by atomic force 
microscopy (AFM), scanning electron microscopy (SEM) complemented with an energy dispersive x-ray spectroscopy analysis, X-
ray photoelectron spectroscopy (XPS), a Nanoindentation Tester and a Micro Scratch Tester. After an annealing to the temperature of 
600°C the coatings demonstrated higher hardness and elastic modulus of 29 ± 2 GPa and 365 ± 20 GPa, respectively. Further 
increase of the treatment temperature caused decrease of the coating hardness and elastic modulus and rise of the surface roughness 
and coefficient of friction.  

Keywords: UBMS, hard coatings, CrTiAlN, thermal resistivity  

INTRODUCTION 

Thin films deposition has undergone huge 
advance in the last decades and it is now possible to 
obtain multilayered, functionally gradient, and 
nanocomposite coatings that have very good 
properties, such as high hardness, good adhesion 
and high wear- and oxidation resistance. Thermal 
stability of the coatings at high temperatures is a 
concern not only for applications in hot 
environments, but also in cutting and drilling 
operations, where locally temperatures of up to   
800 ºC can be reached. 

A wide range of PVD hard coatings are now 
available for a variety of applications. TiN is the 
first generation of PVD hard coating (about 24 
GPa) and is still being used as protective hard 
coatings for bearings, gears, cutting and forming 
tools. However, the fracture toughness and low 
oxidation resistance (＜ 550 ºC) of the TiN coatings 
are not satisfactory for many engineering 
applications [1,2]. In the advance of hard coating 
development, TiAlN has been successfully 
commercialised particularly for high-speed cutting 
because of its significantly improved oxidation 
resistance (>700 ºC) and hardness over TiN [3-6].  

 

* To whom all correspondence should be sent: 
   ipfban-dve@mbox.digsys.bg 

Nevertheless, the oxidation resistance at 
elevated temperatures of the Ti-based coatings is 
limited although it has been improved with 
aluminium incorporation. These drawbacks of the 
Ti-based coatings have strongly limited their 
practical applications. Similar to TiN, chromium 
nitride, CrTiN and  AlCrN coatings have been 
successfully applied to the metal forming and 
plastic moulding dies and wear components, which 
is known to be superior to TiN in wear resistance, 
friction behaviour, and toughness [7-9]. Further 
improvements in nitride coatings have been found 
to have promising performance compared to that of 
ternary films. Cr–Ti-Al–N system offers a high 
variability ranging from Cr rich to Al rich [10-13] 
coatings with improved hardness and thermal 
stability, oxidation and wear resistance and lower 
coefficient of friction. 

The present article investigates the effect of heat 
treatment in air and argon environment on 
mechanical properties, microstructure and phase 
composition of CrTiAlN coatings  with a small 
amount of Al, obtained at a low deposition 
temperature. 

EXPERIMENTAL DETAILS 

Coatings deposition conditions 

Cr-Al-Ti-N coatings with different thickness 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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were prepared using a Teer Coatings UDP 850 
closed-field unbalanced magnetron sputtering 
(CFUBMS) system. The system was equipped with 
four unbalanced magnetrons uniformly arranged at 
90° intervals around the vertical stainless steel 
vacuum chamber. Each magnetron was fitted with a 
target: Cr, Ti and two Al. The coatings were 
deposited onto substrates of high-speed steel (EN: 
1.3343), stainless steel (EN: 1.4436) and carbon 
tool steel (EN: CT105) with low temperature 
resistance (≤ 200°C).  The high-speed steel (HSS) 
and carbon tool steel substrates were preliminary 
hardened. The substrate holder comprised a rotating 
vertical rod, supporting a pair of horizontal plates 
on which the substrates were fixed. The vacuum 
chamber was pumped down into a high vacuum 
condition with a background pressure less than 
2.0×10-3 Pa. In order to remove the top oxide layer 
the substrates were plasma cleaned in argon 
atmosphere (2.0 x10-1 Pa) for 30 minutes at 
negative pulse substrate bias voltage of 500 V and 
frequency of 250 kHz. A mixture of argon and 
nitrogen gases was introduced into the chamber 
during the process. The ratio of argon was kept a 
constant (25 sccm) and the nitrogen content was 
controlled by plasma optical emission monitor 
(OEM) with a feedback control. The information on 
the variation of the OEM signal (the plasma 
characteristics) with changes in the process 
parameters and the correlations between the signal 
and the deposition rate, morphology and structure 
of the coatings, are very important for optimization 
of the deposition process. 

In the current experiments, a substrates 
temperature of 150°C for deposition of the coating 
was used. During the deposition substrates were 
biased with a pulse power source to induce proper 
ion bombardment on the growing surface to assist 
the formation of coatings with a dense structure. 
The experiments were conducted at bias voltage of 
-70 V and frequency of 150 kHz in DC work 
regime of the Ti and Cr cathodes and pulsed regime 
of the Al cathodes. The deposition started with 
sputtering of a Cr adhesion layer and after that a 
Cr-N interlayer with thickness of 200 nm was 
deposited reactively. Following these two layers, 
the fractions of Ti and Al increased to form a 
compositionally graded Cr-Ti-Al-N film, and 
finally Cr-Al-Ti-N with constant composition was 
obtained. The relative concentration of Cr, Ti and 
Al in the coatings was adjusted through the 
sputtering power, applied to the targets during 

deposition: PCr = 1.5 kW; PTi = 2.4 kW; PAl = 0.6 
kW.   

Characterization techniques 

The mechanical properties such as nanohardness 
and adhesion of the as-deposited and annealed 
CrTiAlN coatings were investigated using Compact 
Platform CPX (MHT/NHT) CSM Instruments 
equipment which includes a Nanoindentation 
module (NHT), a Micro Scratch module (MST) and 
an Optical video microscope with CCD camera, 
installed together on the same platform. 
Nanoindentation was performed by a triangular 
diamond Berkovich pyramid. The adhesion strength 
of the coating to the substrate was evaluated using 
MST equipped with a spherical Rockwell indenter 
with a radius of 200 μm under progressively 
increasing pressing force in a range of 1-30 N.  

The studies of the coating morphology were 
carried out by Atomic force microscopy (AFM) 
using NanoScope VAFM (Bruker Inc.) equipment 
in air in tapping mode. Silicon cantilevers with 
reflective aluminium coating with thickness of 30 
nm, Tap 300Al-G (Budget Sensors, Innovative 
solutions Ltd, Bulgaria) were used.  

Surface observation and composition analysis 
was performed on JEOL JSM 6390 electron 
microscope equipped with INCA Oxford EDS 
energy dispersive detector. Surface images were 
also obtained in secondary electrons (morphology 
contrast) and back-scattered electrons (density 
contrast). 

The chemical bonding of the coatings was 
studied by X-ray photoelectron spectrometry. XPS 
spectra were acquired on a Kratos AXIS Supra 
photoelectron spectrometer using a monochromatic 
Al Ka source with energy of 1486.6 eV. The 
binding energies were corrected relative to the C1s 
peak at 285.0 eV. The concentration of the 
elements was derived on the basis of the core level 
peak areas, corrected by the corresponding relative 
sensitivity factor values. 

RESULTS AND DISCUSSION 

The mechanical properties stability is of a main 
importance when the ceramic materials are used for 
industrial applications. Their structure contributes 
to this stability as it will be discussed in the 
following sections. In order to evaluate the thermal 
stability of the designed multicomponent CrTiAlN 
coatings, annealing tests were performed in 
circulating argon and atmosphere using a thermal 
furnace with a maximum temperature of 1100ºC. 
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The coated specimens were carefully degreased 
using suitable solvents and annealed at different 
temperatures (400ºC, 600ºC, 700ºC and 800ºC) for 
2 h at each temperature, and after that were 
naturally cooled down to room temperature in the 
furnace. The alteration of the morphology, 
microstructure, chemical composition, hardness and 
adhesion strength after the treatment was analyzed. 

Mechanical properties 

Mechanical and tribological properties of the 
same as-deposited multicomponent coatings with a 
composition Cr0.68Ti0.19Al0.13N and a thickness of 
2,1 µm were reported in our previous work [14]. So 
far no one has reported in the literature high-
temperature mechanical properties for such 
coatings obtained at a low deposition temperature. 

1. Hardness and Elastic modulus  
Hardness and Elastic modulus of the as-

deposited and annealed CrTiAlN/HSS coatings 
were characterized by dynamical nanoindentation 
in the loading interval of 10-100 mN and calculated 
from the load-penetration depth curve using the 
Oliver and Pharr method [15]. The maximum 
indentation depth was set at 200 mN which is less 
than 10% of the coating thickness, to avoid the 
influence of the substrate. An influence of the 
annealing temperature on the evolution of hardness 
and elastic modulus of the CrTiAlN coatings is 
presented in Fig.1.  

 
Fig.1. Experimental data of Hardness and Elastic 

modulus of the CrTiAlN/HSS coating as a function of 
annealing temperature  

The nanohardness of HSS substrate in as-
deposited state and after annealing at the 700°C 
was determined to be 11.0 GPa and 7.0 GPa, 
respectively. From the above experimental results it 
can be seen, that the hardness and elastic modulus 

show a similar behaviour. After annealing at 400°C 
and 600°C the hardness and elastic modulus 
increased from 27 to 31 GPa and from 396 to 426 
GPa, respectively. However, as the annealing 
temperature increased to 700°C, significant change 
in the coating hardness and elastic modulus (Fig.1) 
was observed [16, 17]. This could be related to 
defect annihilation and stress relaxation. As a result 
the hardness and elastic modulus decrease. The 
change in mechanical properties is accompanied by 
a sharp change in morphology of the coating (see 
Fig.6) accompanied with grain enlargement and 
drastically increase of the surface roughness as 
compared to its smooth surface in as-deposited 
state. Reverse trend was observed for the effect of 
the annealing temperature of 800 °C on the 
hardness that was slight higher than for the samples 
treated at the temperature of 700°C.   

2.  Scratch resistance 
A Rockwell diamond indenter (cone apex angle 

120º, tip radius R=200 µm) was used to perform 
scratch tests. The applied load was linearly 
increased from 1 N up to 30 N with a constant 
scratch speed of 0.5 N/min. Series of scratch tests 
were performed before and after thermal treatment 
on coatings to obtain a load where the coating 
exhibits failure termed as the critical load (Lc). The 
critical load values were determined after the test 
by optical microscopy observation of the damages 
formed in the scratch tracks and from the recorded 
acoustic emission (AE) and friction force (Ft) 
signals.  Penetration of the indenter into the surface 
causes bending of the coating where both 
compressive and tensional stresses appear. The 
friction force between surface and sliding tip causes 
compressive stress in front of the moving tip and 
tensile stress behind it. 

Excellent adhesion results without failures 
within loading range of 1-30 N were demonstrated 
by the as-deposited CrTiAlN/HSS coatings. A 
typical scratch graph and optical micrograph of the 
main scratch track part (Fn=25÷30N) of the coating 
and scratch test results of the acoustic emission 
(AE), friction force (Ft) and coefficient of friction 
(µ) are shown in Fig.2.  As can be seen, no picks of 
AE and no changes of Ft were observed. The 
coefficient of friction of the coating against 
diamond indenter was measured to be µ= 0.09. No 
visible changes in the coating adhesion were 
observed after annealing up to 400°C. After 
annealing at 600°C, it was observed that with 
increase of the scratch length and the normal load 
respectively, the values of the friction force and 
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coefficient of friction change. Very slight semi-
circular tensile cracks were observed at the normal 
load > 20 N within the track. The friction force 
increased from 2.6 N to 3.4N, and the coefficient of 
friction from 0.09 to 0.12. 

 

 
 

Fig.2. Scratch graph of the as-deposited CrTiAlN/HSS 
coating and optical micrograph of the main part of the 
scratch track: 1) Normal load; 2) Acoustic emission; 3) 
Friction force; 4) Coefficient of friction 

After the annealing at a temperature of 700°C 
the coatings kept good adhesion properties. Only 
slight brittle tensile and micro-chevron cracks 
within and outside the track without chipping and 
spallation were observed (Fig.3). As a result, the 
friction force increased to 3.7 N and the coefficient 
of friction to 0.13. This change may be due to an 
increase of the stress between the substrate and the 
coating on as well as the formation of a thin, brittle 
oxide layer on the coating surface.  
 

 
 

Fig.3. Optical micrograph of the main part of the 
scratch track obtained after annealing of the CrTiAlN 
coating at 700°C 

After the next annealing of the coating at a 
temperature of 800°C no failures in the scratch 
track were observed. However, the brittle tensile 
and micro-chevron cracks are more pronounced. In 
this case, a noise in the acoustic emission signal 
was registered. As a result, an increase in the 
friction force up to 5.0 N and the coefficient of 
friction up to 0.18 was determined.  

Coating morphology 

1. AFM and SEM surface analyses 
Effect of the thermal treatment on the 

CrTiAlN/SS coating morphology was studied by 
AFM. The AFM data (Fig.4) revealed that the as-
deposited coating exhibited a low roughness and 
densely packed structure [14], consisting of well 
separated grains with apparently spherical form and 
predominantly equal sizes. Sporadic small defects 
were observed on the coating surface which leads 
to an increase of the roughness. The average 
roughness (Ra) and root mean square (Rq) 
roughness were obtained on a scanned area of 10 
µm x 10 µm as follows: Ra = 20 nm and Rq = 26 
nm. 

 
Fig.4. 2D and 3D AFM images of surface topography 

of the as-deposited CrTiAlN coating 

SEM observation of the same as-deposited 
coatings revealed a similar feature (Fig.5). The 
coating surface showed columnar boundaries and 
the average columnar diameter was scattered 
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between 150 to 300 nm. The coatings are dense and 
no cracks on the surface were disclosed which 
indicates a good compactness. No visible 
differences after the coatings treatment at 400°C 
and 600°C were observed. 

 

Fig.5. Surface SEM micrograph of the as-deposited 
CrTiAlN coatings 

 
Fig.6. 2D and 3D AFM images of the surface 

topography of the CrTiAlN coating after annealing at 
700°C 

 
As Fig.6 (above) shows, after  annealing at 

temperature of 700°C the average roughness and  
root mean square surface roughness obtained on the 
same area (10 µm x 10 µm) increase significantly. 
The calculated values of Ra and Rq in this case 
were 62 nm and 78 nm, respectively. According to 

the results shown in Fig.6, it could be concluded, 
that after the thermal treatment at 700°C the surface 
topography changes as a result of the stress, grain 
enlargement and the formation of the oxide phases 
on the coating’s surface [18-20]. The increased 
surface roughness causes increase of the coefficient 
of friction as the scratch test showed.  

Coating composition and chemical bonding 

The EDS and XPS analyses were carried out to 
determine the existence of certain elements and 
amount of each element present. The evaluated 
elemental composition of the CrTiAlN coatings 
before and after annealing is presented in Tab.1. 

Table1. Composition of the CrTiAlN coating 
CrTiAlN 
coating 

Elemental concentration (at. %) 
Cr Ti Al N O 

 as-deposited state 
EDS 30.95 9.06 6.24 53.75  
XPS 24.5 7.0 4.8 40.1 23.6 

 after annealing at 700°C 
EDS 36.91 10.44 7.14 45.52  
XPS 19.1 5.5 2.7 10 62.7 

The EDS and XPS analyses exhibited difference 
in elemental concentration of the coatings. It is seen 
that on the surface (XPS data) the concentration of 
nitrogen decreased four times, while the content of 
metallic elements is decreased by 20-25%. Besides, 
after annealing the concentration of oxygen 
increased three times. As the XPS analysis was 
performed without surface ion etching, the 
reduction of metal nitrides concentration is due to 
the formation of oxides on the coating surface after 
annealing. Based on the data from EDS and XPS 
analyses, the coating chemical composition after 
annealing was determined to be Cr0.68Ti0.19Al0.13N 
and Cr0.7Ti0.2Al0.1N, respectively. 

The chemical bonding status of CrTiAlN 
coatings was determined by XPS analysis. Typical 
XPS spectra of Cr2p, Ti2p, Al2p, N 1s and O1s 
energy regions for as-deposited and annealed 
CrTiAlN samples are shown in Fig.7. In the Cr2p 
spectrum the peaks centred at 575.1 eV and 585 eV 
could be attributed to Cr-N bonds for as-deposited 
coatings [10, 11]. The coating after annealing 
process shows similar Cr2p3/2 spectrum as that 
obtained in the as-deposited state. However, the 
main peak shifted to energy at 576.3 eV and the 
second one to 586.4 eV. These peaks could be 
attributed to formation of Cr-nitride and Cr2O3 

oxides. The peak associated with Ti consists of two 
peaks centred at 456.0 eV and 462.0 eV. These 

201 



T. M. Cholakova et al.: Effect of the heat treatment on mechanical and structural properties of CrTiAlN coatings deposited 
at low temperature 

 

 

peaks originate from Ti 2p3/2 and Ti 2p1/2 
electrons in titanium nitride and oxynitride. After 
annealing the binding energies of Ti2p peaks are 
shifted to energies at 457.8 eV and 463.8 eV, 
corresponding to the TiNO and Ti2O3 bonds [18]. 
The Al2p spectra contribution with maximum 
binding energy of 73.7 eV is assigned to Al-N 
chemical bonding state within the coating. 

 

 

 

 

 

 

Fig.7. XPS spectra of Cr 2p, Ti 2p, Al 2p, N1s and O 
1s on the as-deposited and annealed CrTiAlN coating 

The annealing results in appearance of a small 
second peak with the binding energy at 78.8 eV 
which origin is not clear. Since the Al2p and Cr3s 
spectra overlap, the second peak could be attributed 
to Cr2O3 oxides. 

The N1s spectrum of the as-deposited coating 
shows only one lightly asymmetrical peak with 
binding energy of approximately 396.5 eV which is 
attributed to the presence of metal nitrides (CrN, 
TiN and AlN) [19,20,21]. The chemical analysis 
showed presence of two peaks with low intensity 
situated at 396.5 eV and 402.4 eV after annealing. 
A possible explanation is the reduction of the metal 
nitrides concentration on the coating surface due to 
the formation of oxy-nitrides [22]. 

The O1s strong spectrum with a peak at 530.2 
eV after annealing showed very high intensity in 
comparison with the same spectrum of the as-
deposited coatings. It can be assigned to formation 
of oxy-nitride and oxides such as TiNO, CrO3, 
Cr2O3, and Al2O3. The chromium oxide appearance 
after annealing has been well documented as being 
an exothermic reaction that normally takes place 
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above 700 °C as reported in [2, 23, 24]. The above 
studies show that the mechanisms of Cr-Ti-Al-N 
thermal stability depend strongly on the elemental 
concentration. It can be stated that the oxidation 
process of the CrTiAlN coating is controlled mainly 
by the outward diffusion of Cr, Al, Ti and N 
species and by the inward diffusion of oxygen. As 
the coatings become more Cr-rich the preferential 
oxide formed might be mainly Cr2O3. 

CONCLUSIONS 

The CrTiAlN coating with a small amount of Al 
was successfully obtained using the closed-field 
unbalanced magnetron sputtering technique at the 
low deposition temperature of 150°C without 
additional substrate heating. The coating 
demonstrated good mechanical properties in the as-
deposited state: nanohardness value of 27 GPa, an 
excellent adhesion in the loading interval from 1N 
to 30N and a low coefficient of friction (µ=0.1) in 
the as-deposited state. 

After annealing at 400°C and 600°C the 
hardness and elastic modulus increased from 27 
GPa to 31 GPa and from 396 GPa to 426 GPa, 
respectively and then decreased with further 
increase of the annealing temperature. With the 
increase of the tested temperature to 800°C, the 
coating demonstrated a hardness and elastic 
modulus of 22 GPa and 365 GPa, respectively. The 
friction coefficient of the coating tends to increase 
to the value µ= 0.18 as no failures in the coating 
were observed. 

The AFM study revealed that the CrTiAlN 
coating exhibited a higher roughness after 
annealing. After the thermal treatment at 700°C the 
surface topography changes as a result of the stress, 
grains enlargement and the growth mainly of a 
chromium oxide phase on the coating’s surface.  
The SEM and XPS studies revealed that the 
mechanisms of the Cr-Ti-Al-N thermal stability 
depend strongly on the elemental concentration. It 
was stated that the oxidation process of the coating 
is mainly controlled by the outward diffusion of Cr, 
Al, Ti and N species and by the inward diffusion of 
oxygen. The surface of the coating does not 
significantly oxidized after continuous heating up 
to 800°C, implying a better oxidation resistance. 
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Investigation of triple Cr-Ti-based nitride coatings depending on the graded transition 
layers  
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The results from investigation of the relation between the structure of the transition layers and nanohardness and adhesion of the 
triple Cr-Ti-based nitride coatings are presented in this article. The coatings were deposited on tool steel substrates at temperature of  
140 oC and a nitrogen flow of 13 and 18 sccm.   Two types of the coating composition, Ti/TiN/TiCrN and Cr/CrN/CrTiN were 
studied. Nanohardness of 21 GPa to 27 GPa and 22 GPa to 24 GPa was measured for Ti-based and Cr-based structures, respectively, 
The increase of the N2 flow in the Cr-based samples has shown considerably improved adhesion to the substrates in comparison with 
the Ti-based ones.  In both cases, the increase of reactive gas flow decreases the coefficient of friction to 0.14 for the Ti-based and to 
0.10 for Cr-based structures. The optimal combination of nanohardness, adhesion and coefficient of friction was achieved for the 
Cr/CrN/CrTiN samples deposited at a nitrogen flow of 18 sccm.    

Keywords: Hard coatings, Cr-Ti-N, transition layers, nanohardness, adhesion  

INTRODUCTION 

During the last years, the Cr- and Ti- based 
triple nitride coatings with graded transition layers 
deposited by unbalanced magnetron sputtering have 
attracted interest for implementation in the industry. 
The improved mechanical and tribological 
characteristics resulted from their structure are the 
main advantage ahead of the standard CrN and TiN 
coatings [1]. The enhanced mechanical properties 
of CrN based coatings with incorporated other 
metals allowed their wide application in the 
machining industry for improvement of the 
mechanical performance of stamping and machine 
components, molds and dies, tool holders and other 
industry tools [2, 3]. The industry interest is also 
increasing because of their high oxidation 
resistance [4]. The appropriate adhesion of the hard 
coatings is very important, feature, since these films 
are required to endure excessive loads when they 
are in industrial service, including cyclical, 
mechanical and thermal influences [5]. Therefore 
the triple coatings have to be designed in a way to 
have excellent coating-substrate adhesion, which  
ensures longer lifetime of the tools in harsh 
industrial environments. There are many tool 
materials limiting the coating deposition to 
temperatures lower than 200 oC. Such as carbon 
steels are preferred for industrial applications 
because of their lower price and specific 
applications. However, with the increase of the 
working  temperature   over  200 oC  their  hardness  
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decreases [6]. The adhesion of hard coatings on tool 
steel substrates is improved with increase of the 
working temperature [7, 8]. The achievement of 
optimal combination of excellent adhesion and 
enhanced nanohardness at deposition temperatures 
below 200 oC is a challenging technology task. The 
CrTiN hard coatings can be prepared by different 
techniques such as magnetron sputtering, ion beam 
assisted deposition, cathodic arc, and electron beam 
evaporation. Among these methods, the magnetron 
sputtering is one of the most widely used 
techniques to prepare films with large area 
uniformity and strong adhesion [9]. The 
Unbalanced Magnetron Sputtering is the most 
appropriate method for coating deposition at 
temperatures below 200 oC [10]. In the case of low 
deposition temperatures, the coating adhesion 
becomes a critical issue. It is assigned by the 
adhesion between the substrate and the first 
deposited metal layer as well as the cohesion 
between the adhesion metal layer and the graded 
transition layer. The investigation of relation 
between the structure of the transition layers and 
nanohardness and adhesion of the triple Cr-Ti-
based nitride coatings deposited below 200 oC is 
presented in this article. 

EXPERIMENTAL 

The coatings were deposited on HSS substrates 
at temperature of 140 oC and nitrogen flow of 13 
sccm and 18 sccm. Two structures, Ti/TiN/TiCrN 
and Cr/CrN/CrTiN, named Ti-based and Cr-based, 
respectively, were deposited by close field 
unbalanced magnetron sputtering (CFUBMS) in 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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UDP 800-4 equipment (Teer Coatings, UK).  
Fig.1 presents a scheme of the vacuum chamber 

used for deposition of the coatings. One Cr and one 
Ti targets arranged in an opposite configuration 
were used for deposition. The unused targets were 
protected by a shield or by an application of a low 
current of 0.5 A.   

 
Fig.1. A vacuum chamber scheme of the UDP 800-4 

equipment  

Before the loading into the chamber, the 
specimens were ultrasonically cleaned in an 
alkaline solution, rinsed in deionised water and 
dried in a furnace. Prior the process start the 
chamber was evacuated to a base vacuum of 
1.5x10-5 Torr. Ion cleaning in Ar plasma at a bias 
voltage of 500 V was performed for 30 min 
immediately before the coating deposition. The first 
Ti or Cr adhesion layer was deposited in Ar for 15 
minutes. After that a transition layer of TiN or CrN 
was deposited by a gradually increased N2 flow. 
During deposition, the nitrogen flow was controlled 
by OEM (Optical emission monitoring) with 
monochromator, tuned to the Ti (501 nm) or Cr 
peaks (421 nm). Two representative samples of 
each structure were chosen for investigation of the 
nitrogen flow effect on the properties of the 
transition and top layers. One transition layer was 
deposited at a nitrogen flow rate increased from 2 
sccm to 13 sccm and the second one was obtained 
at a nitrogen flow rate risen from 2 sccm to 18 
sccm.  The increase was realized in 15 minutes. The 
internal stress between the transition layer and the 
active coating layer was reduced with deposition of 
a thin gradient TiCrN or CrTilN layer, realized by 
an increase of the Cr or Ti target currents 
respectively. The power of the Ti and Cr targets 
were kept a constant during deposition of the top 
TiCrN and CrTiN coating layers. The sputtering 

process was controlled by the Ti and Cr target 
currents set in a Cr/Ti ratio of 0.7, because of their 
different reaction activity. The argon (Ar) flow was 
controlled by a mass-flow controller (MFC) and 
was kept a constant of 25 sccm during the process. 
The pulsed bias voltage was maintained at −70 V 
during deposition. The pressure during deposition 
varied between 1.6x10-3 and 1.9x10-3 Torr. The 
carousel rotated with 5 rpm. Thus, the only factor 
influenced the mechanical characteristics of  
coatings was the composition of the transition 
layers (Ti/TiN or Cr/CrN) and the applied nitrogen 
flow rate. The total thickness of the Ti-based 
coating was in the diapason 1.2 – 1.6 µm, while of 
the Cr-based was between 1.5 - 2.0 µm. 

A Compact platform CPX- MHT/NHT – CSM 
Instruments, Anton Paar, Austria was used for 
characterisation of the mechanical parameters. The 
nanohardness was measured by a Berkovich 
indenter in the loading interval 0.01-500 mN. The 
Oliver and Pharr method was implemented for the 
calculations. Indentations with loads of 10, 15, 20, 
50, 100 and 200 mN were made for the 
nanohardness study. The adhesion was qualified by 
a micro scratch test using a spherical Rockwell 
indenter with a radius of 200 µm. The coefficient of 
friction against a diamond indenter was also 
measured. A load progressively increased in the 
interval of 1 N to 30 N over a length of 1 mm was 
applied. The scratch velocity was 0.5 N/min. 

The coating composition was studied by means 
of XPS and SEM/EDS analyses. The XPS spectra 
were acquired on a Kratos AXIS Supra 
photoelectron spectrometer using a monochromatic 
Al Ka source with an energy of 1486.6 eV. The 
base pressure in the analysis chamber was 5 x 10-8 
Pa. The binding energies were corrected relative to 
the C1s peak at 285.0 eV. The elemental analysis 
was performed on JEOL JSM 6390 electron 
microscope, equipped with INCA Oxford EDS 
energy dispersive detector.        

RESULTS 

The load–displacement curves of the Ti-based 
coating at indentation loads of 10, 15, 50, 100 and 
200 mN for the nitrogen flow rates of 13 and 18 
sccm are presented in Fig.2. 

The results show that the curves of both samples 
have the same slope and tendency. However, the 
curves corresponded to the sample prepared at a 
higher nitrogen flow are shifted to the bigger 
penetration depth implying lower nanohardness.  

206 



V. A. Chitanov et al.: Investigation of triple Cr-Ti-based nitride coatings depending on the graded transition layers 

  

 

 
Fig.2. Load-displacement curves for Ti/TiN/TiCrN 

coating: 1) 13 sccm N2 flow; 2) 18 sccm N2 flow  

This shift is more pronounced at bigger loads 
corresponded to penetration higher than 400 nm. 
Hence, this distinction could be attributed to the 
substrate than the coating. 

The nanohardness H, modulus of elasticity E in 
dependence on the indentation depth h are 
presented in Fig.3.  

 
Fig.3. Dependence of the nanohardness and modulus 

of elasticity on the penetration depth of Ti/TiN/TiCrN 
coatings  

A highest nanohardness of 27 GPa was 
measured at hmax=193 nm for the coating deposited 
at a N2 flow rate of 13 sccm. The corresponded 
modulus of elasticity was 301 GPa.  

The increase of nitrogen flow leads to decrease 
of the nanohardness to 21 GPa measured at hmax of 
205 nm and a corresponding modulus of elasticity 
of 322 GPa. The nanohardness decrease at loads of 
10 mN causes the surface contaminations and 
roughness [11].  With the indentation depth 
increase, the nanohardness decreased due to the 
influence of the substrate.   

The load displacement curves as measured at 10, 
15, 20, 50, 100 and 200 mN of the Cr-based 
structure are presented in Fig.4. 

 
Fig.4. Load-displacement curves for Cr/CrN/CrTiN 

coating: 1) 13 sccm N2 flow; 2) 18 sccm N2 flow 

The curves indicated an identical nanohardness 
for both N2 flow rates. The maximum nanohardness 
measured at the indentation depth of 181 nm was 
24 GPa and the modulus of elasticity was 380 GPa. 
The dependences of the nanohardness H and the 
modulus of elasticity E on the penetration dept, h 
for this structure are presented in Fig.5. 

 
Fig.5. Dependence of the nanohardness and modulus 

of elasticity on the penetration depth of Cr/CrN/CrTiN 
coatings 

It is seen that there is no difference in the curves 
corresponded to the both rates of the nitrogen flow. 
The slight nanohardness difference at a penetration 
depth of 200 nm is negligible. 

Highest nanohardness of 22 GPa and a modulus 
of elasticity of 368 GPa were measured at a depth 
of 195 nm for the Cr/CrN/CrTiN coating obtained 
at 13 sccm nitrogen flow rate. 

The study of the nanohardness revealed slight 
dependence on the nitrogen flow when OEM is 
tuned to the Ti peak, while the tuning to the Cr 
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peak does not cause significant dependence of the 
nanohardness on the nitrogen flow. This effect may 
relate to the higher titanium affinity to nitrogen 
than that of Cr atom (ΔHTiN = −337.65 kJ/mol, 
ΔHCrN = −117.15 kJ/mol). Therefore small 
changes of the nitrogen flow rate affect more 
pronounced nanohardness variation as the results 
for Ti/TiN/TiCrN coatings have shown. The highest 
nanohardness of 27 GPa and 24 GPa was measured 
for the Ti/TiN/TiCrN coating deposited at a 13 
sccm nitorgen flow and for the Cr/CrN/CrTiN 
coating deposited at 18 sccm. Because the modulus 
of elasticity is an intrinsic property of the material, 
it does not depend essentially on the nitrogen flow 
rate.  

The scratch test results of the Ti based coating 
with nitrogen flow rate of 13 sccm are shown in 
Fig.6. Four signals are presented in each graph: the 
applied normal force Fn, coefficient of friction μ, 
friction force Ft and acoustic emission AE. 

 

                    

 

   

           
Fig.6. Scratch test results for the Ti/TiN/TiCrN coating 

at 13 sccm nitrogen flow: Fn - load force; Ft - friction 
force; µ - coefficient of friction; AE - acoustic emission; 
and a photo of the   scratch test track 

As it is seen, the coating exhibits a very good 
adhesion to the substrate. There was no 
delamination of the coating. At a load of 17 N a 

small single crack was recognised, which related to 
small changes of the straight trends of Ft and μ.   
The AE signal has several peaks after 20 N, 
corresponded to rare small and short angular cracks 
implying weaker cohesion. Despite that, no 
chipping and spalling of the coating were appeared           
at loads up to 30 N. The measured coefficient of 
friction was 0.18. 

The result of the Ti based coating obtained at a 
nitrogen flow of 18 sccm is presented in Fig.7. 

 

                                         

 

 

          
Fig.7. Scratch test results for the Ti/TiN/TiCrlN 

coating at 18 sccm nitrogen flow: Fn - load force, Ft - 
friction force,  µ - coefficient of friction,  AE- acoustic 
emission; and a photo of the scratch test track 

Again, a very good adhesion up to a load of 30 
N was demonstrated. The improved adhesion up to 
25 N could be evident from the scratch track and 
the trends of the friction force and acoustic 
emission. The latter was confirmed by the track 
visualization. A single-angle and several semi-
spherical cracks were observed at loads over 25 N 
indicated with a small drop of the coefficient of 
friction and friction force. The measured coefficient 
of friction was 0.14. 

The scratch test results of the Cr/CrN/CrTiN 
coating deposited at a nitrogen flow of 13 sccm are 
given in Fig.8. This coating also did not delaminate 
from the substrate. At the small load of 3 N there 
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was some drop of the coefficient of friction, most 
probably due to the surface defects. The small picks 
of the coefficient of friction and friction force 
signals at 14 N corresponded to thin semi-spherical 
cracks. The AE signal had not any features during 
the test. Few short angle cracks at the scratch edge 
at 27 N were identified. The adhesion of the coating 
during the scratch was very good. The coefficient 
of friction was 0.16. 

 

       

 

  

           
Fig.8. Scratch test results for the Cr/CrN/CrTilN 

coating at 13 sccm nitrogen flow: Fn - load force, Ft - 
friction force,  µ - coefficient of friction,  AE- acoustic 
emission; and a photo of the scratch test track 

 

Excellent adhesion for loads up to 30 N was 
obtained for the Cr based coating deposited at an 18 
sccm nitrogen flow. The results are presented in 
Fig.9.  

The AE signal is smooth and no cracks were 
found during the test. The only one pick at the end 
of the AE signal could be attributed to the 
unloading process of the indenter and it did not 
correspond to a crack in the scratch track.  There 
was no change in the trend of the friction force and 
the coefficient of friction. The measured value of 
the coefficient of friction was 0.1.  

The dependence of the coefficient of friction on 
the nitrogen flow is presented in Fig.10.   

 

 

 

  

            
Fig.9. Scratch test results for the Cr/CrN/CrTilN 

coating at 18 sccm nitrogen flow: Fn - load force, Ft - 
friction force,  µ - coefficient of friction,  AE- acoustic 
emission; and a photo of the scratch test track 

 

 
Fig.10. Coefficient of friction in dependence of the N2 

flow  

The Cr-based coatings showed a lower 
coefficient of friction. It was evident that with the 
increase of the nitrogen flow the coefficient of 
friction for both structures was decreased. The 
lowest value of 0.1 had the Cr-based coating 
deposited at an 18 sccm flow.  

The comparative study of the scratch results 
shown that the scratch resistance was very good 
with small non-essential cracks of the Ti- based 
coating. The Cr – based structures had better 
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scratch resistance because of the better adhesion 
strength of the CrN layer than the TiN one. This 
was confirmed by the excellent resistance to the 
progressive load from 1 to 30 N at 18sccm nitrogen 
flow.     

 

 

 

 
Fig.11. High resolution spectra of the Ti - based and Cr 

- based coatings  

The chemical state and composition were 
obtained by XPS of the outmost coating layers. 

High-resolution Cr (2p), Ti (2p), and N (1s) spectra  
are presented in Fig. 11. It is seen that the spectra of 
both coatings do not differ essentially in the shape. 
The Cr2p3/2 peak is centered at 574.59 eV and 
575.13 eV for Ti/TiN/TiCrN and Cr/CrN/CrTiN, 
respectively and possesses an asymmetric shape. 
The latter allows considering it as overlap of 
several peaks assigned to different chemical states 
according to reference data. Two of them could be 
assigned to CrN (BE 574.5 eV) and Cr2N (BE 
576.2 eV) in accordance with [12, 13]. It should be 
noted, that to the Cr (2p) peak could be contributed 
peaks between 576.1 and 576.6 eV assigned to 
Cr2O3 and CrO2 [12, 14]. The oxygen 
contamination in a thin surface layer is very likely 
due to the air exposure of the coating. The third 
component which could be recognized in the Cr 
(2p) peak may relate to Cr (VI) state observed in 
binding energy range (578.1 - 579.8 eV) [15]. 

The positions of the Ti2p peaks suppose the 
presence of TiN (BE 455.2 eV) [16] and titanium 
oxynitride (457.5 eV) and oxide (459.1 eV) [17]. 
The N1s peak is centered at 396.96 eV in the 
Ti/TiN/TiCrN coating and at 396.90 eV in the 
Cr/CrN/CrTiN coating. This peak could be assumed 
as composed by peaks assigned to TiN at 395.7 eV 
[18] and two chromium nitrides, CrN (BE 396.7 
eV) and Cr2N (BE 399.7 eV) [19]. The results from 
the XPS analyses showed that the outermost layers 
of both coatings, Ti/TiN/TiCrN and Cr/CrN/CrTiN, 
obtained at the same technological regimes do not 
differ in a composition. They consist mainly of 
TiN, CrN and Cr2N. The presence of oxynitrides 
and oxides was supposed due to the expose in air, 
as well. Hence, the difference of the mechanical 
properties results mostly by the different adhesion 
and transition layers than the coating composition. 

The XPS analyses revealed that the outermost 
layer is composed by identical compounds when 
the Ti-based and Cr-based coatings were deposited 
at the same nitrogen flow. 

Table 1. EDS elements analysis 
---------------------------------------------------------------------------- 
Element Ti/TiN/TiCrN – 18 sccm  Cr/CrN/CrTiN -18 sccm 
--------------------------------------------------------------------------- 

  At. c.     At. c. 
  [%]    [%] 

--------------------------------------------------------------------------- 
       N  36.81    37.8 
       Ti 18.91    9.36 
       Cr 44.28    52.84 

 
The element analysis from EDS investigation are 

shown in Tab.1.  The nitrogen content in both 
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coatings was almost the same. The Ti was two 
times more in the Ti - based coating due to the Ti -
based adhesion and transition layers. The Cr 
content was with small percentage higher in the Cr 
– based coating. It was prevailing over Ti and N in 
both structures. 

CONCLUSIONS 

 Two coating structures Ti/TiN/TiCrN and 
Cr/CrN/CrTiN were developed for low temperature 
applications. The influence of the 13 sccm and 18 
sccm nitrogen flow on the mechanical parameters 
was studied. It was found out that the nitrogen flow 
influenced mainly the transition layers responsible 
for the adhesion of the coating. The both structures 
were composed mainly from TiN, CrN and Cr2N. 
The Cr-based coatings demonstrated better 
adhesion characteristics and lower coefficient of 
friction. The CrN further improved the mechanical 
properties of the transition layers. Lightly amended 
nanohardness was observed for the Ti based 
coatings deposited at lower N2 flow.  The increased 
N2 flow improved the scratch resistance and 
reduced the coefficient of friction for both 
compositions. The Cr/CrN/CrTiN coating deposited 
at 18 sccm had the optimal mechanical 
characteristics and could be used for deposition on 
tools for industrial applications limited to 
temperatures of 200 oC. 
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Drying is a complex process associated with the coupled mechanism of heat and mass transfer which plays an important role in 

almost all industrial sectors. For this reason, the intensive research on drying is carried on specially based on optimisation of energy 
and process control. The aim of this study is to present a numerical method for drying processes widely used in food industries to 
provide enhanced product quality and economically advantages at definite production conditions. The governing equations of drying 
process in a 3-D rectangular object (e.g. apple slices) are solved numerically to predict the temperature and moisture distributions 
inside the object. Then, statistical tests of agreement between results are performed by determining the coefficient of regression (R2), 
chi-square test (2) and standard error of estimate (SEE) values, and it is found that predicted results agree well with the results in 
literature. Finally, a parametric study is conducted to emphasize the role of parameters on food drying as an important contributor to 
energy consumption. 
 
Keywords: Heat and mass transfer, drying, numerical modelling 

 

INTRODUCTION 

The drying of solids is an operation of 
widespread importance in the food and 
pharmaceutical industries, production of textiles, 
chemical process, and also in the manufacture of 
paper and plastics. The investigations on the 
effective drying of foods is becoming increasingly 
important in the rapidly growing food industry, 
because the energy and food resources are limited. 
This is because the practical and easily adaptable 
drying models should be developed to augment the 
simultaneous heat and mass transfer consistent with 
the lowest capital and running costs in the 
sustainable products policies. Among these, 
numerical modelling is an essential part of food 
industry activities which is committed to 
maximising the process efficiency.  

Drying of a food product is one of the oldest 
preservation methods to reduce microbial 
deterioration significantly. Nowadays, drying is 
regarded not only as a preservation process, but 
also as a method for increasing added value of 
foods. Therefore, drying process results in a 
product that is more convenient for final users. 
According to Avci and Can [1], the designers of 
industrial dryers, also, have a need for quite basic 
heat transfer data to achieve optimum results for 
drying operations. So, to achieve the desired results 
for dry foods with defined physical structure, the 
process should provide the optimum simultaneous 
heat and mass transfer within the food product.  

 

* To whom all correspondence should be sent: 
   aetem@uludag.edu.tr 

 
Numerous papers reported on different aspects 

and problems of drying for relevant sectors in 
industry. For example, different authors reported on 
new numerical and/or experimental models, and, 
many researchers presented drying characteristics 
of various solid objects [2-9].   

Vega et al. [10] presented a study on maximum 
surface temperatures of products, which controlled 
automatically to avoid exceeding the allowable 
temperature values for convective drying process of 
fruits and vegetables. Bezerra et al. [11] determined 
the moisture diffusivity and the moisture transfer 
coefficient of passion fruit peel during convective 
drying process. Ateeque et al. [12] developed a 3D 
numerical model for convective drying of 
rectangular food material and solved the 
simultaneous heat and mass transfer equations by a 
MATLAB code. Lemus-Mondaca et al. [13] 
investigated the drying characteristics of papaya 
slices in range of air temperature from 40°C to 

80°C both experimentally and numerically.  
Understanding the mechanisms during the 

drying process of solid objects is essential for dryer 
design, quality control and energy savings. Thus, in 
literature, numerical investigations are presented 
for simulating heat and moisture transfer by 
Hussain and Dincer [14], Kaya et al. [15] and Kim 
et al. [16]. Similarly, Etemoglu et al. [17, 18] and 
Harchegani et al. [19] developed mathematical 
models for drying of thin layers, and validated their 
results with experimental data. 

Aghbashlo et al. [20] stated that drying of wet 
materials is a complex, dynamic, unsteady, highly 
nonlinear, strongly interactive, successively 
interconnected, and multivariable thermal process 
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whose underlying mechanisms are not yet perfectly 
understood. Therefore, the drying process still 
needs to be investigated by different perspectives. 
So, the objective of this study is to simulate the 
drying process in a 3-D rectangular object, to 
examine the influence of parameters which affect 
the heat and mass transfer rates such as 
temperature, velocity, moisture content, time, 
effective diffusion coefficient, and to validate the 
predicted results inside the object with available 
data in the literature. 

MATERIAL AND METHOD 

Mathematic modelling 

Dried apples are often consumed in daily life 
because of nutritional values such as vitamin, fibre 
and low calorie. Thus, the most suitable drying 
conditions of apples should be determined for 
quality, hygiene and economical requirements in 
convective dryers which commonly used in 
industry. Drying process is a simultaneous heat and 
mass transfer operation in which the energy and 
evaporation of a liquid from a solid can be easily 
characterised and described in terms of the four 
empirical graphs shown in Fig.1 [1, 18].  A 3-D 
model is developed to evaluate the simultaneous 
heat and mass transfer for convective air drying of 
apple. 

Briefly, the liquid inside the apple is transferred 
to the surface by diffusion and evaporates into the 
air by transferring heat from air to the food product 
by convection. Therefore, Fourier's law of heat 
transfer and Fick's law of mass diffusion are used 
for the drying process for the energy and water 
mass balance [14, 21]. The assumptions considered 
in the numerical model are as follows: 

During the drying process, the air velocity, 
temperature and relative humidity are kept constant 
[14, 22]. 
     a) During the drying process, the air velocity, 
temperature and relative humidity are kept constant 
[14, 22] 

b) Gravity effects are negligible [23]. 
c) The thermophysical properties of the product 

are kept constant during drying [14, 22-25]. 
d) Food sample is homogenous [22-24]. 
e) The heat and mass transfer analogy is 

applicable [14, 26, 27]. 
f) There is no heat generation inside product [12, 

14, 15, 23].  
g) The shrinkage in the product is neglected (12-

16, 23, 24, 26]. 

h) Radiation effects are negligible [13, 15]. 
       

 
 

Fig.1. Characteristic drying graphs 
 

 

 
Fig.2. Model and mesh structure of the model 
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Table 1. Boundary conditions 
----------------------------------------------------------------------------------------------------------------------------------- 

                   Heat Balance                Mass Balance 
---------------------------------------------------------------------------------------------------------------------------------------------------------------- 

x = 0; 0 ≤ y ≤ B and 0 ≤ z ≤ H െ݇
பሺ,௬,௭,௧ሻ

ப୶
ൌ ்݄ሺܶ െ ஶܶሻ     								െܦ

பሺ,௬,௭,௧ሻ

ப୶
ൌ ݄ெሺܯ െܯஶሻ 

 

x = L; 0 ≤ y ≤ B and 0 ≤ z ≤ H െ݇
பሺ,௬,௭,௧ሻ

ப୶
ൌ ்݄ሺܶ െ ஶܶሻ           	െܦ

பሺ,௬,௭,௧ሻ

ப୶
ൌ ݄ெሺܯ െܯஶሻ 

 

y = 0; 0 ≤ x ≤ L and 0 ≤ z ≤ H െ݇
பሺ௫,,௭,௧ሻ

ப୷
ൌ ்݄ሺܶ െ ஶܶሻ            െܦ

பሺ௫,,௭,௧ሻ

ப୷
ൌ ݄ெሺܯ െܯஶሻ 

 

y = B; 0 ≤ x ≤ L and 0 ≤ z ≤ H െ݇
பሺ௫,,௭,௧ሻ

ப୷
ൌ ்݄ሺܶ െ ஶܶሻ       					െܦ

பሺ௫,,௭,௧ሻ

ப୷
ൌ ݄ெሺܯ െܯஶሻ 

 

z = H; 0 ≤ x ≤ L and 0 ≤ y ≤ B െ݇
பሺ௫,௬,ு,௧ሻ

ப
ൌ ்݄ሺܶ െ ஶܶሻ      					െܦ

பሺ௫,௬,ு,௧ሻ

ப
ൌ ݄ெሺܯ െܯஶሻ 

----------------------------------------------------------------------------------------------------------------------------------- 
 
These assumptions are widely used because they 

provide acceptable accuracy and a more practical 
solution in engineering applications. The 
dimensions of the material are determined as       
4.9 cm×4.8 cm×2 cm. The geometry of the physical 
model and mesh structure are shown in Fig.2.           

Boundary conditions used in the analysis are 
shown in Tab.1. 

Governing equations 

The heat and mass transfer equations for 
moisture diffusion and temperature within food 
product can be expressed as: 

 
ρܿ

݇
൬
߲ܶ

ݐ߲
൰ ൌ

߲

ݔ߲
൬
߲ܶ

ݔ߲
൰ 

߲

ݕ߲
൬
߲ܶ

ݕ߲
൰ 

߲

ݖ߲
൬
߲ܶ

ݖ߲
൰							ሺ1ሻ 

 
ܯ߲

ݐ߲
ൌ

߲

ݔ߲
൬ܦ

ܯ߲

ݔ߲
൰ 

߲

ݕ߲
൬ܦ

ܯ߲

ݕ߲
൰ 

߲

ݖ߲
൬ܦ

ܯ߲

ݖ߲
൰		ሺ2ሻ 

Initial conditions 

The boundary conditions for the numerical 
solution are given as follows: 
 
ܶሺݔ, ,ݕ ,ݖ 0ሻ ൌ ܶ																																																								ሺ3ሻ                                  
 
,ݔሺܯ ,ݕ ,ݖ 0ሻ ൌ     ሺ4ሻ																																																					ܯ
                                         

T0 and M0 are the initial temperature and the 
moisture content of the material, respectively. 

Five surfaces of the moist material which has 
length L, height H and width B are in contact with 
the hot air; i.e. there is no heat or mass transfer 
from the base (see Fig.2). The boundary conditions 
in the x, y and z directions are given in Tab.1.  

Heat and mass transfer coefficients (hT, hM) can 
be calculated by well-known semi-empirical 
correlation equations using the average Nusselt and   

Sherwood numbers for laminar flow over flat plates 
[21]. 

 

Nu ൌ
ܮ்݄
݇

ൌ 0.664	Re.ହܲݎ.ଷଷ																											ሺ5ሻ 

Sh ൌ
݄ெܮ
ܦ

ൌ 0.664	Re.ହܵܿ.ଷଷ																												ሺ6ሻ 

 

Solution methodology 

Non-linear simultaneous heat and mass transfer 
equations are solved numerically by COMSOL 
Multiphysics using appropriate initial and boundary  
conditions and assumptions to obtain the 
temperature and moisture distributions in the apple  
during drying. The main steps of the solution 
process are as follows:  
 

 Heat and mass transfer coefficients 
calculation 

 Defining geometry  
 Creating mesh structure 
 Realizing the physical conditions (initial, 

boundary conditions etc.)  
 Integrating and solving the governing 

equations [28].  
 

     The independence of the solution with respect to 
the mesh structure in the model geometry was 
carried out for moisture content and the maximum 
difference was found 1%. Mesh structure which 
consists of 12465 tetrahedral, 1468 triangular and 
124 edge elements was used for all analysis (Fig.2). 
The time-dependent problem was solved by an 
implicit time stepping method. The non-linear 
coupled heat and mass transfer equations were 
solved using Newton’s method with relative 
tolerance 0.01 and absolute tolerance 0.001. 
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Moisture ratio 

Apple samples were dried by a convective dryer, 
so, the dimensionless moisture ratio, MR, is 
obtained as follows;  

 

MR ൌ
ܯ௧െܯ

ܯെ	ܯ
																																																											ሺ7ሻ 

 
where MR is the moisture ratio, Mt  is the moisture 
content at time t (kg water/kg dry solid), Me is the 
equilibrium moisture content (kg water/kg dry 
solid), and Mb is the initial moisture content (kg 
water/kg dry solid). Since the value of ܯ is very 
small compared to the values of ܯ௧	 and ܯ, 
moisture ratio was calculated as; 
 

MR ൌ
	௧ܯ

	ܯ
																																																																				ሺ8ሻ 

Statistical parameters 

The non-linear regression analysis was applied 
for the drying models which are given in Tab.2 by 
SigmaPlot. The coefficient of regression (R2), 
standard error of estimated (SEE) and chi-square 
test (2) were used to evaluate the accuracies of the 
data. 
 

Table 2. Considered drying models  
---------------------------------------------------------------------------- 
Model      Model Name            Equation                     Reference     
No                                                        
---------------------------------------------------------------------------- 
1                Lewis MR=exp(-kt)              [2] 
2      Henderson and Pabis MR=aexp(-kt)              [3] 
3    Two Term Exponential  MR=aexp(-k0t)+bexp (-k1t)     [4] 
4         Wang and Singh MR=1+at+bt2              [5] 
5            Midilli et al.             MR=aexp(-ktn)+bt               [7] 
---------------------------------------------------------------------------- 

 

SEE ൌ ඨ∑ ൫ܴܯ௬௦௦ െ ௗ௧൯ܴܯ
ଶே

ୀଵ

ܰ െ ݖ
						ሺ9ሻ 

  
 

xଶ ൌ
∑ ൫ܴܯ௬௦௦ െ ௗ௧൯ܴܯ

ଶே
ୀଵ

ܰ െ ݖ
									ሺ10ሻ 

 
where MRanalysis and MRprediction are estimated 
dimensionless moisture ratio by numerical analysis 
and the SigmaPlot program, N is the number of 
data points, z is the number of parameters in model. 

 

 

 

RESULTS AND DISCUSSION 

Model verification 

The results of the present study is compared 
with numerical results by Younsi et al [23] and 
experimental results by Chiang and Petersen [29] 
under the same drying conditions. Thermophysical 
properties of material and the drying conditions are 
given in Tab.3. 

The predicted centre temperature and moisture 
distributions inside the sample object are compared 
with experimental and numerical data available in  
the literature and are shown in Fig.3. As seen from 
Fig.3, considerably high agreement is found 
between predicted and numerical/experimental 
results. 
 

Table 3. Thermophysical properties and initial 
conditions of the sample 
----------------------------------------------------------------------------
Parameter (Unit)                                      Value 
---------------------------------------------------------------------------- 
Density (kg/m3) 856 
Air temperature (°C) 81 
Moisture content of material (%) 87 
Moisture content of air (%) 12 
Thermal conductivity (W/mK) 0.577 
Heat of molar evaporation (J/kg) 0.25×107 
Specific heat  (J/kgK) 4201.4 

Moisture capacity (kg/kg) 0.01 
Moisture conductivity (kg/ms) 2.2×10-8 

Heat transfer coefficient (W/m2K) 25 
Mass transfer coefficient (kg/m2s) 0.0001 
Water molecular weight (gr/mol) 18 
---------------------------------------------------------------------------- 

 
Thin layer drying models commonly used in the 

literature were also used to verify the drying curves 
obtained as a function of predicted data (see Tab.2). 
The statistical results from these models such as 
regression coefficient (R2), chi-square (2) and 
standard error of estimated (SEE) are given in 
Tab.4.  

From the statistical analysis, it is revealed that 
the Midilli model yielded the highest R2 and the 
lowest 2 and SEE values. Hence, the Midilli model 
gave better predictions than the other considered 
models. 
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Table 4. Statistical results of the drying models  
--------------------------------------------------------------------------------------------------------------------------------------------------------- 
Model/Coefficient    a      b       k      k0        k1   n   R2   SEE       x2 
--------------------------------------------------------------------------------------------------------------------------------------------------------- 
Lewis   6.81×10-5    0.95 0.0751 0.0056 
Henderson and Pabis 1.07  7.76×10-5    0.97 0.0622 0.0039 
Two Term  3.9×10-3 1.07  1.03×10-12 7.82×10-5  0.97 0.0803 0.0064 
Wang and Singh -6.97×10-5 1.24×10-9     0.98 0.0593 0.0035 
Midilli et al. 1.03 3.49×10-6 1.50×10-6   1.43 0.99 0.0480 0.0023 
--------------------------------------------------------------------------------------------------------------------------------------------------------- 
 

 
 

   Fig.3. Comparison of the model prediction with the 
given results in literature 

Numerical results 

Fig.4 shows that the present numerical model 
can be used to predict the effects of many 
parameters on the operation conditions of dryers. 
The temperature and moisture distribution inside 
the food products are important knowledge for the 
producers because of the determination of quality 
and storage conditions. The moisture variation of   
the y-axis and z-axis inside the material, and the 
central temperature change of the y- and z-axes 
inside the material are shown in Fig.4a, 4b, 4c and 
Fig.5a, 5b and 5c respectively. The central moisture 
contents (on wet basis) are calculated for 3 different 
drying time (1800 s, 3600 s and 7200 s) as 87%, 
86% and 80%, respectively. The central moisture 
content of the product decreases slowly with time.  

During initial stage of drying, surface moisture 
is removed and in later stage, internal moisture 
movement governs the moisture removal  rate.  
When surface moisture is removed, internal 
moisture movement starts. This is a slow process 
due to resistance in flow of moisture from inside to 
surface. Similarly, the central temperatures of the  
product after 1800, 3600 and 7200 seconds are 
62°C, 75°C and 80°C, respectively. Drying 
processes lead to changes of foods at 
microstructural level, consequently it affects their  
macroscopic characteristics. Loss of water and 
segregation of components occurring during drying 
result in rigidity of cell walls. Damage and 
disruption of the cellular walls may happen, and 
even collapse of the cellular tissue may occur.  

Frequently, during drying processes, the product 
surface dries much faster than its core, a 
phenomenon that originates internal stresses that 
results in very cracked and porous product interior. 
These changes are associated with volume 
reduction and colour change of the product. 

So, the temperature and moisture values should 
be known for practical purposes. Tab.5 shows the 
temperature and the moisture ratios for 1000, 2000 
and 4000 seconds for different depths from the 
surface of the product. The variations of the product 
temperature and the moisture ratio are presented as 
a function of drying time in Fig.6.  
 

Table 5. Temperature distribution and moisture ratio 
of the material through the z-axis  
----------------------------------------------------------------------------                          
        Time (s)                1000           2000               4000 
---------------------------------------------------------------------------- 
z-axis distance  (cm)           Temperature  (◦C) 
            0 46 63 76 
          0.5                         46.8           63.55            76.65 
           1 49             64.55            76.92 
          1.5                        52.2             66.5             77.35 
           2 57 69                 78 

         Moisture ratio (MR) 
            0 1 1 1 
          0.5 1 1 1 
            1 1 1                  0.78 
          1.5 1              0.56                0.33 
            2                         0.03           0.02                0.02 
---------------------------------------------------------------------------- 
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                                                                                       (a)                                         

 
                                                                                      (b) 

   
                                                                                       (c) 
 

 
 

 
 

 
 
 

Fig.4. Moisture distribution inside the material (a-1800 s, b-3600 s, c-7200 s) 
 

As can be seen from Fig.6, the central 
temperature of the product reached quickly 80°C 
after approximately 8000 seconds and, the total 
drying process consists of a short constant rate 
period and then first and second falling rate periods. 

If the temperature of the drying air is not too 
high, the constant rate period can be observed in the 
drying of fruits containing high amount of  
moisture. In the constant rate drying period, the  
 
 

 
product surface is continuously wet and covered   
with a moisture layer. As the liquid evaporates from 
the surface, liquid transfer takes place through 
diffusion from the product inside to the surface. 
The constant rate period continues until the first 
critical point that the liquid layer on the surface is 
reduced. After which the first falling rate period 
(between2400 and 16000 seconds) starts.  
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Fig.5. Temperature distribution inside the material (a-1800 s, b-3600 s, c-7200 s) 
 

The amount of liquid transferred by diffusion to 
the surface during this period is less than the 
amount of liquid evaporated from the surface. The 
liquid film layer on the surface continues to 
decrease until the surface is completely dry at 
second critical point (0.27 MR). The moisture 
content continues to decrease after this point.This 
period is called the  second falling rate period. 
Different parameters, which affect the drying 
process such as temperature and velocity of air,  
initial moisture contents of product, were 
investigated by numerical model. 

 
 
And the predicted results are also compared with 

the Midilli model giving the best results (see Fig.7). 
It can be seen from the Figs.7-8, drying is speeded 
up either by increasing the average heat and mass 
transfer coefficients, or by increasing drying air 
velocity    and temperature. When the drying air 
temperature is high, the temperature rise of the 
product is great.  The product dries more rapidly 
due to the large difference between its temperature 
and that of the drying air.  
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Fig.6. Temperature and moisture ratio values during 
drying 
 

The changes in the moisture ratios and central 
temperatures of the product with different initial  
moisture contents (on wet basis) are also given in  
Fig.7. When the initial moisture content is high, the 
temperature rise is relatively slow and drying takes 
long time, because the higher moisture content  
needs much more heat for evaporation from the 
product. 

CONCLUSIONS 

In this study, the drying process of a three-
dimensional model was numerically investigated. 
The numerical model considers simultaneous heat 
and mass transfer through the moist porous 
material. Five surfaces of the food product were 
assumed to be in contact with hot air. For 
validation, the present numerical model was 
compared with two different numerical and 
experimental studies in the literature. The predicted 
numerical results of the model agree well with the 
results in literature. Numerical modelling offers us 
the advantage of observing the conditions in 
advance. So, the  developed  numerical  model  is  a  

 
                                              (a) 

 
                                              (b)     

 
                                               (c) 
 

Fig.7. Moisture variation of different drying conditions 
(a-80°C, 40% ; b- 3 m/s, 40%; c- 80°C, 3 m/s) 
 
powerful tool for evaluation of the drying 
behaviour of food products and dryer performance 
for given thermo-economic constraints. 

Moisture ratio data were also applied into 5 
different thin-layer drying models, and statistical 
analysis was performed. According to the statistical 
indicators, Midilli model well describe the thin 
layer drying kinetics of the apple at investigated 
conditions. Finally, a parametric analysis is 
presented to demonstrate that the  numerical  model  
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                                               (a) 

 
                                               (b) 

 
                                              (c) 
 

Fig.8. Temperature variation of different drying 
conditions (a-80°C, 40% ; b- 3 m/s, 40%; c- 80°C, 3 m/s) 
 
can be used for modelling, optimization, estimation, 
monitoring and control of drying processes. 

For this purpose, different parameters, which 
affect the drying process such as temperature, 
initial moisture contents, velocity, dimension, depth 
and time, were investigated. 

Numerical modelling provides sufficient 
information to ensure that food products are dried 
under optimum conditions without deformation, 
deterioration or loss of vitamins. And, the results of 
the numerical study also contribute to better 

understanding of the drying process for industrial 
and academic users. 

NOMENCLATURE 

     B - width, m; 
     cp - specific heat, J/kgK; 
     DAB - diffusion coefficient, m2/s; 
     H - height, m; 
     hT - heat transfer coefficient, W/m2K; 
     hM - mass transfer coefficient, m/s; 
     k - thermal conductivity, W/mK; 
     L - length, m; 
     Lk - characteristic length, m; 
     M - moisture content, kg water/kg dry solid; 
     MR - moisture ratio, %; 
     Nu - Nusselt number,-; 
     Pr - Prandtl number,-; 
     Re - Reynolds number,-; 
     Sc - Schmidt number,-; 
     Sh - Sherwood number,-; 

     T - temperature, K; 
     t - time, s; 
     u - air velocity, m/s. 

Greek symbols 

      - thermal diffusivity, m2/s; 
      - viscosity, m2/s; 
      - density, kg/m3.  

Subscripts 

     e - equilibrium 
     b,0 - initial condition 
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Study on mechanical behaviour of agar gel in compression mode 
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Gels were widely used in food industry as food material or additives, the deformation of gels not only affect the design of the 
processing equipment, but also affect the formulation and optimization of the processing technology of this kind food materials. In this 
study, Stress relaxation and strain relaxation experiment were conducted aimed at the sample of gel concentration of 2.5%，5% and 
7.5%with a texture analyzer. Based on the experimental data，utilizing Kevin and Maxwell model as basal model, established the 
four-element model that predict the mechanical behaviour of gels. Experimental results and theoretical models show that: the 
equilibrium stress of gels was positively correlated with gel concentration; four-element model can accurately describe the mechanical 
behaviour of food with different concentrations of agar gels and water in the compression, The mechanical model is of important 
significance for optimization not only in processing technology of food materials with different amounts of gels but also in packaging 
and shipping process. 

Keywords: agar gels, compression velocity, stress relaxation, four-element model 

INTRODUCTION 

In the food industry, agar gels are commonly 
used as thickeners, coagulants, and stabilizers in 
various foods such as pastries, jelly and candies. As 
a kind of food additive, the agar gel will affect the 
texture and taste of the food, thus affecting the 
consumer's choice tendency. Therefore, the 
research on the mechanical properties of the agar 
gel is of great significance to the development of 
the food industry [1, 2]. 

Gel refers to the colloidal system dispersed 
phase particles connected to each other to form a 
network of semi-solid material formed in the gel 
system, the original dispersion medium filled in the 
network structure of the gap. The sol loses its 
original fluidity after gelling and gains elasticity, 
strength and yield values. For the mechanical 
properties of gels, lots of researches have been 
done by scholars. Forte et al. [3] studied the 
compression and wire-cutting characteristics of 
gelatin based on the strain rate, and established the 
fracture model of gels；Shokrieh M M et al. [4] 
studied the relationship between reinforced 
polymers and compressive strain rates and 
proposed a micromechanical model based on strain 
rate changes. Ma et al [5] studied the influence of 
agar solution concentration, pH, ionic strength, 
Na+,  K+  Composition   on   the   agar  gel  texture  
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characteristics; Liu Shilin et al [6] discussed the 
factors affecting the agar gel strength and 
relaxation characteristics, and on the basis of 
analysis to research the gel mechanism. At present, 
scholars focus on the strain rate-related model of 
the gel mechanics, and the strain rate is constantly 
changing during the actual processing and storage. 
Some scholars focus on the relationship between 
the mechanical properties of the gel and the 
chemical composition. The relationship between 
the mechanical properties of the gel and the test 
parameters has not been studied. 

In this paper, the mechanical properties of agar 
gel with different concentrations under different 
compression rates were studied by means of a 
texture analyser. Then the stress relaxation 
properties of the gel were obtained in the elastic 
range. The stress relaxation curve was obtained by 
using the four-element model. The curve has a 
good fit with the experiment data. The research is 
of great significance in the study of food texture 
and the guidance of food processing technology, 
product quality control and so on. 

MATERIALS AND METHODS 

Material preparation 

(1) Material 
Agar powder: food grade, Fujian LvQi Food 

Colloid Co., Ltd. production, 200 g /bag.  
(2)  Instruments and equipment 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 

225 



Hao Yu et al.: Study on mechanical behaviour of agar gel in compression mode 
 

 

Texture analyzer: TMS-pro, the United States 
FTC company; HH-4A digital constant 
temperature water bath, Jiangsu Jingda; electronic 
balance; thermometer; beaker. 

(3) Preparation 
Take 200ml of distilled water with a beaker and 

heat it to 95 °C in a constant temperature water 
bath, replenish the evaporated water in the heating 
process, weigh a certain amount of agar powder, 
weigh (m), pour into distilled water at 95 °C and 
stir 5 min after cooling, poured into a cylindrical 
mold at about 65 °C cooled to room temperature, 
placed in a 4 °C oven for 20h. 

Experimental methods 

Respectively, the concentration of 2.5%, 5.0%, 
7.5% agar gel preparation, prepared as a cylindrical 
sample; TA11 universal cylindrical probe 
(diameter 25.4 mm; length 35.0 mm) experiments 
at room temperature, the main parameters are as 
follows: 

(1) Uniaxial compression test 
Test temperature: room temperature (28 °C); 

speed before test: 20.0 mm / min; test speed: 1.0 
mm / min, 10.0 mm / min, 

(2) Stress relaxation test 
Test temperature: room temperature (28 °C); 

pretest speed: 20.0 mm / min; test speed: 10.0 mm 
/ min; constant strain 0.15; stress relaxation time: 
30 min. 

The above compression experiments and stress 
relaxation experiments were performed on 
cylindrical, agar-gel samples of φ22 × 17 mm. 
Before each test, silicone oil was uniformly applied 
to the contact surfaces of the probe and the sample 
so as to minimize the effect of friction on the 
compression. The effect of the experiment [7], each 
sample measured 3 times, and finally take the 
arithmetic mean. 

EXPERIMENTAL RESULTS AND 
DISCUSSION 

Uniaxial compression 

Assuming that the agar gel volume does not 
change during compression, the true compressive 
stress σT and the true strain εT are in the following 
relationship: 

்ߪ ൌ
ܪሺܨ െ Δܪሻ

ܪଶܴߨ
 (1)

்ߝ ൌ െ݈݊	ሺ1 െ
Δܪ

ܪ
ሻ 

(2)

Where: 
F- compressive force of loading; 

H0- initial height of the experimental sample; 
ΔH- compression distance; 
R - radius of the experimental sample; 
According to the above formula, the real stress 

்ߪ  and true strain ்ߝ  of the agar gel in the 
compression process can be calculated by 
combining the compressive force F and the 
compression ΔH collected during the experiment 
of the texture analyzer. 

Fig.1 shows the compressive stress-strain 
curves of agar gels at 2.5%, 5.0% and 7.5% 
concentrations at different strain rates (mean 
calculations for all curves and fitting completed in 
Origin 9.0). It can be seen that the compression 
process of colloids can be divided into a linear 
elastic phase, a non-linear phase of deterioration 
and a fracture phase. During the elastic phase, the 
compressive stress of the colloid is less than its 
critical value, and the stress-strain curve is nearly a 
straight line. In the nonlinear phase, the damage 
evolution begins to occur in the material. With the 
continuous increase of compressive stress, the 
crack continuously expands and the material 
stiffness continuously. When the stress reaches the 
maximum bearing stress, the colloid shows 
obvious rupture damage. At this moment, the stress 
drops rapidly. The highest point of the curve is the 
rupture stress and rupture strain corresponding to 
the colloid.  

 
Fig.1. Stress-strain curves of agar gels in various 

concentrations 
 

At a certain compression speed ݒ, the strain 
rate of the colloid: 

ሶߝ ൌ
ݒ
ሻݐሺܪ

 (3)

ሻݐሺܪ ൌ ܪ െ ݒ ∙ (4) ݐ
  

Eq.(3) shows that when the compression rate is 
a constant, as the sample height decreases, the 
strain rate of the compression process becomes 
larger and larger. In the dynamic loading process, 
due to the stress acting time is very short, there is 
not enough time to crack development, cannot 
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reach the energy required for material rupture, it 
must be higher stress, strain conditions to rupture 
failure, showing strain rate effect. 

Fig.2 shows the fracture stress and strain curves 
of the colloid at different compression rates. For the 
compression rate, we use logarithmic coordinates. 
From the experimental results, the failure stress and 
failure strain are not only affected by the 
concentration of colloids, but also depend on the 
compression speed. As the compression speed 
increases, the damage stress and failure strain of the 
colloid are improved. This result is consistent with 
that of Gamonpilas [8, 9] and Haman [10] et al. It is 
noteworthy that with the increase of compression 
speed, the effect of colloidal concentration on 
fracture stress is getting smaller and smaller; on the 
contrary, colloids have more and more influence on 
fracture strain. 
 

 
(a) fracture stress 

 

 
(b) fracture strain 

Fig.2. Fracture strength of gels with various 
compression velocity 

 
Fig.3 shows the relationship between rupture 

stress and rupture strain and colloidal concentration 
in the compression process. As the concentration 
increases, the proportion of dispersoid in the 
mixture system increases, which leads to the 
deterioration of the colloidal fluidity. At this time, 

the inherent toughness effect of the material is 
more and more. Therefore, at the same 
compression speed, the colloidal rupture strain 
decreases with increasing concentration. It can be 
predicted that even when the concentration reaches 
a certain level, the colloidal polymer will break 
even in brittle form. From the experimental results, 
when the compression speed reaches 100.0 mm / 
min, the rupture stress of the three concentrations 
of colloids are 60.16 kPa, 55.95 kPa and 59.22 kPa, 
respectively. Compared with the case of low 
compression rate, the effect of stress is weakened. 
Fig.4 shows the breakdown of 5.0% and 7.5% 
agarose gels at a compression rate of 10.0 mm / 
min. It can be seen from the figure that 5.0% 
colloidal fluidity is good and can be compressed 
during compression It is clearly observed that the 
material is extruded (the red frame indicates the 
outline of the colloidal body); for the 7.5% colloid, 
the fracture of the material occurs at a lower strain 
rate due to its reduced fluidity and earlier crack 
growth during compression (Black curve indicates 
crack).  

 

 
(a) fracture stress 

 

 
(b) fracture strain 

 
Fig.3. Fracture strength of gel with various 

concentrations 
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(a) Concentration 5.0% 

 
(b)  Concentration 7.5% 

Fig.4. Fracture situation of gels with various 
concentrations at 10.0mm/min compression velocity 

Stress relaxation 

Stress relaxation refers to the constant 
temperature and deformation, stress gradually 
decay with increasing time. For the colloidal 
polymer, under the action of external force, the 
polymer chain is forced to move, resulting in 
internal stress; in the segment reaches a new 
equilibrium, the internal stress gradually 
eliminated. Compared with the linear polymer, the 
stress of the crosslinked polymer only decays to a 
certain value  ߪஶwithout falling to zero. 

This paper intends to use the four-element 
model as shown in Fig.5 for an approximate 
description of the stress relaxation behavior of agar 
gel. It consists of two Maxwell models in parallel 
with a spring unit that is designed for cross-linked 
polymers, Can make internal stress will not drop to 
zero. 

 

 
Fig.5. Schematic diagram of four-element model 
 

In the case of constant strain ݀ݐ݀/ߝ ൌ 0, the 
stress in the four-element system is distributed to 
three elements, at this time the equation of motion 
is: 

ሻݐሺߪ ൌ ܧߝ  ଵ݁ܧߝ
ି௧/ఛభ  ଶ݁ܧߝ

ି௧/ఛమ
(5) 

Where: 
  ;ሻ- relaxation stressݐሺߪ 
 ;- the initial strainߝ	
 Ei- the spring modulus of the corresponding 

unit;  
ߟ					 -viscosity of the viscous kettle in the 

corresponding cell;  
߬ ൌ  .-the relaxation time of the ith unitܧ/ߟ

 
(a) Concentration 2.5% 

 
(b) Concentration 5.0% 

 
(c) Concentration 7.5% 

 
Fig.6. Stress relaxation curves and fitting results of gals at 

0.15 strain 
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Based on the elastic range of the agar gel 

obtained by the compression experiment, the stress 
relaxation curve of the agar gel can be obtained by 
keeping the compression probe stationary in this 
elastic range. Agar gel stress relaxation curves 
were obtained using a texture analyzer maintaining 
strain agar at 2.5%, 5.0% and 7.5% at strain rates 
of 0.15 at different compression rates. Fig.6 shows 
the experimental data collected at a compression 
rate of 10.0 mm / min and the fitted results of the 
fit were customized by Origin using equation (5). 

From the fitting results, the coefficient of 
determination R2 is above 0.99, indicating a good 
fitting effect; from the characteristics of the curve, 
the stress balance value was positively correlated 
with the concentration of colloids, the colloidal 
concentration is higher, the balance of stress 
relaxation achieved The value is bigger. 

The relaxation time t  is defined as the time 
required for the stress to decrease to 0.368 times the 
initial stress σ	ሺ0ሻ, and the relaxation time of the 
three concentrations of colloid is calculated: t 2.5% = 
248.04,t5.0%= 469.4,t7.5% = 102.7. The concentration 
of 5.0% of the longest relaxation time of the 
colloid, the slowest downward trend in stress; 7.5% 
of the colloidal stress decreased the fastest, in the 
shortest possible time to reach equilibrium value. 

CONCLUSIONS 

In this paper, different concentrations of agar 
gel compression and stress relaxation experiments, 
the following conclusions: 

1. Agar gel is divided into linear elastic phase, 
non-linear phase and fracture phase in the 
compression process, and the rupture strength 
(rupture stress and rupture strain) of gel are 
affected by concentration and compression rate. 

2. Both the rupture stress and the rupture strain 
of agar gel increase with the increase of the 
compression rate. However, under the same 
compression rate, the higher the concentration of 
colloid, the poorer the fluidity is, the smaller the 
corresponding rupture strain is. However, There is 
no clear correspondence between stress and 
concentration at high compression rates. 

3. The defined four-element model can well 
describe the stress relaxation behavior of agar gel; 
the higher the concentration, the greater the 
equilibrium stress, while the relaxation time and 
concentration have no obvious corresponding 
relationship. 
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An experimental research of impulse convective drying regimes of beetroot has been done. The experiments have been grouped 

in two series according to the periods of heating and cooling. The first group consisted of symmetric experiments with equal periods 
of heating and cooling, and the second one of asymmetric experiments with a heating period that is two times longer. The 
temperature of the air during the heating period for both groups was 60°C. The energy consumption for each of the experiments has 
been determined and compared to the same consumption at the continuous regime. The influence of impulse duration on heat 
consumption has been analyzed. A saving of energy up to 22% was registered when compared to the continuous drying mode. 

Keywords: Drying, beetroot, impulse regimes, specific energy consumption 

INTRODUCTION 

The drying of foodstuffs is an important and 
widely used method for preserving [4]. Fresh fruits 
and vegetables are very perishable due to their high 
water content of over 80% and putrefaction 
processes [7, 5, 11]. Drying of food is also 
important for reducing the weight and volume of 
the products and for an easier storage and 
transportation [6]. A relatively high drying rate and 
high capacity are observed in convective drying. 

Beetroot contains valuable active compounds 
such as carotenoids, polyphenols, flavonoids, 
saponins and others. Dried beetroot can be 
consumed in the form of chips or after preparation 
as a component of instant food, tea, powder in 
bakery and food supplements [4, 1]. It also can be 
used in various forms as a red food colorant [4].  

The quality of the final dried product is also an 
important criterion. Drying reflects in changing the 
properties of the products: discoloring, aroma loss, 
textural changes, nutritive value and shape. Higher 
drying temperature reduces the drying time but may 
result in poor product quality, cracking, 
deformation or collapse as well as leads to higher 
energy consumption. Improving energy efficiency 
in the drying process of food products will support 
global energy development. Lower temperatures 
reduce the drying rate and extend the duration of 
the process [3]. 

In recent years, new technologies have been 
developed, and their aim is to improve quality, to 
reduce the energy consumption, to reduce the 
harmful impact on the environment  and to improve  
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the safety of foodstuffs [8]. Intermittent drying is 
one of the technical solutions for this, as it reduces 
the effective drying time, improves the product 
quality [3], reduces the energy consumption and 
non-enzymatic browning [10]. Yang et al. have 
been reaching the same conclusion, using a heat 
pump [10]. Intermittent drying is one of the 
promising solutions for improving the energy 
efficiency and the product quality without 
increasing the capital cost of the drier. It is a drying 
method where drying conditions are variable in 
time. This can be achieved by the heat supply 
regimes, varying the airflow rate, air temperature, 
humidity, or operating pressure. According to 
Kumar et al. [3] intermittent drying can also be 
achieved by changing the way energy has been 
delivered (convection, conduction, radiation or 
microwave). Intensification of the moisture transfer 
from the center to the surface of the sample during 
tempering period has been achieved by the 
intermittent drying [3, 10]. The drying rate over a 
constant temperature period is faster than that 
during the heating period and slower than that 
during the cooling period. The reasons for this are 
the directions of the moisture and temperature 
gradients [10]. 

Kumar et al. [3] have submitted a possible 
classification for organizing the impulse drying. [3] 
A combination of convective drying with  
intermittent application of ultrasound, infrared 
heating and microwave has been considered. [3]   
The proposed classification by Yang et al. consists 
of 4 categories [10]. 

The improvement of the energy efficiency and 
the quality of food products can be achieved by a 
combination of convective drying and microwave 
pulse (using microwaves in a convection dryer) 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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according to Kumar et al [2]. Experimental 
investigations with apple slices (from Granny 
Smith kind apples with a disc thickness of 10mm 
and a diameter of 40 mm) have been conducted. 
The air temperature has been 60oC. Periods of 
microwave influence for 20s and convective drying 
for 80s have been alternated. A multiphase porous 
media model has been proposed, and it has been 
validated by comparison with the experimental 
results. By this model the moisture content and the 
temperature field after each heating and tempering 
period has been investigated [2].  

Silva et al. [8] have conducted an experimental 
investigation intermittent convective drying for 
whole pears (the kind of Rocha). The investigation 
has been conducted at two temperatures (40°C and 
50°C) and two air velocities (1.28 m/s and 2.66 
m/s). From the conducting experiments has been 
established that the air temperature has higher 
influence on the drying kinetics, compared to that 
of the air velocity. Also, shorter drying periods with 
high relative humidity on supplied air and two 
temperature levels lead to longer drying period, but 
to improved organoleptic characteristics, 
productivity and energy savings [8].  

Da Silva et al. [9] compared the experimental 
results of convective drying of whole bananas in 
continuous and periodic regimes for 8 hours. The 
impulse regimes have been symmetrical with the 
duration of the heating and cooling periods of 0.5h, 
1h and 2h. During the heating period, the 
temperature was 70°C, air velocity was 0.55 m/s, 
and during the relaxation period, the product has 
been placed in a desiccator at an ambient 
temperature of 30°C. After comparing the regimes 
at the end of the process, the moisture content at a 
continuous regime has been 0.42, and at the 
periodical with period of 1h it has been 0.14. The 
time and the energy consumption for drying have 
been reduced and the quality of the final product 
has been increased as a result of the intermittent. 
Increasing the time for intermittent from 0.5 hours 
to 2 hours has increased the drying rate [9].  

In the literature, an intermittency ratio α is 
defined as the ratio of the time of the relaxation 
period to the total time (the sum of the heating and 
relaxation periods). [3, 9] Yang et al. define it as 
the ratio of the time of the heating period to the 
total time [10]. 

Yang et al. have conducted a comparative 
simulation study on different intermittent heat 
pump dryings on Chinese cabbage seeds [10]. The 
experimental parameters they applied have been: 
initial moisture content 30% (d.b.), temperature    

40°C in heating period, relative humidity 40%, 
airflow velocity 1m/s, drying time in a range to 
1200s. At α=1/3 (for intermittent drying), the 
energy consumed has been 51.9% of that in the 
continuous drying regime, respectively the energy 
saving has been 48.1% [10]. 

Comparing with a continuous process, the 
energy saving increases with the increase of the 
intermittency ratio α. A comparison between the 
improving energy efficiency and the product 
quality in different impulse regimes also have been 
done [3].  

Aim of the work: The aim of this study is to 
experimentally determine the optimum impulse 
regimes for convective drying of beetroot.  

MATERIALS AND METHODS 

Sample preparation 

The process of drying in a thick layer of red 
beetroot (Beta vulgaris ssp. vulgaris var. vulgaris), 
has been studied. Beetroots of  “Pablo F1” variety 
were cultivated in a field situated close to Plovdiv 
(Bulgaria). Roots have been stored at room 
temperature until use. 

The red beetroots of similar size were washed 
and peeled. Roots were cut into 10 mm cubes by 
using of a cutter equipped with a knife moving 
perpendicularly to a horizontal base. The base was 
covered with thick rubber. The knife of the cutter is 
a grid with dimensions 10x10 mm.  

Drying process 

A convective dryer was used to dry red 
beetroots. It is installed in the Department of 
Industrial Heat Engineering, University of Food 
Technologies - Plovdiv. 

The process of drying in a thick layer of red 
beetroot “Pablo F1” variety, has been studied. The 
red beet was cut into cubes of size 10х10х10 mm.   

 A dryer was designed and constructed 
considering the general requirements for drying 
resulting from pulsed provision of heat. Fig.1 is a 
schematic diagram of a drying stand which consists 
of the following basic elements: 1- centrifugal fan, 
2 - air ducts, 3 - electric heater, 4 - drying chamber, 
5- two-channel regulator MS8111PWM3S,  6 - 
two-channel microprocessor-based timer MS8203 
2Ch, 7- autotransformer, 8- combined sensor 
“Vektor1” and W – wattmeter. 

The drying chamber is in the form of a 
parallelepiped with dimensions 120х120х160 mm. 
The centrifugal fan is of the type AV50 / ATII with 
a power of 50 W and a volumetric flow rate 

231 



M. G. Georgieva et al.: Energy efficiency of impulse drying regimes of beetroot 
 

  

200m3/h. The electric heater is made of 3 spiral 
coils with a maximum total power of 2700 W .  The 
ducts have a square cross section with dimensions 
50х50 mm. The air ducts, the drying chamber and 
the electric heater are insulated with aeroflex with a 
thickness 15mm.  

The dryer is equipped with two-channel 
regulator MS8111PWM3S.Pt100.0, 0 – 200.0°C,  
220V with two sensors ST.Pt100.A1.n60.d5.k1500Si-
3W to monitor the temperatures before the drying 
chamber and the ambient air. For the scope of 
accurately controlling the heat impulse, the system 
is equipped with two-channel microprocessor-based 
timer MS8203 2Ch. The relative humidity of the 
outer air is monitored using a combined sensor 
“Vektor1”, which reports periodically at an interval 
of 60 s. 

The air is sucked in by the fan, is heated by the 
electric heater, and then enters the drying chamber. 
The exhaust air is not regenerated.  

 

 
 

Fig.1. Scheme of the convective dryer  

1- centrifugal fan, 2 - air ducts, 3 - electric heater,    
4 - Drying chamber, 5 - two-channel regulator 
MS8111PWM3S,  6 - Two-channel microprocessor-
based timer MS8203 2Ch, 7 - autotransformer,              
8- combined sensor “Vektor1” and W – wattmeter. 

The operating parameters in the drying chamber 
were: the inlet air temperature during the heating 
period was 60С, relative humidity of the air          
φ = 50 % ,  air velocity was 2.2 m/s. The loading on 
the drying chamber was G/F = 9 kg/m2. 

The experiments were organized in the 
following three groups.  

1st group - continuous modes; 
2nd group - symmetric impulse modes: 3+3, 6+6 

and 9+9 min; 
3rd group - asymmetrical impulse modes are: 

3+1.5; 6+3 and 9+4.5 min. 
The organization of impulse symmetric and 

asymmetric modes was automatically made by 
switching on and off electric heaters by two-
channel microprocessor-based timer MS8203 2Ch. 
The air temperature during the cooling period was 
24 °С (ambient temperature). 

The energy consumption for each of the 
experiments was compared to a continuous 
experiment under the same conditions (amount of 
evaporated water and ambient temperature). 

For each experiment, a drying curve was 
constructed U=f(). The drying time () is 
determined, as it corresponds to the same initial and 
final humidity and the same amount of evaporated 
water.  

The total dry matter has been determined by 
gravimetric method with loss of mass on drying. 
The sample has been dried in an atmospheric oven 
at 135 ± 2°C. It has been periodically weighed until 
reaching the constant mass. The mass of the 
product has been measured by an analytical balance 
with accuracy of 0.0001 grams. 

 The total amount of energy consumed for each 
experiment was measured by a digital multimer 
with a basic error ± 0.01%. 

Investigation of the kinetics of the drying process 

On the basis of experimental data, the drying 
curves have been drawn Eq.(1). 

                    U=f(τ)   (1)                   

From drying curves, the drying rate curves have 
been drawn by graphical differentiation Eq.(2). 

)(Uf
d

dU



      (2)          

where: 
U  - moisture content,% - kg water/kg drying 

base;  
τ - drying timе, min  

The drying rate in the first period is described by 
the Еq.(3): 

.constC
d

dU



 (3)       
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At the approximation of the drying curve during 
the second drying period with a straight line (the 
Fisher’s method), the drying rate is described by the 
Eq.(4): 

)( pc UUK
d

dU



 (4) 

where: Kc - drying coefficient, %/min; 
Up - equilibrium moisture content, %. [12] 

RESULTS AND DISCUSSION 

Tab.1 presents the results for the final energy 
consumption for all experiments that were 
conducted. It can be seen that for all experiments in 
the group of symmetric regimes there is a 
significant decrease in the energy consumption for 
drying compared to that of the continuous mode. 
The highest energy savings (22.6%) was obtained 
for the mode 3+3.  

Table 1. Energy consumption 

Regime 
Energy 

consumption, 
kWh 

Energy 
Reduction,% 

continuous 1.99 - 

3+1.5 1.966 1.2 

6+3 1.969 1.1 

9+4.5 1.809 9.1 

continuous 1.789 0 

3+3 1.384 22.6 

6+6 1.424 20.4 

9+9 1.533 14.3 

There is a slight decrease in energy consumption 
(about 1%) compared to the continuous mode in the 
3+1.5 and 6+3 modes from the group of the 
asymmetrical modes. Higher energy savings (9.1%) 
are obtained only in the 9+4.5 mode. In general, it 
is seen that the application of asymmetric regimes 
does not lead to substantial energy savings, while 
increasing the drying time (up to 60 minutes). For 
this reason, their application to this product and 
under these conditions is inappropriate. 

The reason for the energy savings in impulse 
drying is the fact that during the cooling  period of 
the product the directions of the temperature and 
humidity gradient coincide. This results in the 
reduction of the diffusion resistance and easier 
movement of the moisture to the periphery of the 
product. The reason for the differences observed in 
the energy consumption, for the two groups, is the 

ratio of durations of the heating and cooling 
periods. The drying curves for the two groups of 
experiments are shown in Fig.2 and Fig.3. 
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Fig.2. Drying curves for asymmetrical regimes 
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Fig.3. Drying curves for symmetrical regimes 

For the group of symmetric regimes, the longest 
drying time is required for 3+3 mode, followed by 
6+6 mode, 350 and 340 minutes, respectively. In 
9+9 mode, there is a significant reduction in drying 
time of up to 190 minutes, which is even 30 
minutes less than in continuous mode. 

Fig.4 to 7 show the drying rate curves for a 
second period for the experiments from the group 
of symmetrical modes and the continuous mode 
with which they were compared. 

 

Fig.4. Drying rate curve for the second drying period 
for the continuous regime 
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Fig.5. Drying rate curve for the second drying period 

for the 3+3 regime  

 
Fig.6. Drying rate curve for the second drying period 

for the 6+6 regime 

 
Fig.7. Drying rate curve for the second drying period 

for the 9+9 regime 

It can be seen, from the impulse mode graphs, 
that there is a significant dispersion of the points 
due to impulse heat supply. 

Tab.2 shows the values of the drying rate for the 
first period (C, %/min) and the drying coefficient 
for the second period (K, %/min), calculated on the 
basis of the drying curves by Fisher’s method. 

 

Table 2.  The drying rate  for the first period  and the 
drying coefficient for a second period 

Regime C, %/min K, %/min 

Continuous 1.9559 0.0309 

3+3 1.2241 0.0184 

6+6 1.3242 0.0191 

9+9 2.2241 0.038 

CONCLUSIONS 

There is a significant reduction in the energy 
consumption for drying compared to the continuous 
mode for all the experiments from the group of 
symmetrical regimes. Energy savings are in the 
range from 14.3 to 22.6%. 

The energy savings are of lowest number for the 
group of asymmetric regimes. The energy 
consumption is comparable to that of continuous 
drying. This makes the applying of these regimes 
inappropriate, from an energy point of view. 

There is a tendency to decrease the drying time 
by increasing the impulse duration within the range 
studied for the symmetrical modes. 

The highest values of the of drying rate for the 
first period and the drying coefficient for the 
second period are obtained for the 9+9 symmetric 
mode. 

NOMENCLATURE 

α - intermittency ratio, -; 
C - drying rate in the first period, %/min; 
G/F - loading on the drying chamber, kg/m2; 
Kc - drying rate in the second period, %/min 
U - moisture content, % - kg, water/kg drying 

base; 
Up - equilibrium moisture content, %; 
φ - relative humidity, %; 
 - drying timе, min. 

Subscripts 

d.b. - drying base. 
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The main purpose of this paper is to present an approach for automatic microbiological analysis and in particular counting 

colonies using an open-source software for digital image processing. An open-source computer program called ImageJ is used for 
developing an algorithm for automatic detection and counting of lactic acid bacterial colonies grown in MRS agar. In comparison 
with commonly used techniques for manually counting of bacterial colonies and the expensive apparatus for microbiological analyses 
which provide this functionality, the algorithm presented in this paper gives an opportunity for fast, accurate and widely available 
technique for counting of bacterial colonies in agar medium. А comparative analysis between the proposed algorithm and well 
known ImageJ plugins for semi-automatic counting of bacterial colonies is made. The plugins that are tested are based on 
implemented in ImageJ methods for digital image processing. However, they do not provide a way for separating merged colonies. 
The results show that in comparison with the other ImageJ plugins with high average percentage (obtained after counting lactic acid 
bacterial colonies), the proposed algorithm achieves better accuracy with lower average percentage error. 

Keywords: Open-source software, digital image processing, ImageJ, microbiological analysis, bacterial colonies 
counting 

INTRODUCTION 
Various microbiological analyses take a 

significant part in the food industry and modern 
technologies for food production and quality 
evaluation of raw materials. There are a different 
specialized apparatus and modern machines for 
performing microbiological analyses but they are 
too expensive and they can’t be used freely by the 
wide audience. Such a highly specific and 
expensive apparatuses can be only used in special 
laboratories.  

One of the most commonly used 
microbiological analysis is counting of bacterial 
colonies and determination the total microbial 
count in the sample. In order to perform such kind 
of analysis a sample with micro-organisms must be 
taken from the tested raw material or directly from 
a specific food. Then the sample is placed in a Petri 
dish called “Agar plate” filled with the culture 
medium for the specific microorganism. The agar 
plate can be used either to estimate the 
concentration of organisms in a liquid culture or the 
number of that culture in a suitably diluted sample. 
The micro-organisms contained in the sample begin 
to grow and multiply under the appropriate 
conditions forming genetically identical colonies. 
The colonies differ in shape, size and color 
depending on the specific microbiological culture. 
Different colonies can be formed  on  a  single  agar  
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plate. That is why it is important to recognize them 
and to know the exact number of all colonies grown 
in each agar plate.  

The number of the formed colonies can be 
counted either manually or by using expensive 
apparatus with specialized application software for 
automatic bacterial recognition and using special 
freely available software applications for PC or 
smartphones. A brief overview for available free 
software products for microbiological analyses and 
in particular bacterial colonies counter applications 
is made in 2017 [1]. These freely available 
applications provide a fast and effortless way for 
enumeration of bacterial colonies, but the results 
are rather unsatisfactory in comparison to the 
traditional manual counting.  

COMPUTER SOFTWARE FOR BACTERIAL 
COLONIES COUNTING USING DIGITAL 

IMAGE PROCESSING TECHNIQUES 

Digital image processing is a technology widely 
used in computer science. Image processing takes a 
significant part in computer vision and pattern 
recognition. In brief, image processing using 
computer systems and applications is a method for 
performing some operations on an original image 
taken by a conventional camera, for example, in 
order to extract useful information needed for a 
specific analysis. There are various types of 
computer software applications for image 
processing as they differ in functionalities, 
accessibility and price.   

© 2016 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Open-source software for digital image analyses 
– imagej 

ImageJ is an open-source computer program for 
digital image processing which provides a lot of 
functionalities for processing ordinary images taken 
by a camera as well as scientific multidimensional 
images. The program is written in objective-
oriented programing language Java and it is 
inspired by NIH Image which is a precursor of 
ImageJ [2 and 3]. Because ImageJ is written in 
Java the program is platform independent which 
can be run on any computer with Java 1.8 or later 
virtual machine installed. ImageJ has downloadable 
distributions available for Windows, Mac OS X and 
Linux. The program can work with the following 
file formats: TIFF, JPEG, PNG, GIF, BMP, 
DICOM, PGM, and FITS. Also other formats can 
be opened with the aid of special free plugins.  
Because of the fact that ImageJ is an open-source 
software, there are plenty of plugins, macros and 
extensions freely available for downloading and 
performing wide variety of tasks in different topics. 
Different useful programs and plugins for digital 
image processing based on ImageJ functionalities 
are developed in order to facilitate researchers 
working in the field of microbiological analyses [6, 
11, 12, 13, 18, 19]. Cell Counter [15] is an ImageJ 
plugin for manual counting of bacterial colonies, 
based on simple interface. The plugin counts when 
the user clicks on the colonies in the image. There 
are plugins, such as: Colony Counter [16], Colony 
Blob Count Tool [17], ColonyCountJ [14] based on 
ImageJ functionalities for semi-automatically 
counting of cells and bacterial colonies. 

ImageJ has a large user community which can 
be useful when a developer get involved with some 
problems and wants to implement new ideas. 
ImageJ is a powerful tool for fast image processing 
and the main purpose of the program is to serve on 
scientific community. A lot of scientific researches 
from different topics such as biomedical [3] and 
microbiological analyses, have been made based on 
the use of the functionality of ImageJ. In 2006 a 
new method based on image analysis using ImageJ 
for determining cyanobacterial biomass by CLSM 
in stratified benthic sediments are proposed [5]. In 
2007 a different approach [7] of using ImageJ as an 
open-source software for digital image processing 
is presented. In [7] a quantitative analysis for 
histological staining and fluorescence using ImageJ 
is performed.  

ImageJ has relatively easy to use and intuitive 
interface shown in Fig.1. After lunching the 
program a main screen appears containing a well-

ordered menu bar and a tool bar with the commonly 
used tools for drawing and editing graphical 
objects.  

 
Fig.1. ImageJ graphic user interface 

As an open-source software for digital image 
processing ImageJ provides various functionalities 
and plugins for different digital image 
transformations such as basic image editing tools; 
filtering algorithms like Mean, Median, Gaussian 
Blur, Minimum, Maximum, Variance filtering and 
thresholding on both 8-bit grayscale and RGB color 
images; tools for pattern recognition; possibilities 
for automating tasks and creating custom tools 
using macros; ability for implementing ImageJ 
class library in a different projects such as applets, 
servlets or applications where image processing is 
needed; tools for creating, editing and measuring 
tree types of selections such as rectangular, 
elliptical or irregular area selections; algorithms for 
image enhancement like edge detection, smoothing 
and sharpening; ability for adjustment brightness 
and contrast of the image; spatial operations such as 
crop, scale, rotate, resize, flip horizontally and 
vertically and so on.  Some of the most significant 
functionalities of ImageJ are the various types of 
tools for image analyses such as areas 
measurements, standard deviation, mean, min and 
max of entire image or specific selection; tools for 
lengths and angels measurements using real world 
measurements units like millimeters. ImageJ gives 
the ability for different color processing in RGB 
and HSV color space and generating histograms. 

Algorithm for automatic counting of bacterial 
colonies using ImageJ 

Using some of the functionalities provided by 
ImageJ an algorithm for automatic counting of 
lactic acid bacterial colonies is developed. The 
workflow of the algorithm is shown on Fig.2. The 
algorithm is implemented in ImageJ as an 
additional macro. 

For the proper operation of the algorithm a 
circular region of interest (ROI) is used. The 
diameter of the ROI is automatically pre-calculated 
according to the diameter of the agar plates that 
have been used. Once the ROI is set to appropriate 

240 



A. M. Danev et al.: Application possibilities of open-source software for microbiological analyses 

  

START 

END 

Open original Image 

Draw circular region of 
interest (ROI) 

Clear the background outside 
of the ROI 

Smooth the image two times 

Subtract Background 

Make the image gray scale 

Adjust Threshold value 

Use Watershed function 

Invert the image 

Use Find Maxima function 

Save the results 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

dimension and position a function provided by 
ImageJ is used for saving the ROI as a template and 
for future automatic using without the need to be 
calculated again.  

Fig.2. Workflow of the algorithm 

During the analyses all agar plates are 
photographed using smartphone with 13mp camera 
under the same conditions such as: exactly the same 

height between camera lens and the agar plate 
surface; all agar plates are positioned in the exact 
same spot on the background surface to ensure the 
exact positioning of the ROI used later. 

The result from execution of some steps from 
the workflow diagram are shown on Fig.3. Some of 
the algorithm steps are not shown because the result 
can’t be seen. After the analysis is complete, the 
results are saved in a text file from where they can 
be used to plot graphic or to perform some other 
operations on them. 

 
Fig.3. Result images after algorithm steps 

Important steps from the algorithm presented 
above are adjusting the threshold value, using 
watershed function and using an ImageJ function 
called “Find Maxima”. ImageJ provides several 
popular algorithms for thresholding and for the 
purpose of this study a default thresholding 
algorithm is used which is a variation of the 
IsoData algorithm [8]. The required threshold value 
must be selected manually to achieve the best 
results. Using watershed function provided by 
ImageJ library is an essential step in the algorithm 

Step 1 Step 2

Step 3 Step 5 and Step 6

Step 7 Step 8 and Step 9

Step 10 
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for counting of bacterial colonies. The source code 
of the macro is shown on Fig. 4. 

Fig.4. Source code of the macro 

Watershed segmentation is an algorithm for 
automatically separating particles touching each 
other. It is a common situation in the process of 
counting bacterial colonies to have several colonies 
overlapping each other. It is easy for the human eye 
to distinguish and count such overlapped group of 
colonies, but in terms of computer vision and object 
recognition things are different. This problem is 
shown on Fig.5. On the first image (on the left) the 
original image is shown where it is easy for the 
naked eye to differentiate tree overlapped colonies 
and one separated from the others. On the second 
image (the middle one) the same group colonies is 
shown but after thresholding the image. Here it is 
not so obvious how much colonies are overlapped. 
On the right image the overlapped colonies are 
separated using watershed function and it is easy 
for a computer program to precisely counting the 
exact number of overlapped colonies.   

 
Fig.5. Using watershed function 

Another important step in the algorithm for 
counting bacterial colonies is using the function 
called “Find Maxima” provided by ImageJ library. 
This function determines the local maxima in the 
selected region from the image, or in the entire 
image and then creates a binary image or one 
segmented particle per maximum, marked [9]. As 
an output type a Point Selection option is used 
which leads to tagging every object different from 
the background. In the example shown on Fig. 3 the 
objects representing the colonies are in white color 
and the background is in black color. As a result of 
using “Find Maxima” function, each object 
(colony) from the image is marked with “+” sign 
(Fig.3 Step 10).  

RESULTS 

The proposed algorithm for counting of bacterial 
colonies developed using the open-source software 
ImageJ provides a fast way for microbiological and 
biotechnological analyses. It doesn’t need special 
apparatus or any additional experimental settings 
for receiving the primary data, because using a 
smartphone camera for taking pictures is easy, 
quick and cheap way for getting the initial 
information from the objects under control. 

For the purpose of this study photos of agar 
plates with colonies formed by lactic acid bacteria - 
Lactobacillus plantarum strain BOM2 in an 8-hour 
fermentation process (under 37ᵒC) of 6% oat 
suspension are analyzed. The bacteria have 
developed and formed colonies in the culture 
medium Lactobacillus MRS agar. Each of the 
photos is taken with a regular smartphone camera 
under a daylight. The total number of colonies in 
each agar plate can range from a few tens to few 
hundreds depending on the type of the dilution of 
the bacterial suspension prior to spreading them on 
the agar plates, and on the time for which the 
bacteria developed. According to the general rules 
for enumeration of bacterial colonies the total 
number of colonies on each agar plate must range 
from 30 to 300 [10]. For the purpose of this study 
and in order to determine the accuracy of the 
suggested algorithm, several agar plates with more 
than 300 colonies are included in the experimental 
results, but they can’t be used for performing 
accurate microbiological analyses. On the other 
hand, the colonies may differ in their size. As an 
example, some photos (nine) of the analyzed agar 
plates with different number of colonies and size 
are shown in Fig.6. 

run("ROI Manager..."); 
roiManager("Open","D:\\BacterialColonies\\ROI\\ROI
_1.roi"); 
roiManager("Select", 0);  
setBackgroundColor(0, 0, 0);  
run("Clear Outside"); 
run("Smooth");  
run("Smooth");  
run("Subtract Background...", "rolling=12");  
run("8-bit");   
setAutoThreshold("Default dark");   
setOption("BlackBackground", false);  
run("Convert to Mask"); 
run("Watershed");   
run("Invert");   
run("Find Maxima...", "noise=145 
output=Count"); 
resultLabel = getResultLabel(nResults-1);  
results table 
count = getResult("Count");   
str = resultLabel + ", " + count;  
File.append(str, "D:\\Results\\Results.txt"); 
close();  
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Fig.6. Agar plates with different total number of 

colonies 

The total number of bacterial colonies for each of 
the analyzed agar plates is counted once manually 
and then automatically using a computer software 
with the algorithm described above. The analyzed 
agar plates, shown in Fig.7, are ordered according 
to the rate of dilution and the time, and the result 
data after manually and automatically counting is 
shown on Fig.8. For each group one, two or three 
agar plates (samples) with different total number of 
bacterial colonies are analyzed. The percentage 
error is calculated by Eq.(1) and it varies between 
0.94% and 3.44%. 

100*
mc

acmc

N

NN
errorPercent


  (1) 

where:  

mcN - total number of colonies counted 

manually; 

acN - total number of colonies counted 

automatically; 
Tab.1 shows the average results for each group 

of samples which have been transformed in order to 
achieve appropriate results for plotting a growth 
curve.  

The main purpose of counting the total number 
of bacterial colonies in agar plates is to plot the 
growth curve of microbial population. It is shown 
on Fig.9. The microbial growth curve is a graphical 
representation of changes in cell counts, biomass, 
or other suitable microbial growth indicator for a 
given microorganism in a suitable medium. The 
curve can also be used for determination of the 
growth phases which are – Lag phase, Exponential 
phase, stationary phase and phase of extinction.  

  

Fig.7. Analyzed agar plates ordered according to the rate of dilution and the time 

Table 1. Results according to automatic counting of colonies formed by Lactobacillus plantarum strain BOM2 in an 
8-hour fermentation process (under 37 ᵒC) of 6% oat suspension 

107 CFU/ml 0h 2h 4h 6h 8h 

Lactobacillus plantarum, BOM2  1,4000 2,8450 7,5666 11,6100 13,7500 

BOM2 (10-3) 0h Sample 1 BOM2 (10-3) 0h Sample 2 BOM2 (10-4) 2h Sample 1

BOM2 (10-4) 2h Sample 2 BOM2 (10-4) 8h Sample 1 BOM2 (10-5) 4h Sample 1

BOM2 (10-5) 4h Sample 2 BOM2 (10-5) 4h Sample 3 BOM2 (10-5) 6h Sample 1
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Fig.8. Graphic representation of results data and 
percent error 

As it can be seen from Fig.8 the biggest 
percentage error is about 3.4% and the smallest 
percentage error is about 1%. The average error for 
this set of tested samples is about 2.2%. Therefore, 
the proposed algorithm can be successfully used for 
counting lactic acid bacterial colonies grown in 
MRS agar. 

 

Fig.9. Growth curve of Lactobacillus plantarum BOM2 
population 

With respect to different ImageJ plugins and 
approaches for automatically counting of bacterial 
colonies, a comparative analysis of our own 
approach is made. The results achieved after using 
Colony Counter and Colony Blob Count Tool 
plugins are shown respectively in Tab.2 and Tab.3. 

As it can be seen from Tab.2 the relative error 
(25.37) is very high and Colony Counter plugin can 
not be used for automatically counting lactic acid 
bacterial colonies strain BOM2 grown in MRS agar. 
The plugin do not provide a functionalities for 
separating and counting merged colonies and for 
setting a region of interest. 

The relative error after counting lactic acid 
bacterial colonies using Colony Blob Count Tool is 
16.84%. This macro achieves better results than the 
plugin Colony Counter, but have some problems. 
To achieve these results the user have to pre-set 

specific settings manually, depending on the sample 
being tested. Also, the user must know in advance 
the exact area (in pixels) of the smallest and the 
biggest colonies in the image. This leads to 
performing additional manual steps with ImageJ 
functionalities for measuring. This macro does not 
provide a functionalities for separating merged 
colonies. A result image after automatically 
counting lactic acid bacterial colonies using Colony 
Blob Count Tool is shown on Fig. 10. 

Table 2. Results after counting with Colony Counter  

Sample № Manual Counting
ImageJ 

Colony Counter
BOM2 (10‐3) 0h Sample 1 1108 865
BOM2 (10‐3) 0h Sample 2 1653 929
BOM2 (10‐4) 2h Sample 1 291 277
BOM2 (10‐4) 2h Sample 2 294 286
BOM2 (10‐5) 4h Sample 1 62 79
BOM2 (10‐5) 4h Sample 2 63 83
BOM2 (10‐5) 4h Sample 3 107 107
BOM2 (10‐4) 8h Sample 1 1350 1180
BOM2 (10‐5) 6h Sample 1 1135 1030

SUM 6063 4836
ΔA = Аbsolute Еrror 

[number of colonies]: 0 1227,00
Relative error [%]: 25,37  

Table 3. Results after counting with Colony Blob 
Count Tool  

Sample № Manual Counting
ImageJ 

Colony Blob Count
BOM2 (10‐3) 0h Sample 1 1108 870
BOM2 (10‐3) 0h Sample 2 1653 1360
BOM2 (10‐4) 2h Sample 1 291 270
BOM2 (10‐4) 2h Sample 2 294 282
BOM2 (10‐5) 4h Sample 1 62 54
BOM2 (10‐5) 4h Sample 2 63 61
BOM2 (10‐5) 4h Sample 3 107 110
BOM2 (10‐4) 8h Sample 1 1350 1124
BOM2 (10‐5) 6h Sample 1 1135 925

SUM 3302 2826
ΔA = Аbsolute Еrror 

[number of colonies]: 0 476,00
Relative error [%]: 16,84  

 
Fig.10. Result image after counting bacterial colonies 

with the macro Colony Blob Count Tool  

The tested ImageJ plugins can be considered as 
programs for semi-automatic counting of bacterial 
colonies, because of the fact that the user have to 
perform additional steps using some of the ImageJ 
functionalities in order to evaluate the exact area of 
the colonies grown in the agar. 
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CONCLUSIONS 

An algorithm for automatic counting of bacterial 
colonies in agar plates using freely available and 
open-source computer software for digital image 
processing is developed. The algorithm is based on 
build-in functionalities and tools in the program 
ImageJ and provides an approach for fast and 
accurate counting of bacterial colonies for the 
purpose of microbiological and biotechnological 
analyses. Several agar plates with different total 
amount of colonies formed by lactic acid bacteria 
Lactobacillus plantarum strain BOM2 and 
Lactobacillus MRS agar medium are analyzed in 
order to evaluate the accuracy of proposed 
algorithm. The total number of colonies for each 
agar plate is counted in two ways – manually and 
automatically using algorithm implemented in 
open-source software as a macro. The results 
obtained from the manual counting and from the 
macro are compared and a percentage error is 
calculated. The obtained results and the analyses 
that have been performed lead to conclusion that 
the presented algorithm can be successfully used to 
determine the total number of bacterial colonies in 
the processes of microbiological and 
biotechnological analyses. 

The algorithm mentioned in this paper for 
automatic counting of bacterial colonies can be 
implemented as a useful smartphone application in 
the future work.  

REFERENCES 

[1] Danev A. M., R. Gabrova, „Open-source software 
products for microbiological analyses. A mini 
review“, Scientific works of University of Food 
Technologies, 64(1), (2017). 

[2] Schneider, C. A.; Rasband, W. S. & Eliceiri, K. 
W. "NIH Image to ImageJ: 25 years of image 
analysis". Nature methods, 9(7), 671-675, (2012), 
PMID 22930834. 

[3] Schindelin, J., Rueden, C. T. & Hiner, M. C. et al. 
(2015), "The ImageJ ecosystem: An open 
platform for biomedical image analysis", 
Molecular Reproduction and Development, ISSN: 
1098-2795 (Online), PMID 26153368. 

[4] Silva A. F., G. CarvalhoEmail, A. Oehmen, M. 
Lousada-Ferreira, A. van Nieuwenhuijzen, M. A. 
M. Reis, M. T. B. Crespo, “Microbial population 
analysis of nutrient removal-related organisms in 
membrane bioreactors”. Applied Microbiology 
and Biotechnology 93(5), 2171–2180 (2012). 

[5] A. Sole, J. Mas, I. Esteve, “A new method based 
on image analysis for determining cyanobacterial 

biomass by CLSM in stratified benthic 
sediments”. Ultramicr. 107, 669–673, (2007). 

[6] T. J. Collins, “ImageJ for microscopy”. 
BioTechniques 43(1), 25-30 (2007). 

[7] Jensen E.C., “Quantitative analysis of histological 
staining and fluorescence using ImageJ”. The 
Anatomical Record 296, 378–381, (2013). 

[8] Ridler, TW & Calvard, S, "Picture thresholding 
using an iterative selection method". IEEE Trans. 
on Systems, Man & Cyber. 8, 630-632, (1978). 

[9] Edelstein A., N. Amodaj, K. Hoover, R. Vale, 
Nico Stuurman. Computer control of microscopes 
using μManager. Curr Protoc Mol Biol, Chapter 
14:Unit 14.20, 2010,  
doi:10.1002/0471142727.mb1420s92 

[10] Denkova Z. R., R. S. Denkova, V. B. Yanakieva, 
I. N. Dobrev, „Food microbiology. Exercise 
Guide“, UFT Academic Publishing House of, 
Plovdiv, (in Bulgarian), (2015). 

[11] Masala G. L., U. Bottigli, A. Brunetti, M. 
Carpinelli, N. Diaz, P. L. Fiori, B. Golosio, P. 
Oliva and G. Stegel, “Automatic cell colony 
counting by region-growing approach”, IL 
NUOVO CIMENTO, (2007), DOI 
10.1393/ncc/i2007-10273-3. 

[12] Choudhry P. (2016) „High-Throughput Method 
for Automated Colony and Cell Counting by 
Digital Image Analysis Based on Edge 
Detection“. PLoS ONE 11(2): e0148469. 
doi:10.1371/journal.pone.0148469. 

[13] Ivan V. Grishagin, “Automatic cell counting with 
ImageJ”, Anal. Biochemistry 473 (2015) 63–65. 

[14] Maurya D.K. (2017) “ColonyCountJ: A User-
Friendly Image J Add-on Program for 
Quantification of Different Colony Parameters in 
Clonogenic Assay”, J ClinToxicol 7: 358. 
doi:10.4172/2161-0495.1000358. 

[15] Kurt De Vos, University of Sheffield, Academic 
Neurology, [www] Available from: 
https://imagej.nih.gov/ij/plugins/cell-
counter.html, Accessed on: 17.11.2018; 

[16] Vieira B., University of Lisbon, Colony Counter, 
[www] Available on:  https://imagej.nih.gov/ij/plugins 
/colony-counter.html, [Accessed on: 06.12.2018]. 

[17] ImageJ-macros, Colony Blob Count Tool, [www] 
Available on: http://dev.mri.cnrs.fr/projects/imagej-
macros/wiki/Colony_Blob_Count_Tool, [Accessed on: 
06.12.2018]. 

[18] Heras J., C. Domínguez, E. Mata, C. Larrea, V. Pascual 
C. Lozano, C. Torres, M. Zarazaga, GelJ – a tool for 
analyzing DNA fingerprint gel images, BMC 
Bioinformatics (2015), https://doi.org/10.1186/s12859-
015-0703-0 

[19] Alonso CA, C. Domínguez, J. Heras, E. Mata, V. 
Pascual , C. Torres, M. Zarazaga, Antibiogramj: A tool 
for analysing images from disk diffusion tests, Comput 
Methods Programs Biomed, (2017) 143:159-169, doi: 
10.1016/j.cmpb.2017.03.010

 

245 



 Bulgarian Chemical Communications, Volume 50, Special Issue G (pp. 246 - 252) 2018 

Study on driving mechanical model of microcapsules based on fluid-structure 
interaction in intestinal tract  

Xiao Li1,2, Jinghu Yu1,2* 
1School of Mechanical Engineering, Jiangnan University Wuxi, Jiangsu 214122, China 

2Jiangsu Province Key Laboratory of Advanced Food Manufacturing Equipment and Technology, Wuxi, Jiangsu 
214122, China 

    
The research of the active capsule endoscopy in the digestive tract is current hotspot. However, the difficult control of capsule 

endoscope restricts its further application.  In this paper, stress of Capsule in a viscous liquid environment was analysed theoretically 
and the mechanical model of Capsule with different sizes of round and oval head shapes was established. Based on the drive model, 
the dynamic characteristics of the magnetic drive capsule with different shapes in the gut traveling was studied under the action of 
Fluid-structure Interaction. With COMSOL Multiphysics bidirectional Fluid-structure interaction module, the relationship of the 
capsule exercise stress with the gut dynamic viscosity, the capsule size and capsule shape was analysed. Based on the standard k - 
epsilon turbulence model, the intestinal fluid model and the intestinal wall model were created. With the different created model of 
capsule, intestinal fluid and intestinal wall, the multiple factors and levels of numerical simulations were carried out. The results were 
listed as follows: 1) At the same level of dynamic viscosity and intestinal wall dimension parameters, oval head capsule driving 
resistance decreased about 9.3-16.3% compared to that of circular capsule. 2) The stress model of the capsule could be used as an active 
control model in the intestinal diagnosis and treatment of magnetic displacement active capsule endoscope, which is of great 
significance to the application of the capsule endoscope. 

Keywords: Fluid-structure interaction, microcapsule endoscopy, intestinal tract, driving mechanical model 

INTRODUCTION 

The microcapsule robot has a broad development 

prospect in the medical field as the new digestive 

tract medical device. The drive mode of capsule 

endoscope driven by external magnetic field mainly 

includes the rotary magnetic field control and the 

permeability control of quasi-static magnetic field 

control. At present, the problems of inaccurate 

localization and low attitude control accuracy of 

capsule robots are the shackles of the development 

of microcapsules. Tan Renjia et al. [1] established a 

Ciarletta hyperelastic resistance model for the 

critical sliding resistance of quasi-static interaction 

between magnetic-driven capsule endoscopy and 

intestinal tract. The results showed that the ratio of 

endoscopy diameter to intestinal tube diameter (R/r) 

had a significant effect on sliding resistance. The 

friction force of the head of the capsule was less than 

1%. Li Chuanguo et al. [1] proposed an inchworm-

like capsule robot which can achieve axial and radial 

expansion. It uses DC motor to control and clamp the  
 

* To whom all correspondence should be sent: 
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oil bag to achieve peristalsis. Its maximum radial 

output force is 150 g, and its complete peristaltic step 

distance is 9.5 mm. Zhang Yu et al. [1] in viscous 

Newtonian fluid environment, the liquid resistance 

moment of petal-shaped and cylindrical side-wall 

rotary capsule robot was analyzed in the pipeline. 

The cylindrical side-wall tiles in the four capsule 

structures showed large eccentricity es, which 

reflected good driving effect. The intestinal wall was 

defaulted to be rigid body in the model. Chi Minglu 

et al. established the space magnetic moment model 

of the universal rotating magnetic vector, improved 

the slip angle and horizontal angle of the magnetic 

precession petal capsule endoscope, improved the 

non-contact driving performance, and had a 

significant effect on reducing the distortion of the 

intestinal tract when the capsule turned. 

In this study, a force model of capsule motion in 

viscous resistance fluid environment of elastic 

intestinal tract was established for a permeable 

capsule robot with elliptical and circular head shell 

shapes. Two kinds of capsules with different shapes 

were numerically simulated under different viscous 

fluid environments with different dynamic 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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viscosities and intestinal diameters. The stress 

distribution of the permeable capsule under the 

interaction of the elastic intestinal wall and viscous 

fluid and the influence of the capsule on the fluid and 

intestinal tract were analyzed. The theoretical basis 

was provided for the shape optimization and accurate 

positioning of the magnetic-driven capsule robot in 

viscous and elastic intestinal environments. 

STRESS ANALYSIS OF CAPSULE 

The mechanical model of the capsule in the liquid 

intestinal fluid environment can be approximated as 

the force model of moving objects in the liquid 

pipeline [1]. The resistance to motion of the capsule 

dF  is mainly divided into two parts: fluid dynamic 

pressure pF  and viscous resistance of fluid fF , 

namely: 

d p fF F F   (1) 

Head impact resistance 

When the capsule is moving in the intestinal flow 

field, r  is the axial relative motion velocity of the 

capsule robot and the fluid in the intestinal tract and 

dS  is the head surface unit of the capsule shown as 

Fig.1 below. The axial force that fluid impact on the 

head of the capsule is pF : 

           1p pF dF


   (2) 

 

Fig.1. Schematic diagram of force element on the head 

of capsule 

And: 

  1 ( ) np cdf dS   


         (3) 

n


- unit normal vector to the center. 

( )c  - impact stress of unit body is subjected to 

fluid, which can be known from the fluid dynamics: 

       2 2( ) sinc rv              (4) 

To the unit surface dS : 

         2 sindS R d d    (5) 

The formula Eq,(3), (4) and (5) are introduced into 

Eq,(2) : 

    
2

2 2 4

0 0

sinp rF R v d d
 

       (6) 

where: 

 - Angle between the unit method (pointing to the 

center O) and the XOY Plane, -; 

R - radius of capsule head, m; 

 - fluid density, 3kg/m ; 

 - the Angle between the unit surface normal 

vector and the XOZ Plane, -; 

rv - the axial average velocity of the fluid relative 

capsule, m/s. 

Viscous resistance 

The viscosity of the intestinal fluid is not 

negligible [5], Viscous resistance of capsule head is 

1f
F , resistance of the middle cylinder is 

2f
F , fF is 

viscous resistance of the fluid in the capsule 

movement: 

1 2f f fF F F                (7) 

(1) Viscous resistance of capsule head 

For the intestinal wall head unit dS , there is a 

corresponding resistance unit 
1f

dF : 
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1

cos

( )
t

f

v
dF dS

h

 


            (8) 

( )h  is the distance from the inner wall of the 

intestinal tract, as a function of  .  

For the sphere: 
( ) cosh H R             (9) 

References Eq,(2) include: 

1 1f fF dF


              (10) 

Bring Eq,(9) back to the above formula and 

integrate: 

1

2 2 2

0 0

sin cos

cos
t

f

v R
F d d

H R

      



    (11) 

(2) Viscous resistance of column 

The viscous resistance between the capsule and 

the intestine can be considered as the model of 

viscous resistance between two parallel plates. 

According to the calculation formula of viscous 

resistance: 

2

r
f

v
F A

h
            (12) 

A  is the contact area of capsule side and liquid:  
           ( 2 )A R l R           (13) 

So: 

2
( 2 ) r

f

v
F R l R

H
        (14) 

rv  - the axial average velocity of the fluid 

relative to the capsule, m/s; 

R  - the spherical radius of the capsule, m; 
l  - length of the capsule, m; 

H - average distance between capsule wall and 
intestinal wall, m; 

 - dynamic viscosity of the intestinal fluid, 

Pa s . 

NUMERICAL SIMULATION MODEL 

Considering the coupling effect of human 

intestinal wall elastomers on intestinal fluid motion, 

the COMSOL Multiphysics bidirectional Fluid-

structure interaction module was used to simulate the 

drive of the capsule [5]. Flow field was set as k - 

epsilon turbulence transient model. The intestinal 

model parameters were set as: Length: l = 200mm, 

Width: B = 25mm, Intestinal wall thickness: b = 

2mm. The intestinal material model USES 

hyperelastic material. In order to reduce the stress 

concentration distortion caused by fixed constraints 

at both ends, the distance between the ends of the 

capsule and the outlet of the fluid was set as L0 = 

35mm, The physical field control grid is used to 

improve the grid quality to eliminate the boundary 

effect.

          

               (a)                                    (b)            

Fig.2. Model grid division 5.3, 22.1D    (a) Elliptical (b) Circle

The left and right sides of the intestinal wall 

model are set as fixed end constraints, and the speed 

of the capsule moving wall was set as v  = 20mm/s. 

The average of the flow velocity nv  = 20mm/s. 

Stress monitoring points were inserted into the 
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middle head and middle of the capsule shell in order 

to fully detect the force of the outer wall of the 

capsule. The von-mises stress value m  which 

obtained by the probe were main evaluation 

parameters of the force of the capsule [5]. 

NUMERICAL SIMULATION 

The kinetic viscosity of the intestinal fluid and 

the intestinal tract size D, each of the two parameters 

takes two levels which are used for coupling field 

simulation:  

                   Table 1. Parameter values of each factor 

Intestinal fluid 

dynamic viscosity 

Intestinal size  Shape of capsule 

 / mPa·s D / mm S / - 

5.3 22.1 Circle (C) 

20.7 24.5 Ellipse (E) 

There are few parameters in this numerical 

simulation Error! Reference source not found.. 

Dynamic viscosity parameters and intestinal size 

parameters only set two parameter levels, so there is 

no orthogonal numerical simulation. According to 

the experimental group combination matching model 

listed below, 8 groups of prepared capsule intestinal 

models were imported into COMSOL. The stress 

probe is inserted at the designated monitoring point 

and is solved. The transient solver adopts full 

coupling automatic (Newton) nonlinear method. The 

value of Relative tolerance is to be determined to 

0.001. The damping factor was restored to 0.75 to 

ensure the efficiency of the solution.

Table 2. Parameter configuration of the experimental group 

FACTOR   

×10-3 Pa·s 

D  

mm 

S 

- 

NO.1 5.3 22.1 C 

NO.2 5.3 22.1 E 

NO.3 5.3 24.5 C 

NO.4 5.3 24.5 E 

NO.5 20.7 22.1 C 

NO.6 20.7 22.1 E 

NO.7 20.7 24.5 C 

NO.8 20.7 24.5 E 

INTERPRETATION OF RESULT 

The numerical simulation results of 4 sets of 

endoscope parameters at D = 22.1mm were selected 

[8]. The distribution of stress distribution and the 

distribution of the flow velocity field of intestinal 

fluid are shown as Fig.3.
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(a) / D / S , 5.3 / 22.1/ E              (b) / D / S , 20.7 / 22.1/ E   

  

 (c) / D / S , 5.3 / 22.1/ C              (d) / D / S , 20.7 / 22.1/ C  

Fig.3. Velocity distribution and intestinal stress cloud diagram of the same intestinal size (D=22.1mm) under t=3.0s 

The results showed that the maximum velocity 
was found near the capsule at low viscosity:  =5.3 

and  =20.7. The velocity of the third second is 

respectively v = 0.315m/s(E) and v = 0.310m/s(C), 

Maximum stress in the model wall are 7.75kPa(E) 

and 9.07kPa(C) which mainly happens near the fixed 

end of the entrance. This indicates that there is still 

gravitational concentration at the fixed end. Another 

thing to note is that, group 2 and 6 of elliptic shapes 

formed a stable wake. In contrast, group 1 and 5 of 

the round capsule showed a more obvious 

disturbance.

      

 

    
Fig.4. Stress of capsule head 35.3 10 Pa s      
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Table 3. The stress value of the head probe 35.3 10 Pa s    , /t Pa

GROUP 1 2 3 4 

T=1S 9.605 6.450 8.070 4.010 

T=2S 12.617 7.310 10.620 5.420 

T=3S 26.12 11.340 26.740 6.620 

 

 
Fig.5. Stress of capsule head 320.7 10 Pa s   

The stress distribution of the index points of each 

group in 3s was measured and the results were 

grouped according to the shape of the capsule (Fig.4, 

5). The results showed that the movement stress of 

the capsule was higher when the viscosity was higher. 

In the level of the dynamic viscosity parameter  
320.7 10 Pa s    . Series 3, 4 represents the 

elliptical head stress within the different sizes of the 

intestinal tract, the stress mean 19.21Pa is lower than 

the circular head 21.17 Pa, which represents a 9.3% 

lower than that of the series 1, 2 in 3s, and the head 

stress is 16.3% lower than the stress under the level 
of 35.3 10 Pa s    . 

                    Table 4. The stress value of the head probe 320.7 10 Pa s    , /t Pa

GROUP 1 2 3 4 

T=1S 17.760 12.190 24.097 9.270 

T=2S 25.850 14.470 22.972 12.770 

T=3S 36.170 20.600 27.717 18.400 

CONCLUSIONS 

In this numerical simulation, the dynamic force 

model of active capsule robot in viscous fluid of 

human intestinal environment was analyzed 

theoretically. The Comsol Multiphysics module was 

used to simulate the fluid solid coupling in different 

environments for capsule movement. The results 

showed that: 

(1) Under different dynamic viscosities and 

0

5

10

15

20

25

30

35

40

0,5 1 1,5 2 2,5 3 3,5

pr
ob

e 
st

re
ss

/P
a

run time /s

series
5

series
6

series
7

series
8

251 



Xiao Li et al.: Study on driving mechanical model of microcapsules based on fluid-structure interaction in intestinal tract 

intestinal diameters, the average stress on the 

monitoring point of the head of the elliptical head 

capsule is low, and the maximum stress on the 

intestinal wall is low, which indicates that the head 

shape of the elliptical head capsule has better stress 

distribution and intestinal comfort under the fluid-

solid coupling environment. 

(2) The stress changes of capsules in 3 seconds 

are more gentle when they move in liquid 

environment with high motion viscosity. Under the 

same capsule size, the larger the intestinal diameter, 

the lower the stress on the capsule head. The force 

calculation value of capsule is slightly lower than 

that of simulation. It is necessary to further study the 

influence of intestinal expansion factors on capsule 

movement under coupling state. 

(3) The shape of the capsule head disturbs the 

flow field distribution of the low dynamic viscous 

fluid. The maximum flow velocity of the two 

capsules is almost the same (1.5%), but the flow field 

distribution shows that the elliptical capsule head 

exhibits motion stability at low speed and straight 

line motion. 
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Hedyotis diffusa, the widely applied traditional Chinese medicine have shown the inhibitive effects on different tumor cells. But 

the problems about how to extract antitumor products and which part was the principal anticancer extracts, are still unclear. Our 
current study determined the antitumor activity of extracts from different part of Hedyotis diffusa on HepG2 by MTT assay and 
optimized the extractive conditions by orthogonal array. After choosing the right solvent of water, the index component of p-
coumaric acid in Hedyotis diffusa was detected by HPLC method to reflect extraction efficiencies. Then the optimal extractive 
conditions were got through orthogonal arraydesign and different parts of Hedyotis diffusa were tested by MTT assay. The results 
showed that fruit of Hedyotis diffusa not only characterized as the highest extraction efficiency of p-coumaric acid but also the 
highest cell inhibition rate. While the root of Hedyotis diffusa showed both the lower extraction efficiency and cell inhibition rate. 
Hedyotis Diffusa aqueous extraction from fruit, herb, stem, leave and roots all showed anticancer activity on HepG2. Different part of 
H.diffusa showed inhibition on HepG2 with a dose-dependent manner, and fruit showed higher inhibition rate, followed by Herb, 
then the root showed the lowest inhibition ratio. Fruit not only showed highest extraction efficiency of p-coumaric acid but also 
showed highest cell inhibition rate, probably because the active substance of fruit loss less because of its hard shell protection.  
Keywords: Antitumor activity, orthogonal array, Hedyotis diffusa, human hepatocellular carcinomaHepG2 

INTRODUCTION 

Herba Hedyotis diffusa (H. diffusa), the dried 
herb of Oldenlandia diffusa (Willd.) Roxb ( Family 
Rubiaceae ), is of ficially listed in the Chinese 
Pharmacopoeia [1]. The herb mainly growing in the 
south of mainland China is regarded as the 
traditional herbal medicine for heat-clearing, 
detoxification and diuresis [2]. It was widely 
applied in the treatment of in flammations such as 
appendicitis, urethritis and bronchitis, due to its 
antibacterial activity. Then, the herb has gained 
increasingly attention to its usage as an antitumor 
herb, such as therapy in liver, lung, colon, brain, 
pancreas and other cancers [3]. Recently there are 
more and more researches about inhibitive effects 
of H.diffusa on different tumor cells [4,5]. But the 
problem about how to extract would have higher 
antitumor activity and which part of H.diffusa was 
the most effective on antitumor activity, are still 
unclear. Orthogonal array design (DAD) as a 
chemometric method for the optimization of 
extraction condition was adopted in this paper, 
which was based on three factors and four levels ( 
L934 ). Before all the works, the optimum solvent of 
water was chosen. P-coumaric acid for one of the 
active ingredients in H.diffusa, according to 
pharmacological research, showed anti-tumor and 
anti-cardiovascular  effects  [6].  What’s  more,   

 

* To whom all correspondence should be sent: 
  liyunlanrr@163.com 

 
p-coumaric acid has good stability which was 
naturally could be chosen as an index component of 
extraction process to reflect extraction efficiency 
and detected by High Performance Liquid 
Chromatography (HPLC) method. 

3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazo-
lium (MTT) test has been widely used as a rapid 
and sensitive method for screening anticancer 
drugs. Which extraction from different part of H. 
diffusa, such as herbs, roots, fruits, stems and 
leaves, has higher inhibition rate of HepG2 were 
tested by MTT method. All the work aimed at 
elucidating the different antitumor activity in 
different part of herb, are very important for the use 
of this herbal medicine.   

 EXPERIMENTAL 

Plant materials, Chemicals and reagents   

The H. diffusa and adulterant of Herba 
Hedyotidis Corymbosae were collected from 
different places and all herbs were authenticated by 
the expert from Shan Xi Food and Drug 
Administration. The herbs were collected from 
Guangxi province and its lot number was 
20111108. The adulterant was from Fuzhou city of 
Fujian province and its lot number was 20111026. 
The thin-layer plates of silica gel G was obtained 
from Qingdao Haiyang Chemical Co. Ltd. The 
standard H. diffusa and p-coumaric acid were 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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purchased from Chinese food and Drug Testing 
Institute (Bingjing, China). The purity of p-
coumaric acid was over 99% by HPLC-PDA 
analysis. Stock solution of p-coumaric acid was 
prepared in deionized water, stored at 4 °C, and 
freshly diluted to the desired concentrations before 
using. Other HPLC-grade for methanol and 
phosphoric acid were obtained from Tianjin Siyou 
Co. Ltd. ( Tianjin, China ). Water used for 
extraction was double-distilled water and deionized 
water was used for HPLC analysis. HepG2 cell line 
was obtained from the Cell Bank of the Chinese 
Academy of Sciences ( Shanghai, China ). Cell 
culture media Dulbecco’s modified Eagle’s 
medium ( DMEM ), fetal bovine serum ( FBS ) and 
phosphate buffer saline ( PBS ) were obtained from 
Solarbio ( Beijing, China ). The other chemicals 
used, such as 3-[4,5- dimethyllthiazol-2-yl]-2,5-
diphenyltetrazoliumbro-mide ( MTT ), trypsin and 
dimethyl sulfoxide ( DMSO ) were purchased from 
Sigma Aldrich Chemical ( St. Louis, MO ). 

 TLC identification 

Weighting dried and powdered samples ( 1 g ) 
of H. diffusa and extracting with 10 mL ethanol 
under refluxing for 30 min. Then the hot extraction 
was filtered and ethanol was used to dissolve the 
residue after drying, from which we could get test 
solvent. At the same time, we could get the control 
medicinal solvent with same method. According to 
TLC experiment, take prepared solvent 5µL and 
identified simultaneously in the same thin layer 
plate. The mobile phase was a mixed solvent of 
ether (30 – 60 °C) : toluene : ethylacetate : Glacial 
acetic acid ( 20 : 40 : 14 : 1, v / v / v / v ) and 
sprayed with 10 % sulfuric acid ethanol solution 
after unrolling. Then the layer was heated in 110 °C 
until the spots were clear. 

HPLC analysis 

HPLC analysis was carried out using an Agilent 
1200 system ( Agilent, California, America ). 
Chromatographic separation of p-coumaric and 
other components were achieved on a Agilent TC-
C18 column ( 4.6 × 250 mm, 5 μm ) protected by a 
SHIMADZU LC C18 guard column (4.6 × 10mm, 
5 μm). The mobile phase for HPLC analysis 
consisted of methanol / 0.1 % aqueous solution of 
phosphoric acid ( 30 : 70, v  /v, pH 3.0 ) with a 
flow rate of 1.0 mL / min. The sample volume of 20 
μL was injected. The detection wavelength was 
determined by UV-visible spectrophotometry 
detection and diode array detector ( DAD ). The 

purity of p-coumaric acid was also determined by 
HPLC-DAD analysis. When detected the purity of 
p-coumaric acid, we investigated the exclusive of 
chromatographic peaks. Then system suitability 
was studied by detecting the peak difference of p-
coumaric acid, H. diffusa extraction and adulterant 
extraction. The component was confirmed from 
their retention times. For analyzing the 
concentration of p-coumaric acid in extract, a 
calibration curve was obtained based on the 
relationship of the concentration of p-coumaric acid 
and the peak-area of the chromophore by linear 
regression. The intra-day and inter-day repeatability 
were investigated for consecutive three days at the 
optimized extraction condition for samples. 
Standard addition test was performed to determine 
recoveries of p-coumaric acid. In this assay, the 
standard of p-coumaric acid was added to the 
samples with known content. The resultant samples 
were analyzed using the developed HPLC method 
mentioned above. The experiments were repeated 
three times for every sample. The precision of the 
method was evaluated with six sequential runs of 
sample solution. The ratio of measured and known 
amounts was used to calculate the recovery. 

 

Orthogonal assaydesign 

Before all the studies, different solvent ( water, 
methanol and ethanol ) were firstly investigated. 
OAD with a three-factor interaction is an efficient 
testing strategy in this study. The three factors 
including the volume of water, extraction time and 
the times of decoction and their level values were 
designated in Tab.1.  

Table 1. Factors and levels of the orthogonal array 
design L9 (34) matrix 

Factors 

A(Volume of water)
B (Extraction time 

( h )) 
C(Times of 
decoction) 

30-fold 1 1 
40-fold 2 2 
50-fold 3 3 

The three-factor, three-level OAD for each 
factor, which were fixed in the probable working 
range, was selected to evaluate the extraction ratio 
of p-coumaric acid. Nine experiments were 
performed in order to estimate the best conditions 
for the extraction efficiency. Single factors 
including the volume of water, extraction time and 
the times of decoction were studied to provide a 
basis for OAD. 
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Extraction preparation of H. diffusa 

Dried and powdered samples of H. diffusa were 
placed in flask and weighed accurately. Then the 
herb was refluxed by water. After cooling naturally, 
weighed flask again and made up loss reduction 
with double - distilled water. The supernate was 
filtered through a 0.45 μm filter to directly inject 
into HPLC system for p-coumaric acid analysis. 
Then the extraction was evaporated to test the cell 
viability. 

Cell culture and Cell viability assay 

HepG2 cells were cultured in DMEM 
supplemented with 10% ( v / v ) heat-inactivated 
FBS and 1% ( v / v) antibiotic/antimycotic mixture 
in a humidified incubator aerated with 5% CO2 at 
37°C. When cells reached 70– 80 % confluence, 
they were trypsinized, counted, and seeded in 96-
well culture plates at a concentration of 5×106 cells 
/ well. After cultured for 24 h, the medium was 
replaced by DMEM medium supplemented with 2 
% FBS containing various doses of dry extraction. 
After incubation for the length of time indicated, 
MTT was added ( final concentration 0.5 mg/mL ) 
and kept incubating for 4 h. The formazan crystals 
were dissolved in 100 μL of DMSO and the plates 
were read at 570 nm with a microplate reader 
(Thermo Scientific, USA).  

RESULTS AND DISCUSSIONS 

Authenticate of herb 

The results of TLC were showed in Fig.1. 

 

 
Fig.1. Identified result of TLC. 1 was standard H. 

diffusa 2 -13 was the sample H. diffusa of difference 
batches. The mobile phase was a mixed solvent of toluol 
( 30～60°C) -petroleum ether - ethyl acetate - glacial 
acetic acid ( 20 : 40 : 14 : 1 ), color developing agent was 
10 % sulfuric acid and ethanol solution.  

 After investigating the effect of difference of 
mobile phase, producers of thin layer plate, spotting 
way, evolving temperature and relative humidity 
(result not show), we found that the band of 
samples corresponding to standard H. diffusa was 
clearly observed and well separated from other 
components. 

Result of HPLC analysis 

A reversed-phase mode was used in HPLC for 
the separation of p-coumaric acid and other 
components for convenience of handling samples. 
In the proposed method, the separation was tested 
on C18 column and the flow rate was set at 1.0 
mL/min at 25°C. With UV full wavelength 
scanning from 200 to 400nm, the wavelength of 
224nm and 308nm simulated the optimum 
chromatogram (Fig.2a). When thinking about the 
end absorptionat 224nm, 308nm was chosen as 
detection wavelength. The purity of p-coumaric 
acid was over 99.0% by HPLC-DAD analysis 
(Fig.2b).  

 

Fig.2. UV wavelength scanning. (a) Measurement 
results of detecting wavelength by UV spectra of UV-
visible spectrophotometry detection. (b) Purity of p-
coumaric acid showed in 3D chromatogram by HPLC-
PAD detection. 

Under the chromatographic condition mentioned 
above, p-coumaric acid and other components 
could be separated in the chromatograms ( R > 1.5 ) 
completely, and there was no interference with the 
chromatographic peak of p-coumaric acid. 
Meanwhile, Herba Hedyotidis Corymbosae which 
is the adulterants of H. diffusa was also investigated, 
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and there was no corresponding chromatographic 
peak of p-coumaric acid (Fig.3).  

 

Fig.3. Represent chromatograms of p-coumaric acid (a) 
standard solutions of p-coumaric acid (32.29μg/ml); 1, p-
coumaric acid. tR = 18.327 min; (b) extracted sample 
(Jiangxi province, 20111023); (c) adulterant of Herba 
Hedyotidis Corymbosae. 

The selected HPLC method was of higher 
specificity. The analytical regression curve of p-
coumaric acid was A = 153.39 C– 91.59, and its 
linearity was in the concentration range of 4.04 to 
64.58 μg/mL with a correlation coefficient of 
0.9999, where C ( μg/mL ) was the concentration of 
p-coumaric acid determined, and A was the peak 
area. The intra-day and inter-day precision was 
determined by a sample solution of p-coumaric acid 
under the selected chromatography conditions, and 
the RSD was taken as a measure of the intra- and 
inter-day precisions, which were less than 0.1 and 
0.5%, respectively. The recoveries of the 
investigated components ranged from 98.1% to 
103.2 %, and their RSD values were less than 1.8 %. 
Considering the results of the recovery test, the 
method is accurate. In order to improve the 
chromatographic separation and make the peak 
shape better, an appropriate volume of phosphoric 
acid was added to the mobile phase. The effect of 
the pH value of mobile phase on the separation and 
peak areas of p - coumaric acid in the range of 3.5– 
7.5 was investigated. It was found that pH lower 
than 6.0 brought a serious tailing of peaks.  

Result analysis of OAD 

In order to achieve the higher extraction 
efficiency of p - coumaric acid, primary single 
factor experiments about extraction solvent, 
extraction method, the effect of extractiontime, 
times of decoction, volume of solvent added in 
medicines were performed before OAD 
experiments. The results showed that the inhibitory 
rate of the aqueous extraction on HepG2 cells was 
higher than that of methanol and ethanol 
extractions. The cell inhibitory rate of aqueous 

extraction was 28.3%, while the cell inhibitory rate 
of methanol and ethanol were 6.2% and 12.9%, 
respectively. Overall, the water was chosen as the 
solvent to extract. Then the reflux was chosen as an 
extraction method for its higher extraction rate of p 
- coumaric acid (0.87mg/g) than ultrasound 
(0.42mg/g). The Fig.4a showed the effect of 
extraction time under different conditions by 
changing the time from 0.5 to 3 hours, when the 
extraction time increased, the extraction rate of p - 
coumaric acid was improved and got to highest 
(1.27mg/g ) at 2 h. So the extraction time of 1, 2 
and 3 hour was investigated in OAD. Times at four 
different values (1, 2, 3 and 4) were evaluated to 
optimize the extraction process (Fig.4b). The 
extraction rate of p-coumaric acid increased when 
increasing the extraction times. The efficiency of p-
coumaric acid increased a little at 3 times, so the 
extraction time of 1, 2 and 3 was investigated in 
OAD. The effect of the volume of water added in 
extraction of H.diffusa efficiency was shown in 
(Fig.4c).  

 

Fig.4. The results of primary single factor experiments. 
(a) the effect of extraction time, the highest extraction 
rate of p - coumaric acid ( 1.27mg/g ) was got at 2h. (b) 
the effect of extraction times, theyield of p - coumaric 
acid was 1.17 mg/g at 3 times and 1.24 mg/g at 4 
times.(c) the effect of volume of water, the maximum 
yield of p - coumaric acid value ( 1.17 mg/g ) at 40 ml of 
water. 

It was inferred that the extraction rate of the p - 
coumaric acid increased with the increased volume 
of water added from 20 to 50 mL and attained the 
maximum yield of p - coumaricacid value ( 
1.17mg/g ) near 40 mL of water. The volume of 
water of 30, 40 and 50 mL was investigated in 
OAD. Since each individual extraction in OAD 
optimization represented multivariant combination, 
other factors may contribute much to the extraction 
efficiency. Therefore, unlike in the univariant 
optimization, the individual extraction cannot 
simply mirror the change of factors. 

Finally the three factors including volume of 
water added in medicines, extraction time and times 
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of extraction were studied in OAD. Three 
individual factors and their level values are 
designated in Tab.1. The orthogonal test results of 
three factors were shown in Tab.2, which helpful to 
obtain the optimized extraction conditions.  

Table 2. Orthogonal array design matrix L9(34) and 
experimental results 

No.
Annotation

Factor
Peak

area

Yield of

p-coumaric

acid(mg/g)
A B C D

1 30-fold of water,1h,1time 1 1 1 1 2573.4 0.9803

2 30-fold of water,1h,1time 1 2 2 2 2789.6 1.0625

3 30-fold of water,1h,1time 1 3 3 3 2873.2 1.0943

4 30-fold of water,1h,1time 2 1 2 3 2768.3 1.0545

5 30-fold of water,1h,1time 2 2 3 1 2168.2 0.8261

6 30-fold of water,1h,1time 2 3 1 2 3352.5 1.2771

7 30-fold of water,1h,1time 3 1 3 2 3055.5 1.1636

8 30-fold of water,1h,1time 3 2 1 3 2812.6 1.0713

9 30-fold of water,1h,1time 3 3 2 1 3898.2 1.4845

k1a 1.0457 1.0661 1.1096 1.0970

k2 1.0526 0.9867 1.2005 1.1677

k3 1.2398 1.2853 1.0280 1.0734

aThe mean values of yield for the factors at each level 
with standard deviation. 

Table 3. ANOVA analysis of four parameters for 
extraction efficiency 

Source

Sum of

Squares

(SS)

Degrees of

freedom

(df)

F -ratio F0.05 F0.01 Significance

A 0.0729 2 5.1702 19 99 >0.1

B 0.1438 2 10.1915 19 99 <0.1

C 0.0447 2 3.1702 19 99 >0.1

D 0.0141 2 19 99

  Tab.3 shows the relationship between the 
extraction yields of p - coumaric acid and the three 
variables. From which, it could be inferred that the 
Factor B (extraction time) is the most significant 
factor according to the R values, while the Factor A 
(volume of water added in medicines) is the 
insignificant one compared with the others. With 
the direct observation analysis from the results, the 
optimal extraction condition combination for p-
coumaric acid was A3-B3-C2. Considering the 
Factor C ( times of decoction ) is little influence on 
extraction efficiency, and error will be increased 
with more times of extraction. So the optimum 
values of factors were: 1 times of decoction, the 
50mL of water added in medicines, and extraction 
time 3h. 

Determination results of extraction efficiency in 
H.diffusa 

The different part of H. diffusa was extracted by 
optimized extraction condition in OAD, which was 

50 mL water added in medicine to extract 3 h and 1 
times. After detecting by HPLC method, the result 
(Tab.4) showed that there are maximum amount of 
p - coumaric acid (1.66 mg/g) in fruit, followed by 
leaves (1.53mg/g), while the root showed the 
lowest content of p - coumaric acid (0.86 mg / g). 
All of them were statistically significant (p < 0.05). 

Table 4. Determination results of p-coumaric acid in 
H. diffusa 

Peak areas
Yield of p-coumaric 

acid (mg/g) 
Mean 
(mg/g) 

Fruit 

3604 1.39 
1.66 4493 1.73 

4799 1.85 

Leaves

4453 1.72 

1.53 
3984 1.54 
3477 1.34 

Herb 
2544 0.98 

1.14 
3106 1.20 
3248 1.25 

Stems

2426 0.94 

1.05 
2552 0.98 
3161 1.22 

 1950 0.75  

Root 2515 0.97 0.86 

 2225 0.86  

Annotation: the concentration of standard p - coumaric 
acid was 4.04 μg/mL, and the peak area was 518.4, Yield 
of p - coumaric acid (mg/g) = amount of the target p-
coumaric acid /sample mass. 

 

Fig.5. Result of cell viability assay, (a) result of fruit 
extraction (b) result of herb extraction (c) result of herb 
stem (d) result of leave (e) result of root 

Result of cell viability assay 

The Fig.5 showed the results of MTT assay, and 
the HepG2 cells were treated with water extractives 
from H.diffusa whose consistency were 62.5, 125, 
250, 500 and 1000 μg/mL. As was shown in Fig.5, 
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different part of H. diffusa has different degrees of 
inhibition on HepG2 with a dose - dependent 
manner. The fruit showed the highest inhibition rate 
( 36.18 ± 1.89 ) %, followed by herb ( 28.27 ± 1.14 
) %, then the root showed the lowest inhibition ratio 
( 13.68 ± 1.67 ) %. 

 

CONCLUSIONS 

In this paper, the antitumor activity of extracts 
from different part of H. diffusa on HepG2 was 
investigated. The water was chosen as extraction 
solvent for its higher cell inhibitory rates. Based on 
this, water extraction condition of H. diffusa was 
optimal by OAD and the index component was 
detected by HPLC to reflect extraction efficiencies. 
The result showed that when the weight of herb was 
1g, we got the optimal extract conditions which 
were 50 - fold of water, 1 times and 3h for each 
decoction. In the present study, p - coumaric acid 
showed good linear relationships ( r = 0.9999 ) in 
the investigated concentration range from 4.04 to 
64.58 μg/mL. The test solution also had a good 
repeatability ( RSD＝3.6%, n = 6) ) and good 
stability for 72 h. The recoveries, measured at six 
concentration levels, varied from 98.1 to 103.6%.  
The results of content determination showed that 
there are maximum amount of p - coumaric acid ( 
1.66mg/g ) in fruit, followed by leaves ( 1.53mg/g 
), while the root showed the lowest content of p - 
coumaric acid. Results of cell viability assay 
showed that different part of H.diffusa showed 
inhibition on HepG2 with a dose - dependent 
manner, and fruit showed higher inhibition rate ( 
36.18 ± 1.89 ) %, followed by Herb ( 28.27 ± 1.14 ) 
%, then the root showed the lowest inhibition ratio ( 
13.68 ± 1.67 ) %. We found that fruit not only 
showed highest extraction efficiency of p - 
coumaric acid but also showed highest cell 
inhibition rate. Our suppositions were the active 
substance of fruit loss less because of its hard shell 
protection. While the extraction efficiency and cell 
inhibition ratewere not fully correspond, we think 
there are various antitumor constituents in H. 
diffusa, we just chose p - coumaric acid as an index 
component to reflect extraction efficiency of water 
extraction. As for root, it had lower extraction 
efficiency and cell inhibition rate. We think the 
poor growth environment determines the result. All 
of those will be the basis for further experiments. 
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DMEM - Dulbecco’s modified Eagle’s medium; 
PBS - phosphate buffer saline; 
MTT - 3-(4,5-dimethylthiazol-2-yl)-2,5-diphen-
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Interaction ability of metallic dibutylitin antitumor drug DPDCT with human liver 
isoenzyme CYP3A4 which metabolized exogenous substances  
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Basing on the Chronic Inflammation 

Bis[2,4-dichlor-N-(hydroxy-<κ>O)benzamidato-<κ>O]diphenyltin(IV) (DPDCT), which was one of our novel patent 
organotin compounds with high antitumor activity and relatively low toxicity, may be the inhibitor of human CYP3A4 proteaset. In 
this research, DPDCT was synthesized and characterized by elemental analysis, IR, 1H, 13C, 119Sn, NMR spectroscopic techniques, 
etc. The binding interaction between DPDCT and CYP3A4 was investigated by UV-vis absorption, fluorescence quenching, 
synchronous fluorescence, three-dimensional fluorescence, circular dichroism and molecular docking technique. The UV absorption 
spectra of CYP3A4 was changed with the increasing of DPDCT, the enhancement of absorption of CYP3A4 is most probably due to 
the formation of ground state complex from the inter-molecular interactions. The quenching rate constants and binding constants for 
DPDCT with CYP3A4 was determined at 298 K and 310 K, which were decreased with the increase of the temperature, showing a 
static quenching procedure. The apparent binding constants Kb of CYP3A4 with DPDCT at 298 K and 310 K were 3.46×104 and 
7.59×103, respectively. The number of binding sit ( n ) were 0.87 and 1.46, respectively. The thermodynamic parameters enthalpy 
change ( ΔH ) and entropy change ( ΔS ) of the DPDCT -CYP3A4 complex were negative, which suggested that their interaction 
was mainly hydrogen bonding and van der Waals force. Gibbs free energy ( ΔG ) was negative, which showed the binding of 
DPDCT-CYP3A4 was a spontaneous process. Synchronous fluorescence and circular dichroism spectra indicated that the 
conformation of CYP3A4 was changed by DPDCT. The Molecular docking was used to study the interaction orientation between 
DPDCT and human CYP3A4 protein. The results indicated that DPDCT interacted with a panel of amino acids in the active sites of 
CYP3A4 protein mainly through formation of hydrogen bond. Furthermore, the predicted binding model of DPDCT into CYP3A4 
appeared to adopt an orientation with interactions among Ser119. 

Keywords: Dibutylitin drug DPDCT, human liver isoenzyme CYP3A4, interaction, conformational change 

INTRODUCTION 

Organotin (IV) compounds have received 
significant attentions for their potential biological 
activities [1]. Our research group synthesized and 
structurally analyzed a potential organotin 
candidate, bis[2,4-dichlor-N-(hydroxy-<κ>O)ben-
zamidato<κ>O] diphenyltin(IV) (DPDCT), which 
exhibited the strong antitumor activity against 
seven human cancer cell lines including HepG-2, 
SHSY5Y, HEC-1-B, EC, T24, HeLa and A549 
along with human liver HL-7702, a human normal 
hepatocytes cell [2]. In this paper, the new 
compound DPDCT had 2,4-dichlorophenyl groups 
instead of the 2,4-difluorophenyl groups of bis[2,4-
difluoro-N-(hydroxy<κ>O)benzamidato<κ>O]dip-
henyltin(IV) (DFDPT) which had seen in the 
previous published paper [3]. We have designed 
and developed the dichloro derivative as an 
extension to the work previously developed with 
the difluoro derivative. Because DFDPT had 
weaker antitumor activity among our synthetic 
organotin compounds, we want to synthesize the 
more meaningful antitumor compound compared  
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with the published DFDPT for developing a new 
type of potential anticancer agents, which guide us 
to investigate the relationship about the structure, 
antitumor activity and the inhibition effect on the 
key isoenzyme CYP3A4.  

Cytochrome P450 (CYP) proteins are the most 
significant proteins in liver. They have many 
imporant physiological functions. The great anti-
cancer activity of DPDCT may be relevant to the 
inhibition effect on the key isoenzyme CYP3A [4], 
which could cause the change of metabolism. A 
crucial fraction of the CYP family is CYP3A4, 
which composes up to 30% of the total liver CYP 
enzyme pool in humans [4-7]. The binding to 
CYP3A4 could affect their properties, such as 
absorption, distribution, metabolism, excretion, 
stability and toxicity. Furthermore, it has been 
demonstrated that the conformation of CYP3A4 
will be changed upon binding with DPDCT in this 
paper, and the spectra change appeared to affect the 
secondary and tertiary structure of CYP3A4 and 
their biological function. The structure of DPDCT 
is shown in Fig.1 (a) and the structure of CYP3A4 
protease is shown in Fig.1 (b), which is divided into 
two regions, namely α helix and β fold region. 

© 2018 Bulgarian Academy of Sciences, Union of Chemists in Bulgaria 
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Heme is the binding site of oxygen and substrate in 
the oxidation reaction. Central iron atom of heme is 
the non-covalent binding form in the CYP3A4 
molecule. 

 

 

Fig.1. Structure of DPDCT and CYP3A4 protease.  
(a) DPDCT (b) CYP3A4 protease 

Up to now, many methods have been used for the 
investigate the complex-protein interaction, such as 
NMR, UV-Vis spectrophotometry, FT-IR, 
fluorescence, CD and molecular docking and so on 
[8-12]. Among these methods, fluorescence 
spectroscopy has a variety of superior advantages 
over other techniques because of its high 
sensitivity, rapidity and ease of implementation. 
Fluorescence spectroscopy is an effective method 
to reveal the interaction between small molecules 
and proteins [13]. In this paper, we have studied the 
interaction of DPDCT with CYP3A4 protein by the 
fluorescence quenching method. The binding 
constants were obtained at different temperatures in 
the medium of PBS ( pH 7.4 ) buffer solution. The 
binding site and main sorts of binding forces have 
been suggested. In addition, the conformational 
changes of CYP3A4 protein were discussed on the 
basis of UV-visible spectroscopy, synchronous 
fluorescence (SF), CD and three-dimensional 
spectroscopy[14-17]. Molecular docking can be 
used to study the metabolic behavior of the 
compounds through docking the compounds into 
the activity sites of drug-metabolizing enzymes. In 
addition, understanding the interaction of DPDCT 
with CYP3A4 protein could contribute to the 
clinical employment of the organotin compounds 
and the relief of the organotin pollutant. Therefore, 
the aim of the present study is to determine the 
binding of DPDCT towards the activity cavity of 
CYP3A4 protein. Through these data, it may help 
us find more particular information regarding their 
metabolism in the human body, and give us a better 
understanding for its biological action [18,19]. 

 EXPERIMENTAL 

Synthesis of DPDCT 

Di-phenyltin dichloride ( 0.344 g, 1.0 mmol ) 
was added to an anhydrous methanol solution ( 20 
mL ) of 2, 4–di-chlorbenzohydroxamic acid ( 0.412 
g, 2.0 mmol ) and potassium hydroxide ( 0.112 g, 
2.0 mmol ). The solution was stirred at room 
temperature per overnight. Water ( 20 mL ) was 
added and a white precipitate was formed. Then 
filtrate and vacuum dry. Yield: 82%; m.p.133-
135oC. Calcd ( % ) for C26H18N2O4Cl4Sn : C, 
45.68 ; H, 2.64 ; N, 4.10. Found ( % ) : C, 45.52 ; 
H, 2.90 ; N, 4.01. IR : ν= ( N–H ) 3211 ( s ), ν= ( 
CO/NC ) 1593( s ), 1520( w ), ( N–O ) 919 ( s ), ( 
Sn–C ) 557 ( m ), ( Sn–O ) 523 ( m ), 448( s ) cm-1. 
1H NMR（CDCl3）: δ= 10.08 ( s, br,2H, NH ), 
7.98 ~ 7.15 ( m, 16H, Harom ) ppm. 13C NMR  ( 
CD3OD ) : δ= 175.8 ( CO ); 161.1, 150.4, 134.5-
126.8, 110.5, 105.7 ( Carom ) ppm. 119Sn NMR ( 
CDCl3 ) : δ= −339.8,-427.1  ppm. ESI-MS, 
m/z =  681.9 [M]+.  

 

UV-vis absorption studies   

The UV-vis absorption spectra can be usually 
used to determine the structural change of 
biomacromolecules. The results from UV-vis 
absorption spectra are usually in agreement with 
CD measurements which are useful tools to study 
the interaction conformation. The concentration of 
CYP3A4 was constant ( 5×10-9 mol·L-1 ) while 
varying the compound DPDCT concentration ( 0, 
0.5×10-5, 1×10-5, 1.5×10-5, 2×10-5, 2.5×10-5, 3×10-5, 
3.5×10-5 and 4×10-5 mol·L-1 ). We measured scan 
curves in the range of 280 nm to 350 nm at 310K. 

Fluorescence quenching spectra 

The emission wavelength was performed from 
300 nm to 400 nm. The excitation wavelength was 
at 280 nm. The concentration of CYP3A4 was 
constant ( 5×10-9 mol·L-1 ) while varying the 
compound DPDCT concentration ( 0, 0.5×10-5, 1
×10-5, 1.5×10-5, 2 ×10-5, 2.5×10-5, 3×10-5, 3.5
×10-5 and 4×10-5 mol·L-1 ). The excitation and 
emission band widths were 5nm. Fluorescence 
spectra were recorded ( n = 3 replicates ) on LS-55 
fluorophotometer ( Perkin Elmer, USA ) equipped 
with a 150 W Xenon lamp , a HH-2 waterbath ( 
Changzhou Guohua Electric Applance Co. Ltd, 
Changzhou, China ) and 1.0 cm quartz cells. Then 
we measured fluorescence quenching spectra. 
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Synchronous fluorescence 

In order to investigate the structural change of 
CYP3A4 in the presence of DPDCT, we measured 
synchronous fluorescence spectra of CYP3A4. In 
this method, Δλ stands for the value of the 
difference between excitation and emission 
wavelengths. When Δλ is 15 nm or 60 nm, the 
synchronous fluorescence spectroscopy just shows 
the spectroscopic behavior of Tyr residue or Trp 
residue of proteins, separately.   Therefore, 
synchronous fluorescence spectra of CYP3A4 
(1×10-8mol·L-1 ) with complex DPDCT ( 0, 0.5×10-

5, 1×10-5, 1.5×10-5, 2 ×10-5, 2.5×10-5, 3×10-5, 
3.5×10-5 and 4×10-5 mol·L-1, respectively ) at Δλ = 
15 nm and Δλ = 60 nm were recorded on LS-55 
fluorescence spectrophotometer. 

Energy transfer 

Fluorescence resonance energy transfer (FRET) 
is a reliable method for studying protein-ligand 
interaction and evaluation of the distance between 
the ligand and tryptophan residues of the protein. In 
the method, the absorption spectrum of DPDCT(5
×10-9 mol·L-1)  was recorded in the range of 
300-500 nm.Then, the overlap of the UV h the 
absorption spectrum of DPDCT with the 
fluorescence emission spectrum of CYP3A4(5×10-

9 mol·L-1) was uesd to calculate the energy 
transfer. 

Three-dimensional fluorescence 

It is well known that three-dimensional 
fluorescence can provide more detailed information 
about the conformational changes of proteins. The 
maximum emission wavelength and the 
fluorescence intensity of the residues have a close 
relation to the polarity of their micro-environment. 
By comparing the three-dimensional fluorescence 
spectral changes of CYP3A4 protein in the absence 
and presence of DPDCT, we can investigate the 
conformational and micro-environmental changes 
of CYP3A4. In this research, the three-dimensional 
fluorescence spectroscopies of CYP3A4 protein ( 5
×10-9 mol·L-1 ) treated with DPDCT ( 0 and 3×
10-5 mol · L-1 ) were measured on F-320 
fluorophotometer ( Tianjin Gangdong Sci. &Tech. 
Development Co. Ltd., Tianjin, China ). The 
emission wavelength was recorded between 320 nm 
and 450 nm with an increment of 10 nm. The 
excitation wavelength was performed between 200 
and 300 nm with an increment of 10 nm. The 

photomultiplier tubes（PMT）voltage was set at 
700 V. The scan speed was set at 12000 nm/min. 

CD measurements 

CD is a powerful tool in elucidating the 
modifications of the secondary structure of 
biopolymers as a result of interaction with small 
molecules. CD measurements were recorded on a 
MOS - 450 spectropolarimeter at room temperature 
under constant nitrogen flush. Quartz cells have 
pathlength and volume of 0.1 cm and 400 μl, 
respectively. The acquisition duration was 0.5 s and 
the scan step was 1 nm in the range of 200-250 nm 
of scan repeat 3 times. The CD measurements of 
CYP3A4 constant ( 5×10-9 mol·L-1 ) in the 
absence and presence of the varying DPDCT 
concentration ( 0, 1×10-5, 2×10-5 and 3×10-5 mol
·L-1 ). Appropriate blank ran under the same 
conditions, it was subtracted from the sample 
spectra. 

Molecular docking 

The structure of cytochrome P450 CYP3A4 was 
obtained from Protein Data Bank ( 
http://www.rcsb.org/pdb ) and PDB code was 
4K9W. The two-dimensional structure of DPDCT 
with standard bond lengths and angles was drawn 
using Sybyl-X 2.0. The chains of B, C and D of 
4K9W were eliminated. Minimization of molecular 
energy was carried out with the Tripos force field. 
The most stable conformation was searched using 
the Powell conjugate gradient algorithm with a 
convergence criterion of 0.001 kcal/mol. The limit 
of energy gradient was 0.05 kcal/mol Å. The 
compound partial charges were calculated using 
Gasteiger-Huckel method. CYP3A4 was carried out 
with the AMBER 7FF99 force field. The protein 
partial charges were calculated using AMBER 
method. The docking process was performed with 
Surflex-Dock ( within Sybyl-X 2.0, Tripos 
international ). Docking of ligands into the catalytic 
domain of the CYP3A4 model was carried out 
using Surflex-Dock. The top 20 ranked ligands are 
flexible compounds that can adopt a multitude of 
conformations within the CYP3A4 active site. 

RESULTS AND DISCUSSIONS 

Structure characterization 

Comparing with the free ligand of the FT-IR 
spectra, the broad band O-H absorption of 2479 cm-

1 was absent, because of the deprotonation and 
coordination. The absorption band of C=O from 
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1598 cm-1 and 1562 cm-1 in the free ligand to 
1593cm-1 and 1520 cm-1 indicated this group 
occurred coordination. The absorption band of N-O 
was 901cm-1 in the free ligand and 919cm-1 in the 
complex. In the complex, the Sn-C absorption was 
exhibited 557 cm-1, the Sn-O absorption were 
exhibited 523cm-1 and 448 cm-1. In the 1H NMR 
spectrum, DPDCT showed the expected 
resonances. It exhibited resonances in the range of 
7.98-7.15 ppm. 13C NMR spectrum exhibited the 
C=O signal around the tin atom and the phenyl 
carbon signal. 119Sn NMR spectra showed the 
same-type organotin resonance at −339.8 and −
427.1 ppm. 

UV-Vis spectral measurements 

The UV-Vis absorption spectra of CYP3A4 in 
the presence of increasing concentration of DPDCT 
( 0, 0.5×10-5, 1×10-5, 1.5×10-5, 2 ×10-5, 2.5×
10-5, 3×10-5, 3.5×10-5 and 4×10-5 mol·L-1 ) are 
measured at stimulated physiological condition. In 
presence of increasing concentration of DPDCT, 
the absorption spectra of pure CYP3A4 gradually 
increases. Fig.2. shows the absorption spectra of 
CYP3A4 and CYP3A4 in the presence of 
increasing concentration of DPDCT.  

 

 

Fig.2. UV-vis spectra of CYP3A4 protein ( 5×10-9 
mol·L-1 ) in the absence and in the presence of increasing 
DPDCT concentrations in pH 7.4 PBS buffer. From 1 to 
9 lines, concentrations of DPDCT were: 0, 0.5×10-5, 
1×10-5, 1.5×10-5, 2 ×10-5, 2.5×10-5, 3×10-5, 3.5×10-5and 
4×10-5 mol·L-1, respectively. 

From the Fig.2, it can be observed that the 
intensity increases significantly as the quencher 
concentration increased. The increase in intensity 
can be attributed to the formation of the ground 
state complex between CYP3A4 protein and 
DPDCT, as CYP3A4 molecules get absorbed on 
the surface of DPDCT. As the concentration of 
DPDCT used possesses negligible absorbance in 
the region of absorption spectra of CYP3A4, the 
enhancement of absorption of CYP3A4 is most 
probably due to the formation of ground state 
complex from the inter-molecular interactions [20]. 

Fluorescence quenching results 

1. The value of quenching constant 
As is well known, the intrinsic fluorescence of 

CYP3A4, which comes from tryptophan ( Trp ), 
tyrosine ( Tyr ) and phenylalanine ( Phe ) residues, 
is often used to be an endogenous fluorescent probe 
to study the conformational change of CYP3A4 in 
the binding process of CYP3A4 with compounds. 
However, Trp residue has the strongest 
fluorescence intensity and is the most sensitive to 
the changes in the micro-environment. The 
fluorescence quenching of protein can be divided 
into three quenching mechanisms. The static 
quenching caused by forming ground-state complex 
of protein with quenchers, the dynamic quenching 
caused by the collsion of protein and quenchers, 
and combined dynamic and static quenching caused 
both collision and complex formation with the same 
quencher, respectively. In the case of the static 
quenching, the value of quenching constant ( Ksv ) 
decreased with the increase of temperature due to 
higher temperature resulting in the decrease of the 
complex stability. In contrast, for the dynamic 
quenching process, the value of Ksv increased with 
the increase of temperature due to higher 
temperature resulting in larger diffusion coefficient 
and promotes electron transfer [21,22]. In order to 
research the binding of CYP3A4 protein to 
DPDCT, the fluorescence spectra were recorded 
from 300 nm to 400 nm upon excitation at 280 nm. 
Fig.3. showed the fluorescence spectrum of 
CYP3A4 in the absence and presence of different 
DPDCT concentrations at 298 K and 310 K. The 
fluorescent intensity of CYP3A4 protein decreased 
regularly with increasing concentration of DPDCT, 
while the maximum emission wavelength was 
almost not changed, suggested that a change in the 
surrounding environment of the fluorophores due to 
binding interaction with DPDCT and the binding 
region of DPDCT is the vicinity of Trp residues 
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since a distant event cannot cause its fluorescence 
quenching. 

The fluorescence quenching data were analyzed 
by the well-known Sterne-Volmer equation [23,24]: 

][1][1 0
0 QKQK

F

F
qSV 

       (1) 

where, F0 and F are the fluorescence emission 
intensities in the absence and presence of quencher, 
respectively; Kq is the quenching rate constant, Ksv 
is the Stern–Volmer quenching constant which 
measures the efficiency of quenching; [Q] is the 
concentration of the DPDCT, τ0 is the average 
lifetime of fluorophore in the absence of quencher 
and its value is considered to be fluorophore 10-8 s. 
The Stern–Volmer equation was applied to 
determine Ksv by linear of a plot of F0/F versus 
[Q]. The Stern-Volmer plots of the quenching of 
CYP3A4 protein fluorescence quenched by 
DPDCT at different temperatures were shown in 
Fig.4 (a) and (b). The Stern-Volmer quenching 
constants Ksv and Kq at different temperatures were 
obtained and listed in Tab.1. 

 

 

Fig.3. Fluorescence emission spectra of CYP3A4 
protein(5×10-9mol·L-1) in the absence and in the 
presence of increasing DPDCT concentrations in pH 7.4 
PBS buffer. (a). T = 298 K. (b). T = 310 K. From 1 to 9 
lines, concentrations of DPDCT were: 0, 0.5×10-5, 1×10-

5, 1.5×10-5, 2 ×10-5, 2.5×10-5, 3×10-5, 3.5×10-5 and 4×10-5 
mol·L-1, respectively. λex = 280 nm. 

Table 1. Quenching constants of CYP3A4 protein 
with DPDCT at different temperatures 

T ( K ) KSV ( L mol−1 ) Kq ( L mol−1 s−1 ) R2 

298 3.56×104 3.56×1012 0.996 

310 2.59×104 2.59×1012 0.995 

A plot of (F0/F) versus [Q] yields straight line in 
case of single fluorophore. The plots showed good 
linear relationships within the investigated 
concentrations (R2 = 0.996 at 298 K and R2 = 0.995 

at 310 K). Linear fittings of the experimental data 
obtained afford Ksv and Kq. Ksv is the 3.56×104 L 
mol−1 at 298 K and the 2.59 ×104 L mol−1 at 310 
K. Tab.1 shows that Ksv values were inversely 
correlated with temperatures, which suggested that 
the fluorescence quenching of CYP3A4 was 
initiated by the formation of ground-state complex. 
For dynamic quenching, the maximum scattering 
collision quenching constant of various quenchers 
is 2.0×1010 L mol−1 s−1 .The results showed that the 
value of Kq was much greater than 2.0×1010 which 
indicated that the probable quenching mechanism 
of fluorescence of CYP3A4 by DPDCT is not 
caused by dynamic collision but from the formation 
of a complex. 

  

 

Fig.4. Stern–Volmer plots of CYP3A4 protein ( 5×
10-9 mol·L-1 ) quenched by DPDCT at different 
temperatures. (a). T = 298 K. (b). T = 310 K. A plot of 
log[(F0−F) / F ] vs log [Q] of DPDCT with CYP3A4 
protein ( 5×10-9 mol·L-1) at different temperatures. (c). 
T = 298 K. (d). T = 310 K. λex = 280 nm 
 
  2. Binding constants and binding sites 

When small molecules bind independently to a 
set of equivalent sites on a macromolecule, the 
equilibrium between free and bound molecules is 
given by the following equation [25]: 

]log[loglog 0 QnK
F

FF
b 



       (2)  
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where Kb and n are the binding constant and the 
number of binding sites, respectively. Thus, the Kb 
and n values can be obtained from the intercept and 
slope values of the plot of log [(F0-F)/F] against 
log[Q] as in Fig.4.(c) and (d). The plots showed 
good linear relationships within the investigated 
concentrations ( R2 = 0.9900 at 298 K and R2 = 
0.9990 at 310 K ). The values of Kb and n for the 
DPDCT-CYP3A4 system at 298K were estimated 
to be 3.46×104 and 0.99. The values of Kb and n for 
theD PDCT-CYP3A4 system at 310K were 
estimated to be 7.59×103 and 0.87, respectively. 
The values of n are roughly equal to 1. 

Table 2. The binding constants and the number of 
binding sites of CYP3A4 protein with DPDCT at two 
different temperatures 

T ( K ) Kb (L mol−1 ) n R2 
298 3.46×104 0.99 0.9900 
310 7.59×103 0.87 0.9990 

Tab.2 gives the corresponding calculated 
results.The results showed that Kb were decreased 
with the increasing temperature, which may hint the 
formation of an unstable complex in the binding 
reaction. The complex would be partly decomposed 
with the increasing temperature, therefore, the Kb 
decreased. Furthermore, the values of n were 
approximately equal to 1, manifesting the existence 
of just a single binding site in CYP3A4 protein 
towards DPDCT. The previous compound DFDPT 
which has the 2,4-difluorophenyl groups had the 
apparent binding constants Kb of CYP3A4 at 298 K 
and 310 K of 2.51×107 and 3.09×105. So the 
diversity of substituent 2,4-dichlorophenyl groups 
instead of the 2,4-difluorophenyl groups of bis [2,4-
difluoro-N-(hydroxy-< κ >O)benzamidato-< κ
>O]diphenyltin(IV) shows the strong discrepancy 
in the binding intensity. The fluorinated group of 
DFDPT has the impressive interaction with 
CYP3A4 than the chlorinated group of the 
organotin antitumor compound DPDCT. 

Thermodynamic analysis of binding mode 

There are mainly four types of noncovalent 
interactions that could play a role in ligand binding 
to proteins. They are hydrogen bonds, van der 
Waals forces, electrostatic, and hydrophobicinter-
actions, respectively. The model of interaction can 
be summarized as : (1) ΔH > 0 and ΔS > 0, 
hydrophobic forces; (2) ΔH < 0 and ΔS < 0, van der 
Waals interactions and hydrogen bonds; (3) ΔH < 0 
and ΔS > 0, electrostatic interaction. The 
thermodynamic parameters including ΔH，ΔS and 
ΔG can be calculated from the Van’t Hoffequation : 

ΔG=-RTlnK                     (3)  
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                     (5) 

Where K1 and K2 are the binding constants at 
corresponding temperature ( T1 and T2 ), and R is 
the gas constant. The temperatures used were 298 
and 310 K. ΔH, ΔS and ΔG are enthalpy change, 
entropy change and free energy change, 
respectively. The free energy change ΔG is 
estimated from the Eq. (5). Tab.3 shows the values 
of ΔH and ΔS obtained for the binding site from the 
slopes and ordinates at the linear Van't Hoff . 

Table 3.  Thermodynamic parameters of the 
interaction between DPDCT and CYP3A4 
T ( K ) ΔH（kJ mol-1 ） ΔS（J K-1 ） ΔG（kJ mol-1 ） 

298 -97.01 -238.66 -25.89 
310 -97.01 -238.65 -23.03 

From Tab.3, it can be seen that the negative sign 
for free energy ΔG means that the interaction 
process is spontaneous. ΔH < 0 indicated the 
formation of DPDCT-CYP3A4 coordination was 
exothermic. Therefore, both ΔH and ΔS are 
negative value indicated that both hydrogen bond 
and van der Waals forces play the major role in the 
interaction of DPDCT and CYP3A4 protein. 

Characteristicsof synchronous fluorescence spectra 

Unlike the steady-state fluorescence spectra, 
synchronous fluorescence spectroscopy can provide 
the characteristic information about the 
microenvironment in a vicintity of disparate 
chromophores. When setting the scanning intervals 
( Δλ = λemi - λexc ) of 15 and 60 nm, the 
characteristic information of the Tyr and Trp 
residues can be obtained. The research results had 
demonstrated that the shift of the maximum 
emission wavelength represents the alteration of the 
polarity of the microenvironment surrounding Tyr 
or Trp residues and the red shift of the maximum 
emission wavelength indicates that the 
hydrophobicity surrounding Tyr or Trp residue 
decreases and the stretching extent of the peptide 
chain increases [26]. The effect of DPDCT on the 
synchronous fluorescence spectrum of CYP3A4 
protein was showed in Fig.5. Analysizing the Fig.5 
(a), the tyrosine residues fluorescence emission was 
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blue-shift, it demonstated the microenvironment of 
the tyrosine residues had been changed in the 
direction of increasing the hydrophobicity of the 
microenvironment. From Fig.5 (b), it was observed 
that the maximum emission wavelength of the 
tryptophan residues was red-shifted with the 
increasing concentration of DPDCT. It demonstated 
the microenvironment of the tryptophan residues 
had been changed in the direction of reducing the 
hydrophobicity of the microenvironment. 

 

Fig.5. Synchronous fluorescence spectra of CYP3A4 
protein ( 1×10-8 mol·L-1 ) in the absence and presence of 
DPDCT. A. the wavelength difference Δλ =15 nm B. the 
wavelength difference Δλ = 60 nm. [DPDCT] 1→9:  0, 
0.5×10-5, 1×10-5, 1.5×10-5, 2 ×10-5, 2.5×10-5, 3×10-5, 
3.5×10-5 and 4×10-5 mol·L-1, respectively. 

Energy transfer 

According to Forster non-radioactive energy 
transfer theory, the energy transfer will happen 
under the following conditions: (a) the donor can 
produce fluorescence light, (b) there is significant 
overlap between fleorescence emission spectrum of 
the donor and UV absorption spectrum of the 
acceptor and (c) the distance between the donor and 
the acceptor is lower than 8nm. The fluorescence 
spectrum of CYP3A4 ans the absorption spectrum 
of DPDCT is shown in Fig.6. The energy transfer 
efficiency E is defined by the following equation: 

 

where r is the distance between the acceptor and 
the donor, and R0 is the Forster critical distance, at 
which 50% of the excitation energy is transferred to 
the acceptor. F and F0 are the fluorescence 
intensities of CYP3A4 in the presence and absence 
of DPDCT. R0 can be calculated from donor 
emission and acceptor absorption spectra using the 
Forster formula, that is the following equation: 

 

   where k2 is the spatial orientation factor of the 
dipole (k2=2/3); N, the refractive index of the 
medium (N=1.336); Ф, the fluorescence quantum 
yield of the donor (Ф=0.118); and J is the overlap 
integral of the fluorescence emission spectrum of 
the donor and the absorption spectrum of the 
acceptor J is given by: 

   )(/)()(  
4

FFJ
 

where F(λ) is the fluorescence intensity of the 
fluorescent donor of wavelength λ; ε(λ) and is the 
molar absorption coefficient of the acceptor at 
waclength λ. We have obtianed that J=9.43×10-20 

cm6 Lmol-1, R0
6= 2.60×10-45 cm6, the energy can 

transfer from CYP3A4 to DPDCT with high 
probability and the distance obtained by FRET with 
higher accuracy. 

 

Fig.6. The fluorescence spectrum of CYP3A4 and the 
absorption spectrum of DPDCT 

3D fluorescence spectroscopy 

Three-dimensional (3D) fluorescence spectro-
scopy has become a popular fluorescence analysis 
technique in recent years. It is well known that 
three-dimensional fluorescence spectrum can 
provide more detailed information about the change 
of the configuration of proteins. By comparing the 
3D fluorescence spectroscopy changes of CYP3A4 
protein in the absence and presence of DPDCT, we 
can investigate the conformational and micro-
environmental changes of CYP3A4. The contour 
maps of CYP3A4 and CYP3A4-DPDCT system 
were shown in Fig.7 and Table 4. In Fig.7, peak A 
(λex=230nm, λem=320nm) exhibited the fluorescence 
characteristic of polypeptide backbone structures, 
and Peak B (λex=280 nm, λem=330nm) was the 
characteristic spectroscopy of tryptophan and 
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tyrosine residues. Fig.7 presents the contour maps 
of CYP3A4 and DPDCT–CYP3A4.  

Table 4.  The characteristic parameters of three 
dimensional fluorescence spectra of CYP3A4 and 
CYP3A4-DPDCT system 

Fluorescence peak A Fluorescence peak B 
Peak position 

λex /λem (nm/nm) 
Intensity F 

Peak position 
λex /λem (nm/nm) 

Intensity F 

230/325.0 218.2 280/331.8 2040.8 
230/329.6 116.4 280/332.4 1466.4 

 

Fig.7. Three-dimensional fluorescence contour maps of 
CYP3A4 and CYP3A4 - DPDCT system. (a). CYP3A4 
(5×10-9mol·L-1)  (b). CYP3A4-DPDCT （ DPDCT: 
3×10-5 mol·L-1） 

From Tab.4, we found the intensity of peak A 
was decreased and the emission wavelength was 
shifted, which implied that the peptide strand 
structure of CYP3A4 was changed. And, the 
intensity of peak B was decreased and the emission 
wavelength was shifted, which demonstrated that 
the microenvironment of Trp and Tyr residues had 
been changed. The decrease of the intensity of the 
peak A and peak B in combination with the 
fluorescence emission spectra indicated that the 
binding of DPDCT with CYP3A4 causes slight 
unfolding of the polypeptide chain of CYP3A4 and 
conformational change of CYP3A4. This suggests 
that the bindingof DPDCT–CYP3A4 induced some 
microenvironmental and conformational changes in 
CYP3A4, and a complex between them may has 
been formed [27]. 

Circular dichroism spectroscope 

The CD spectra of CYP3A4 protein in the 
absence and presence of DPDCT were shown in 
Fig.8. 

The results revealed that there was a band at 
near 220 nm, which exhibited a typical shape of α-
helix secondary structure. The intensities of band 
slightly decreased with the addition of DPDCT 
along with the slightly blue shift of the peak at near 
220 nm, which indicating that the CYP3A4 still 

retained its secondary α-helix structure and α-helix 
content of CYP3A4 was decreased after DPDCT 
binding to CYP3A4. 

 

Fig.8. Circular dichroism of CYP3A4 protein ( 5×10-9 
mol·L-1 ) and DPDCT in PBS buffer (pH 7.4, from 1→4, 
concentrations of DPDCT were: 0, 1×10-5, 2×10-5 and 
3×10-5 mol·L-1, respectively) 

Molecular docking 

In the field of molecular modeling, molecular 
docking is a useful method which predicted the 
preferred orientation of a small molecule to 
biomacromolecule when bound to each other to 
form a stable complex and the strength of 
association between molecules using scorning 
functions. The molecular docking technique is a 
fascinating method to study the interaction between 
drugs and CYP3A4 The binding orientation of 
DPDCT on CYP3A4 protein were shown in 
Fig.9(a) which indicated that DPDCT binded to 
CYP3A4 internal structure. In the Fig.9(b), red link 
represented the connection bonds of oxygen atom, 
and blue link represented the connection bonds of 
nitrogen atom. From our docking results, DPDCT 
might bind Ser119 of CYP3A4, which thus affects 
the combination of DPDCT and CYP3A4. DPDCT 
enters into the cavity of CYP3A4 via hydrogen 
bonds. There are hydrogen bonds between DPDCT 
and residues Ser119 (distance, 2.53 and 2.26 Å ). 
The next step, we want to use the CYP3A4 mutant 
to verify the connection bonds by a variety of 
spectroscope techniques. 

Compared with the previous compound which 
has the 2,4-difluorophenyl groups,  DPDCT enters 
into the cavity of CYP3A4 through one hydrogen 
bonding (Ser119). But the previous compound 
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connected the cavity of CYP3A4 by three hydrogen 
bonding (Arg105, Ser119 and Thr309). It testified 
DPDCT had the weaker binding constants. 

 

Fig.9. The docking of DPDCT into the activity of 
CYP3A4 protein. (a). The binding orientation of DPDCT 
with CYP3A4  (b).Structural details of the interaction 
between DPDCT and CYP3A4. 

CONCLUSIONS 

Compared with the published DFDPT, the 
DPDCT is the more meaningful antitumor 
compound. The IC50 value of DPDCT against 
human HEC-1-B cell lines was 5.12 μmol·L-1, 
while the IC50 values of the DFDPT was 12.30 
μmol·L-1 by MTT assay according to the standard 
procedures. In the human SHSY-5Ycell lines, the 
IC50 values of DPDCT is 8.20 μmol·L-1, while the 
DFDPT has the antitumor activity of IC50 values of 
12.88 μmol·L-1. In the human T24、HepG-2 and 
Hela cells, the new compound DPDCT also had 
higher antitumor activity than the published 
DFDPT. The DPDCT is the higher-activity 
compound which lay the foundation for further 
design and structure optimization to synthesis the 
more impressive antitumor activity compound. In 
this work, we used different approaches to explore 
the interactions between DPDCT and CYP3A4 
under physiological conditions. The experimental 
results showed that DPDCT quenches the 
fluorescence of CYP3A4 by a static quenching 
mechanism. Experimental results from the 
quantitative analysis of circular dichroism, three 
dimensional fluorescence studies and synchronous 
fluorescence spectrum demonstrated that the 
binding of DPDCT to CYP3A4 protein induced 
some micro-environmental and conformational 
change of CYP3A4. Our study is expected to 
provide important protein into the interaction of the 
physiologically protein with DPDCT, facilitating 
further investigation on the pharmacological 
behavior of DPDCT. This type investigation on 
drug-protein interaction assumes importance in life 

sciences, chemistry and clinical medicine. 
Identifying the molecular targets for the beneficial 
or detrimental effects of small-molecule drugs is an 
important and currently unmet challenge.  
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