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This study investigates the phenol sonocatalytic decomposition in the presence of zirconium oxide and cerium oxide 
nanoparticles. Different parameters, such as contact time, pH, phenol density, catalyst dose, and temperature on phenol 
degradation, were investigated. All experiments were performed at ultrasound frequency of 37 kHz. The results show that 
the maximum degradation of phenol in the presence of zirconium oxide and cerium oxide nanocatalysts was 23.64 and 
19.01%, respectively. The optimum conditions were: phenol concentration 10 mg/L, time 30 min, pH 3, catalyst dosages 
0.4 g/L, and temperature 30 °C. The findings recommend using both zirconium and cerium oxides as nanocatalysts for 
phenolic compounds degradation. 
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INTRODUCTION 

Water contamination with aromatic compounds 
such as dyes and phenols and their derivatives with 
a long half-life are sustainable in the environment 
and supposed to be a potential danger for humans 
and the environment [1-4]. These compounds exist 
in industrial wastes and are the main source of water 
pollution [5-8]. Phenol and its derivatives enter 
surface waters naturally through plants and algae 
decomposition and non-naturally through industrial 
wastewaters [9-11]. Phenol major pollutant sources 
include color manufacturing industries in a water 
environment, production of pesticides, gasoline, 
steel, oil and petrochemicals, leather, detergents, 
synthetic textiles, electronics, glass, explosives, 
cosmetics, and medical preparations [12-14]. Phenol 
compounds are considered priority pollutants due to 
their toxicity to the organism [15-17]. These 
compounds at low concentrations in drinking water 
can cause taste and odor changes [18]. In addition, 
they are toxic to aquatic plants and human life. 
Phenol and its derivatives are potentially 
carcinogenic. Swallowing phenols at a 10 to 240 
mg/L concentration for a long time can cause mouth 
inflammation, diarrhea, dark urine, and visual 
problems. Toxic phenol concentration in blood is 
approximately in the range of 4.7 to 130 mg/L [19]. 
Exposure to excessive phenol can affect the brain, 

gastrointestinal system, eyes, heart, liver, lung, skin, 
kidney, and pancreas [20]. According to the World 
Health Organization recommendation, an acceptable 
concentration of phenol in drinking water is 1 µg/L 
[21]. The United States environmental protection 
agency determined allowable phenol levels in 
industrial wastewater discharged into the rivers as 
less than 0.1 mg/L [22]. 

Different methods were proposed for phenol 
removal, such as oxidation, photocatalytic 
degradation, biodegradation, chemical coagulation, 
solvent extraction, burning, reverse osmosis, 
microfiltration, ultrasonic irradiation, ozonation, and 
absorption [5, 14, 18, 23-30]. Nevertheless, these 
methods are increasingly limited due to the high 
cost. Moreover, such methods are non-destructive 
because they just transfer the organic compound 
from water to another phase, thus easily making 
secondary pollutions [31]. Using new approaches 
based on ultrasound waves with advanced oxidation 
processes is remarkable [32, 33]. Soundwave may 
have more advantages against other advanced 
practical treatment methods because of the 
accelerating decomposition of organic compounds 
that resist water. Practical advanced treatment 
methods need chemical materials and input energy 
to achieve an acceptable level for decomposition 
[34]. In the present method, under ultrasound wave 
performance,  vapors  and  trapped  gas  in  a  liquid,  
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created by cavitation phenomena and through very 
high temperature, organic pollutants instantly 
decomposed directly or indirectly using hydroxyl 
radicals within collapsing cavitation bubbles [21, 35-
37].  

However, organic pollutants decomposition 
using ultrasound usually needs high energy and high 
reaction time [38]. To overcome this problem, the 
sonocatalytic destruction process was extended [39, 
40]. The sonocatalytic method has high safety, 
simplicity, and efficiency [41]. The nanoparticles 
used in this study are zirconium oxide (ZrO2) and 
cerium oxide (CeO2). ZrO2 nanoparticles are used as 
a catalyst because of their low price, non-toxicity, 
high chemical stability, hydrophilicity, catalyst 
activity, etc. [23, 42]. CeO2 is another effective 
catalyst for organic materials oxidation, such as 
phenol and cyclohexane [43]. Several studies about 
phenol removal were conducted through 
sonocatalysis, but there is no publication related to 
phenol removal by sonocatalysis in the presence of 
CeO2 and ZrO2. Therefore, this study investigates 
the efficiency of CeO2 and ZrO2 nanoparticles as 
catalysts for phenol degradation through the 
sonocatalytic method. 

MATERIAL AND METHOD 

This practical study was performed 
experimentally on a laboratory scale. In this work, 
ZrO2 and CeO2 with 99.95 and 99.97% purity, 
respectively, were used as catalysts. At first, a stock 
solution (500 mg/L) was prepared by dissolving 0.5 
g of phenol in 1000 mL of distilled water. The 
phenol removal experiments were performed in the 
presence of nanoparticles of ZrO2 and CeO2 in 
Erlenmayer flasks. The used frequency was 37 kHz, 
and the studied pH values were in the range of 2-11. 
After finding the optimal pH, the optimal dose of the 
catalyst was determined. Five dosages of catalyst 
(0.1, 0.2, 0.3, 0.4, 0.5 g/L) were examined. After 
determining the optimal pH and catalyst dosage, 
contact time (10, 20, 30, 40, 50 min) and initial 
phenol concentration (10, 20, 30, 40, 50 mg/L) were 
optimized. Finally, the experiments were performed 
at different temperatures (20, 30, 40, 50, and 60 °C

), and the optimal temperature was found. In the 
different stages of research, phenol concentration 
was determined on a spectrophotometer at a 
wavelength of 500 nm. The structure and 
morphology of ZrO2 and CeO2 nanocatalysts were 
characterized using X-ray diffraction (XRD) and 
scanning electron microscopy (SEM). 

RESULTS AND DISCUSSION 

ZrO2 and CeO2 nanocatalysts characterization 

XRD patterns and SEM images of ZrO2 and CeO2 
nanoparticles are shown in Figs. 1 and 2, 
respectively.  

Fig. 1. X-ray diffraction patterns for ZrO2 (a) and 
CeO2 (b). 

XRD is a technique that is used widely for 
determining structural specifications. SEM is used 
for investigating surface specifications and 
nanoparticle shape. In the two patterns, the number 
of peaks and the number of diffraction angles are 
different which shows a unique and completely 
different crystalline structure. ZrO2 and CeO2 XRD 
patterns are shown in Figs. 1a and 1b, respectively. 
Peaks related to ZrO2 are located at 24.14, 28.27, 
31.56, 34.25, 34.50, 40.83, 49.34 and 50.21°. For 
CeO2, the peaks are located at 28.64, 33.17, 47.56, 
56.41, 59.16, 69.49, 76.73, and 79.15°, which shows 
the tetragonal and cubic property of these 
nanoparticles [23, 44, 45]. Data on particle size (Ps), 
obtained based on peaks width, show that ZrO2 size 
is smaller than that of CeO2 (38 and 46 nm for ZrO2 
and CeO2, respectively) using the Scherrer equation 
(Ps=kλ/βcosθ, where k = 0.9, λ is the Cu-target 
wavelength, β is the full-width at half-maximum of 
the diffraction peak, and θ is the diffraction angle 
[46-48].  
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Fig. 2. SEM images of ZrO2 (a) and CeO2 (b). 

CeO2 nanoparticles are light yellow, of spherical 
shape, and the density is equal to 7.132 g/cm3, while 
ZrO2 nanoparticles are white, of approximately 
spherical shape with a density of 5.890 g/cm3, as can be 
seen from Fig. 2. The smaller spherical particles of 
ZrO2 (Fig. 2a) are widely distributed, providing a 
larger amount of active centers.  

Effect of pH on phenol degradation by 
sonocatalytic process 

In this study, the amount of phenol removal in the 
pH range from 2 to 11 was investigated in the 
presence of ZrO2 and CeO2 nanoparticles. As 
displayed in Fig. 3, the maximum amount of phenol 
removal by a sonocatalytic process using ultrasound 
(US) only and in the presence of ZrO2 and CeO2 is at 
pH 3. The removal ratio was 14.6, 13.73, and 0.38% 
using ZrO2, CeO2, and US, respectively. pH has an 
essential effect on phenol destruction. 

Fig. 3. pH effect on phenol removal by nanocatalytic 
process in the presence of ZrO2 and CeO2 nanoparticles. 

Phenol adsorption and catalyst surface charge 
will vary with changes in the pH value. This factor 
affects the interpretation of removing pollutants 
through the sonocatalytic method because of 
different functions of surface ionization, hydroxyl 
radical formation, particle aggregation, and pollutant 
specifications, which can affect catalyst adsorption 
and congestion [49]. It is known that the degradation 
reactions can be accelerated under acidic conditions 
while under strongly alkaline conditions; due to the 
repulsion force from the negatively charged surface, 
phenol anions in aqueous solution are mainly 
degraded through radical (OH) oxidation, which is a 
slow-motion degradation process [5]. When 
catalysts are released in the water environment, they 
have a tendency to accumulate, which leads to an 
increase in catalyst dispersion in the acidic 
environment due to the repulsion between catalyst 
surfaces. Also, in an acidic environment, hydroxyl 
radical production increases, which leads to stronger 
decomposition of the nanocatalysts [50]. In alkaline 
conditions, the generated phenol ions are 
concentrated between water and gas and cannot enter 
the cavitation bubbles, and they react with OH- 
radicals outside the cavitation bubbles; hence the 
rate of degradation is lower [51]. These results agree 
with those reported by MacManamon et al. about 
phenol photocatalytic decomposition in the presence 
of TiO2 and ZrO2, which showed a stronger phenol 
removal in the acidic environment [52, 53].  

Effect of initial dose on phenol degradation by 
sonocatalytic process 

Fig. 4 shows the removal percentage of phenol at 
different concentrations and different times in the 
presence of ZrO2 and CeO2.  

(a) (b)

200 nm 1000 
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Fig. 4. Effect of time on phenol removal by sonocatalytic process in the presence of ZrO2 (a) and CeO2 (b) 
nanoparticles. 

The phenol removal percentage reaches a 
maximum in 30 min, and at 10 mg/L concentration, 
which equals 17.77% and 14.98%, respectively. 
After this time, the removal is constant. With regard 
to Fig. 4, phenol removal amounts of 10, 20, 30, 40, 
50 mg/L after 30 min, equal to 14.98, 12.23, 6.06, 
4.30, and 3.88%, respectively. As observed, phenol 
removal percentage until 30 min, for all 
concentrations increases, and there is no increment 
beyond this time. In Fig. 4, phenol removal amounts 
at 10, 20, 30, 40, 50 mg/L concentrations after 30 
min equal to 17.77, 11.71, 7.77, 4.58, and 3.64%, 
respectively. Also, in Fig. 4, after 30 min, the phenol 
removal reaches a constant value. The reason for 
decreasing decomposition efficiency with increasing 
primary concentration can be explained as follows: 
at the same nanoparticles concentration, constant 
time, and pH, the hydroxyl free radical density in 
solution is equal, therefore phenol reaction with OH- 
radicals at low concentration increases and leads to 
increasing phenol decomposition by free radicals 
[50]. In addition, when phenol concentration 
increases in the liquid phase, it may increase the 
partial pressure in cavitation bubbles, and finally, the 
decreased solvent temperature can be effective for 
dissolution. Another reason for these phenomena is 
that comparing with lower phenol concentration, 
fewer sound waves in the solution can destruct these 
molecules because produced sound waves are 
constant at different concentrations. Finally, sound 
waves do not reach the fundamental particle's 
surface, and this factor causes decreasing oxidation. 
It can be seen that with increasing contact time, 
removal amount increases and then reaches a 
plateau. The most important reason for this 
phenomenon can be that with passing the time, more 
hydroxyl free radicals are produced, which are spent 
for phenol molecules oxidation, and as a result, 
phenol concentration decreases, moreover in 
primary moments, pollutant concentration is high, 
and it is possible that more collusions between 
phenol molecules and hydroxyl free radicals occur. 

With time passing, the concentration of pollutants 
decreases, and the existing hydroxyl free radicals are 
spent on phenol metabolites oxidation, which causes 
slowing down of the removal amount. 

From these data, we can conclude that the 
sonocatalytic process is more efficient in phenol 
removal in the presence of CeO2 and ZrO2 
nanoparticles. In the study of Mahvi et al. performed 
in 2015 on tetracycline removal by chemical 
sonoprocess they concluded that the percentage of 
removed tetracycline increases [50]. A study 
conducted by McManamon et al. on phenol removal 
by photocatalysis process showed that up to 25 mg/L 
concentration, phenol removal increased, but after 
that decreased [52]. Research performed by Khataee 
et al. in 2015 on color removal by the sonocatalytic 
method revealed that with increasing color 
concentration, color removal decreased [54]. 
Another study performed by Hamdaouui et al. using 
the sonochemical method for removing tetra-
chlorophenol showed that the efficiency decreased 
with increasing pollutant concentration [55]. 
Chowdhury et al. also reported in their study in 2009 
about the sonochemical decomposition of organic 
compounds in which, with increasing concentration 
of organic compounds, removal efficiency decreased 
[56].  

Effect of catalyst dose on phenol degradation by 
sonocatalytic process 

As shown in Fig. 5 phenol removal efficiency 
with increasing CeO2 nanoparticles and ZrO2 
particles dose increases from 0.1 to 0.4 g/L and then 
is constant. The maximum percentage of phenol 
removal is in a 0.4 g/L catalyst for CeO2 and ZrO2 

nanoparticles, 19.0 and 23.6%, respectively. 
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Fig. 5. Catalyst dose effect on phenol removal by 
sonocatalytic process in the presence of ZrO2 and CeO2. 

This can be attributed to the fact that when all phenol 
molecules are sitting on the catalyst, adding more 
catalyst, because of the absence of phenol molecules 
does not affect removal efficiency [50]. Increasing 
phenol removal by increased catalyst dose can be 
stated because of increasing active sites, and more 
hydroxyl radicals produced [54]. As specified, with 
increasing catalyst dose from 0.4 g/L, the amount of 
removal phenol remained constant because of 
decreasing ultrasound waves to nanoparticles, this 
action leads to catalyst aggregation, and finally, 
available and active sites decreased [20, 57]. 
Babuponnumsami et al. studied the phenol removal 
and showed that phenol removal up to 0.5 g/L of 
zero-valent iron nanoparticles increased [58]. Bansal 
et al. also reported increasing color removal with 
increasing the amount of ZrO2  nanoparticles [23]. 

Effect of temperature on phenol degradation by 
sonocatalytic process 

Fig. 6 shows the temperature effect on phenol 
removal by sonocatalytic process in the presence of 
ZrO2 and CeO2 nanoparticles. Unlike the current 
reaction system, the rate of sonochemical reactions 
decreases by increasing the solution temperature 
beyond a certain limit. Due to the effects of 
cavitation, increasing the temperature to reach the 
desired level increases covariance activity due to 
sufficient energy generation. Subsequently, it 
increases the number of cavity bubbles in 
sonocatalysis, resulting in an increase in the 
production of radicals and the degradation of 
pollutants. A higher temperature increase (higher 
than optimal) causes a higher solvent vapor pressure 
inside the cavitation bubbles filled with water vapor 
and leads to increased resistance to movement within 
the bubble during the collapse of cavitation cavities 
and cavitation energy dissipates [59, 60]. 

Fig. 6. Investigation of temperature effect on 
sonocatalytic phenol removal in the presence of ZrO2 and 
CeO2. 

In this study, the amount of phenol sonocatalytic 
destruction at 20, 30, 40, 50, and 60 °C was 
investigated, and we can see that increasing 
temperature does not create a notable difference in 
phenol removal slightly increased up to 30 °C and 
then decreased. The increase occurred because of 
increasing reaction speed and, on the other hand, in 
this process, increasing water vapor leads to 
decreasing sonocatalysis activity and finally 
decreasing phenol removal [61]. Combining these 
two actions makes very little increase in phenol 
removal. Golash et al. on ultrasonic analysis of 
sewage showed an increase in decomposition rates 
up to 25 °C followed by a decrease [62]. Also, the 
results of the study by Barik et al. on the degradation 
of 2,4-dichlorophenol showed the temperature of 34 
°C as optimal for decomposition [59]. 

Comparison of the activity of various processes in 
phenol removal 

Under optimal conditions, phenol removal was 
performed in the presence of ultrasound waves, and 
the efficiency of its removal by CeO2 and ZrO2 
nanoparticles was determined and compared with 
that of the sonocatalysis process. As shown in Fig. 7, 
the amount of phenol removal in the presence of 
ultrasound waves is very low (0.68%) while the 
amounts of phenol removal in the presence of CeO2 
and ZrO2 nanoparticles were 4.79 and 9.41%, 
respectively. This value for the sonocatalytic process 
using ultrasound in the presence of CeO2 and ZrO2 
equals 19.01 and 23.64%, respectively. The 
decomposition of organic pollutants by ultrasound 
usually needs high energy and high reaction duration 
time [38]. 
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Fig. 7. Comparing phenol removal in the different 
processes. 

The reasons behind the higher catalytic activity 
of ZrO2 than CeO2 are the wider bandgap (5 and 3.1 
eV, for ZrO2 and CeO2, respectively) and higher 
stability [63, 64]. In addition, larger amounts of 
active centers are available on the smaller particle 
size of ZrO2 than CeO2 (38 and 46 nm, respectively). 

Only sonowaves cannot decompose phenol to a 
stable compound; therefore, we can add a catalyst to 
increase phenol removal efficiency [65]. In the study 
of Yehia et al. on phenol removal by a Fenton-
process in the presence of ultrasound it was reported 
that the amount of phenol removed in the presence 
of ultrasound waves in 60 min is 20% (less than the 
Fenton-process) [5]. 

CONCLUSIONS 

ZrO2 and CeO2 nanocatalysts show tetragonal and 
cubic structures with particle size of 38 and 46 nm, 
respectively. ZrO2 and CeO2 nanocatalysts show an 
excellent catalytic performance for phenol 
degradation using the sonocatalytic method. The 
optimum conditions were: phenol concentration 10 
mg/L, time 30 min, pH 3, catalyst dosages 0.4 g/L, 
and temperature 30 °C. The maximum amounts of 
phenol removal using ZrO2 and CeO2 were 23.63 and 
19.01%, respectively. According to these research 
results, ZrO2 has a higher potential than CeO2 as a 
catalyst for phenol decomposition using the 
sonocatalytic method. The findings recommend 
using both zirconium and cerium oxides as 
nanocatalysts for phenolic compounds degradation. 
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From a general perspective, the sewage system in Niš is a combined-type system. After mixing with fecal and 
atmospheric water the effluent is directly discharged into the Nišava via two main outlets (the left and right collectors). 
This research studies the influence of untreated wastewater on the recipient’s (surface water) quality. The analysis of the 
samples was done by application of a standard spectrophotometric method, with validation reports and measurement 
uncertainty evaluation reports. Surface and wastewater quality testing was carried out in accordance with the relevant 
directives, national and international regulations. Physical (temperature, turbidity, pH and electrical conductivity) and 
chemical (chlorides, ammonia, nitrites, nitrates, sulfates, iron, manganese and chromium as Cr6+ and Cr3+ ions) parameters 
were analyzed as indicators of quality. Yearly sample quality monitoring indicated river water degradation, which 
necessitates wastewater treatment in the left and right collectors before the discharge into the Nišava. 

Keywords: wastewater and surface water, monitoring, spectrophotometry 

INTRODUCTION 

Wastewater is any water that has been adversely 
affected in quality by anthropogenic influence. The 
sewage from communities, as well as the effluent 
from industrial units have been identified as the main 
cause of water pollution across our country. Sewage 
is a water-carried waste in a solution or suspension 
that is intended to be removed from a community. It 
is also referred to as wastewater and it is 
characterized by volume or flow rate, physical 
condition, chemical constituents, and bacteriological 
organisms that it contains. During recent years, there 
has been an increasing awareness and concern about 
water conservation all over the world. Hence, new 
approaches towards achieving sustainable 
development of water resources have been 
internationally advanced [1]. 

Due to industrial development, domestic effluent 
and urban run-off account for the bulk of the 
wastewater generated in Niš. Based on its origin, 
wastewater can be categorized as sanitary, 
commercial, industrial, agricultural or surface 
runoff. The term wastewater needs to be 
differentiated from the term sewage. Because 
pathogens are excreted in feces all sewage from 
cities and towns is likely to contain pathogens of 
some type, potentially presenting a direct threat to 
public health. Putrescible organic matter has posed a 
different sort of a threat to water quality in recent 
years. There has been an increasing awareness and 
concern about water conservation all over the world 
[2]. Water management poses a major challenge in 

many densely populated countries throughout the 
world. In Europe, and due to the WFD [3], 
stewardship of water resources is of paramount 
importance now and in the future. The major aim of 
the WFD is to reach good water quality in all 
European waters by managing water bodies, i.e., 
lakes, rivers, groundwater bodies, transitional waters 
and coastal waters by 2027 at the latest. 

In Europe, the state of the aquatic environment is 
controlled by legislation outlined by the European 
Commission. Directive 2000/60/EC setting out the 
framework for community action in the field of 
water policy has reformed the water quality policy 
of the community, and is the first attempt to move 
towards ecosystem-based management that should 
ensure a good ecological status [3, 4]. Its aim is the 
prevention of water pollution within the European 
Union through such steps as identifying the 
pollutants which pose the greatest risks to or via the 
water environment.  A supplementary of WFD is 
Directive 2008/105/EC of the European Parliament 
and of the Council of December 2008 on 
environmental quality standards in the field of water 
policy and Directive 2013/39/EU of the European 
Parliament and of the Council of August 2013 
amending Directives 2000/60/EC and 2008/105/EC 
as regards priority substances in the field of water 
policy which includes a list of 45 priority substances. 
Requirements for the quality of wastewater 
discharged from plants are included in Council 
Directive  91/271/EEC  of  May   1991   concerning 
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urban wastewater treatment. The Directive 
determines the inter alia requirements for discharges 
from urban wastewater treatment plants, including 
emission limit values for these [4]. 

Municipal wastewater is one of the largest 
sources of pollution, in volume. Therefore, it is 
necessary to treat any type of wastewater to produce 
an effluent with good quality. “The higher the level 
of treatment provided by a wastewater treatment 
plant, the cleaner the effluent and the smaller the 
impact on the environment” (US EPA 1999). 

To remove soluble organic matter and possibly 
also nitrogen from wastewater, biological treatment 
is often the second step and is followed by a 
disinfection unit (chlorine contact tank) [5, 6]. 

From a general perspective, the Niš sewage 
system is a combined-type system. A large section 
of the city, in particular, the central region of the city 
on the left and right banks of the Nišava, possesses 
general (mixed)-type collectors whereas for Niška 
Banja and certain peripheral and newly-built parts of 
the city a separation system was constructed. After 
mixing with fecal and atmospheric water the 
wastewater is directly discharged into the river 
Nišava via the two main outlets: outlet 1 - the left 
collector in Ivan Milutinović street and outlet 2 - the 
right collector in Beograd mahala. 

The purpose of this study is to estimate the effect 
of untreated sewage effluent on the recipient’s water 
(the Nišava) quality via physical and chemical water 
quality indicators. 

EXPERIMENTAL 

Materials and methods 

Water quality was tested according to the 
corresponding directives and regulations of national 
and international authorities – regulations (Official 
Gazette of RS, No: 33/2016; 67/2011, 48/2012 
1/2016; 50/2012; 24/2014; 74/2011 and Official 
Gazette of SRS, No. 31/82). 

The Nišava water quality was also monitored 
following drinking water regulations (EU Council 
Directive 98/83/EC 1998; Official Gazette SRJ No: 
42/1998, 44/1999, 28/2019; WHO 2011a; US EPA 
1999a; US EPA 2012) considering that river water 
(at the entrance to the city) is used as the water 
intake. 

The quality analysis of the wastewater in the left 
(L) and right (R) city collectors and the Nišava water 
quality analysis before (N- the water intake) and 
after the discharge of the left city collector (Nk - 
around 300 m downstream) (Fig. 1), was carried out 
at the Laboratory of the sanitary control sector with 
the JKP ‘Naissus’ laboratory in Niš. The laboratory 
is accredited according to the standard SRPS 
ISO/IEC 17025:2006. Fig. 1 shows Nišava-water 
intake (locality 3), and Nišava downstream from the 
left collector (locality 10). 

The water samples for physico-chemical 
examinations were taken by experts in accordance 
with the standards: SRPS EN ISO 5667-1:2008, 
SRPS EN ISO 5667-3:2017, SRPS EN ISO 5667-
4:1997, SRPS EN ISO 5667-6:1997, SRPS EN ISO 
5667-10:1997. 

 

 

Fig. 1. Nisava River - locality 3 and locality 10.
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The analysis of wastewater and surface water 
encompassed the appointment of the following 
parameters: 

Physical parameters (methods): water 
temperature (SRPSH.Z1.106:1970), turbidity (EN 
ISO 7027: 1999); pH value (EN ISO 10523: 2008) 
and electrical conductivity (SRPS EN 27888:2009). 

Chemical parameters (methods): chloride (SRPS 
ISO 9297/1:2007 revision 1); ammonia 
(SRPS.H.Z1.184:1974); nitrite (SRPS ISO 
26777:2009); nitrate (яtandard methods for testing 
hygienic correctness "Drinking water"1990); sulfate 
(USEPA 375.4:1978); iron (SRPS ISO 6332:2003); 
manganese (яtandard methods for testing hygienic 
correctness "Drinking water"1990); and chromium 
as Cr6+ and Cr3+ ions (ISO 11083:1994(E)). 

Physical methods 

The wastewater and surface water quality 
analysis was conducted from January to December 
2017 with a monthly sampling frequency. 

Temperature measurement - the standard 
SRPSH.Z1.106:1970 method was validated. 
Measurement uncertainty was determined (2.26%). 
The measuring apparatus was standardized. 

Spectrophotometric determination of color - by 
the 2120C SMEWW 21 method which is non-
standard, validated as confirmed by the validation 
and measurement uncertainty reports. The limit of 
quantification was 5 units of Co-Pt scale, the 
coefficient of variation (CV) was 0.42%, 
measurement uncertainty was 9.6%. Internal control 
was conducted and the equipment was standardized. 

Determination of turbidity - by a turbidimeter, the 
lab used the standard EN ISO 7027: 1999 method for 
ascertaining turbidity. This method was validated, 
which was confirmed by the validation and 
measurement uncertainty reports. The limit of 
quantification was from 0.20 NTU, CV was 0.80%, 
and measurement uncertainty was 6.37%. Turbidity 
was measured with a turbidimeter HACH 210ANIS. 
The laboratory used certified reference materials.  

Potentiometric determination of the pH value - 
the laboratory used the standard EN ISO 10523: 
2008 method for ascertaining pH, which was 
validated as confirmed by the validation and 
measurement uncertainty reports: accuracy was 98-
99%, CV was 0.23%, measurement uncertainty was 
3.0%. The measuring equipment was the pH meter 
WTW Level 1. The instrument was standardized, 
marked.  

Conductometric determination of electrical 
conductivity - the laboratory used the standard and 
validated SRPS EN 27888:2009 method. 
Measurement uncertainty was 3.68%. CV was 

0.25%, the limit of quantification was 0.01 μS/cm. 
The instrument measuring electrical conductivity 
was the Inolab Cond Level 1 WTW conductometer. 
The range was from 1 to 1999 μS/cm. The 
instrument was standardized. 

Chemical methods 

Chloride determination (Mohr’s method) - the 
volumetric method, SRPS ISO 9297:1997, SRPS 
ISO 9297/1:2007 revision 1. The laboratory utilized 
the standard method which has verification and 
measurement uncertainty estimation reports. CV 
was 0.64%, measurement uncertainty was 10.02%. 
The range of chloride detection in water was 5-300 
mg/L. 

Ammonia determination (Nessler reagent 
method) - the spectrophotometric method 
SRPS.H.Z1.184:1974.The laboratory used the 
standard method with verification and uncertainty 
reports. A report verified the method’s suitability: 
CV was 2.5%, the limit of quantification was 0.04 
mg/mL, measurement uncertainty was 11.4%. The 
equipment for performing this method was 
standardized. The parameter was in the range 
between 0.004-4.88 mg/L.  

Nitrite determination - the laboratory used the 
standard spectrophotometric method SRPS ISO 
26777:2009 with validation reports and 
measurement uncertainty evaluation reports CV was 
0.95%, measurement uncertainty was 5.16%. The 
parameter was measured in the range between 0.005-
0.300 mg/L. 

Nitrate determination - the laboratory relied on a 
non-standard (Manual P-V-31/C) spectro-
photometric method for nitrate determination which 
was validated as stated in the validation and 
measurement uncertainty estimation reports. CV 
was 0.21%, measurement uncertainty was 10.16%, 
the limit of quantification was 0.4 mg/L. 

Sulfate - the turbidimetric USEPA 375.4:1978 
method. Validation and measurement uncertainty 
reports were issued. CV was 12.5%, measurement 
uncertainty was 8.86%. The equipment used in the 
laboratory for this method was a turbidimeter HACH 
2100 ANIS. Sulfate measurement range in water was 
1.0-40 mg/L.  

Calcium determination - the volumetric USEPA 
215.2:1978 method and magnesium content 
determination (by calculation from calcium) VMK. 
Validation and measurement uncertainty reports 
were issued. For LGS QCI-715, code 82724, Ca 
(54±0.5mg/L), Mg (13.2±0.1mg/L); Ca: CV was 
2.21%, Mg: CV was 1.28%, measurement 
uncertainty: for Ca=5.25%, for Mg=6.20%. Calcium 
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was determined in the range of 0.6-200 mg/L and 
magnesium – in the range of 0.4-200 mg/L. 

Iron determination - the spectrophotometric 
standard method SRPS ISO 6332:2003. 
Measurement uncertainty was 6.7%, accuracy 4%, 
the limit of quantification was 0.010 mg/L, CV was 
2.82%. The measuring range was 0.010-2.00 mg/L. 

Manganese determination - the laboratory used a 
non-standard spectrophotometric P-V-26A method 
for measuring manganese. This method was 
validated as confirmed by validation and 
measurement uncertainty reports. Measurement 
uncertainty was 12.9%, for a sample concentration 
of 0.025 mg/L (CV 7.9%), for sample concentration 
of 0.050 mg/L (CV 7.6%), the limit of quantification 
was 0.025 mg/L. The parameter was measured in the 
range of 0.025-4.0 mg/L. 

Aluminum determination - the standard 
spectrophotometric ISO 10566:1994 method which 
has validation and measurement uncertainty reports. 
A report on method suitability was issued. The limit 
of quantification was 0.02 mg/L, CV was 1.38%, 
measurement uncertainty was 10.8%. The parameter 
was measured within the range of 0.020-0.500 mg/L. 

Chromium determination - the laboratory used 
the standard spectrophotometric ISO 11083:1994(E) 
method which has verification and measurement 
uncertainty estimation reports. The limit of 
quantification was 0.01 mg/L Cr for a sample 
concentration of 0.0012 mg/L, CV was 2.3%, for 
CRM 0.050 mg/LCr, measurement uncertainty 
7.60%. 

Copper determination – the standard method 
3113-B-APHAAWWA-WEF 2005, atomic 
absorption spectrometry, VARIAN, was used. 

The apparatus used in the laboratory for 
spectrophotometric methods was UV/VIS 
spectrophotometer Analytic JENA. 

Statistical analysis 

The experimental results were expressed as mean 
value ± standard error of three replicates. In order to 
statistically estimate any significant differences 
among mean values, where applicable, the data were 
subjected to a one-way analysis of variance 
(ANOVA) test [7]. 

RESULTS AND DISCUSSION 

The results of the physical and chemical 
parameters are shown in Tables 1, 2 and 3. The 
highest surface water and wastewater temperatures 
were measured in the wastewater samples (R) 
23.8oC in August while the lowest water temperature 
was measured in the samples of surface water at the 
water intake location (N) 6.4oC in December (Table 

1). With a change in temperature, there is a change 
in the chemical composition of water, the content of 
gases and especially of oxygen. No national or 
international standards have been set for the 
temperature of surface water and wastewater (US 
EPA 1998 andOfficial Gazette SRJ no 42/98; 44/99) 
because they don’t have an immediate effect on 
human health, but they influence the chemical and 
microbiological processes in water. The turbidity 
values measured in each surface water sample 
ranged from 1.80 NTU (nephelometric turbidity 
units) at the water intake area to 30.00 NTU in the 
Nišava downstream from the wastewater discharge 
point (Table 1), which points to the deterioration of 
river water quality. Turbidity is lower than 10 NTU 
in the water samples (N) from low water level 
periods, while in rainy periods particles from the 
Nišava banks get washed away and dissolved in the 
water. The water becomes muddy and colored and 
consequently even turbidity at the water intake 
increases. 

The toxicity of many components depends on the 
pH value. For instance, HCN toxicity increases with 
the decline of pH values while the toxicity of NH3 
grows with the elevation of pH values. 
Simultaneously with the elevation of pH values, 
heavy metals in effluent get deposited in the form of 
their hydroxides. The measured pH values (Table 1) 
in all effluent and surface water samples with the 
highest value of 8.39 were within the recommended 
values (Official Gazette of RS, No: 50/2012; 
74/2011 and Official Gazette SRJ No: 42/1998, 
44/1999, 28/2019). 

The electrical conductivity of water depends on 
the geology of the area through which water flows 
and the ionizing particles in it. It was confirmed that 
warmer water has higher conductivity. The highest 
values of electrical conductivity in the wastewater 
were 1289 µS/cm (the right collector), which did not 
affect the drastic increase of conductivity in the 
surface water: from the highest value 471µS/cm at 
the water intake (N) to the highest value of 522 
µS/cm in the river downstream from the discharge 
point (Nk) (Table 1). The EU directive (1998) 
limited conductivity to 2500 µS/cm at 20 °C under 
the condition that the water is not aggressive. In 
Kanoja, Turkey, in 177 samples of groundwater the 
electrical conductivity was within the interval of 332 
μS/cm to 3004 μS/cm with the average value of 1573 
μS/cm [8]. In Lahore, the Punjab, Pakistan, the 
electrical conductivity in groundwater samples 
before and after monsoons ranged between 455 
μS/cm to 16700 μS/cm and from 315 μS/cm to 
13445 μS/cm, respectively, where more than 50% of 
the samples had a conductivity of about 1000 μS/cm 
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[9]. Chloride concentrations in all river water 
samples (N and Nk) (Table 2) were below the 
maximum allowed concentration values of 100 mg/L 
(Official Gazette of RS, No: 50/2012; 74/2011). In 

natural water, chloride is present in low 
concentrations, usually below 100 mg/L. Chloride 
concentration increased with the rise of mineral 
content. 

Table 1. Yearly temperature, turbidity, pH values and electrical conductivity of surface and wastewater: (N) Nišava- 
water intake, (L) left city collector, (R) right city collector, (Nk) Nišava downstream from the left collector. 

Month Temperature 
(°C) 

pH value Turbidity 
(NTU) 

Electrical conductivity 
( µS/cm ) 

 N L    D Nk N L D Nk N Nk, N L    D Nk 

  January 11,2 
±0.1 

14,0 
±0.14 

14,1 
±0.04 

13,8 
±0.21 

7.9 
±0.11 

7.96 
±0.09 

7.95 
±0.09 

8.02 
±0.02 

22,1 
±0.22 

28,9 
±0.13 

352 
±0.75 

886 
±0.32 

1062 
±0.43 

468 
±0.09 

  February 6,5 
±0.2 

13.2 
±0.21 

15.6 
±0.24 

8.9 
±0.11 

8.18 
±0.12 

8.00 
±0.08 

8.00 
±0.01 

8.30 
±0.01 

12,6 
±0.08 

10,4 
±0.21 

375 
±0.24 

922 
±0.41 

1072 
±0.28 

400 
±0.22 

  March 8.0 
±0.2 

14.9 
±0.07 

13.8 
±0.09 

9.5 
±0.15 

7.79 
±0.10 

7.60 
±0.10 

7.95 
±0.07 

7.90 
±0.03 

15.2 
±0.24 

27.0 
±0.18 

354 
±0.15 

727 
±0.21 

933 
±0.19 

412 
±0.25 

  April 9.8 
±0.1 

16.2 
±0.11 

15.1 
±0.45 

11.4 
±0.31 

8.02 
±0.08 

7.61 
±0.11 

7.82 
±0.12 

8.06 
±0.02 

5.2 
±0.05 

11.1 
±0.04 

384 
±0.31 

870 
±0.22 

1184 
±0.31 

398 
±0.42 

  May 12.0
±0.3 

15.9 
±0.3 

16.1 
±0.42 

14.3 
±0.7 

8.01 
±0.11 

7.90 
±0.12 

7.50 
±0.07 

8.04 
±0.31 

17.1 
±0.08 

25.0 
±0.31 

372 
±0.41 

860 
±0.27 

1022 
±0.20 

407 
±0.19 

  June 17.2
±0.5 

18.1 
±0.3 

17.7 
±0.51 

19.1 
±0.4 

8.10 
±0.11 

7.92 
±0.10 

7.52 
±0.05 

8.39 
±0.04 

16.1 
±0.28 

16.7 
±0.14 

467 
±0.51 

803 
±0.13 

1027 
±0.14 

513 
±0.33 

  July 19.5
±0.1 

21.8 
±0.2 

22.5 
±0.24 

21.7 
±0.5 

8.04 
±0.12 

7.80 
±0.17 

7.87 
±0.01 

8.30 
±0.02 

11.1 
±0.21 

30.0 
±0.17 

457 
±0.27 

840 
±0.39 

1045 
±0.38 

522 
±0.10 

    August 16.9
±0.7 

18.8 
±0.1 

23.8 
±0.16 

18.2 
±0.3 

8.00 
±0.09 

7.81 
±0.12 

7.94 
±0.11 

8.10 
±0.08 

6.0 
±0.06 

26.0 
±0.08 

403 
±0.24 

876 
±0.17 

1008 
±0.07 

464 
±0.24 

  September 17.4
±0.3 

22.7 
±0.2 

23.18 
±0.41 

17.7 
±0.4 

8.08 
±0.12 

7.80 
±0.04 

7.94 
±0.10 

8.20 
±0.14 

1.8 
±0.05 

4.4 
±0.12 

411 
±0.11 

884 
±0.34 

970 
±0.35 

460 
±0.10 

  October 13.2
±0.2  

17.6 
±0.6 

14.7 
±0.07 

13.8 
±0.2 

8.05 
±0.08 

7.65 
±0.03 

7.62 
±0.11 

8.06 
±0.10 

4.3 
±0.11 

4.4 
±0.01 

471 
±0.11 

886 
±0.24 

1289 
±0.25 

491 
±0.17 

  November 8.2 
±0.4 

14.4 
±0.12 

13.8 
±0.28 

8.6 
±0.5 

7.96 
±0.11 

7.88 
±0.12 

7.65 
±0.11 

7.72 
±0.22 

10.2 
±0.24 

15.2 
±0.05 

380 
±0.11 

823 
±0.16 

840 
±0.12 

405 
±0.09 

  December 6.4 
±0.5 

12.4 
±0.11 

11.3 
±0.17 

6.7 
±0.09 

7.98 
±0.21 

7.85 
±0.25 

7.94 
±0.11 

8.20 
±0.08 

18.3 
±0.34 

25.1 
±0.21 

307 
±0.11 

890 
±0.10 

792 
±0.21 

328 
±0.13 

Table 2. Yearly chloride, ammonia, nitrite and nitrate ion concentration in surface and wastewater: (N) Nišava - water 
intake, (L) left city collector, (R) right city collector, (Nk) Nišava downstream from the left collector. 

Month  Cl- 

(mg/L) 
NH4

+
 

(mg/L) 
NO2-

 
(mg/L) 

NO3- 
(mg/L) 

 N L    D Nk N L    D Nk Nk N L    D Nk 

January <5.0 45.8 
±0.74 

67.5 
±0.21 

12.8 
±0.13 

0.2 
±0.12 

35.7 
±0.42 

30.6 
±0.27 

7.9 
±0.11 

<0.71 4.7 
±0.13 

7.1 
±0.15 

10.6 
±0.16 

7.5 
±0.31 

February 6.6 
±0.15 

53.7 
±0.45 

62.7 
±0.43 

7.5 
±0.14 

0.1 
±0.02 

26.7 
±0.16 

30.1 
±0.31 

0.6 
±0.01 

<0.65 4.5 
±0.17 

4.5 
±0.08 

6.3 
±0.12 

4.8 
±0.11 

March <5.0 62.6 
±0.32 

84.0 
±0.45 

5.2 
±0.22 

0.1 
±0.01 

35.6 
±0.19 

28.9 
±0.16 

0.5 
±0.02 

<0.03 4.5 
±0.11 

7.1 
±0.23 

11.2 
±0.27 

5.4 
±0.06 

April <5.0 46.8 
±0.28 

81.9 
±0.46 

5.1 
±0.22 

0.1 
±0.01 

30.8 
±0.24 

34.4 
±0.32 

6.1 
±0.05 

<0.85 3.8 
±0.12 

3.6 
±0.24 

3.7 
±0.08 

3.7 
±0.33 

May 6.5 
±0.03 

45.5 
±0.31 

63.1 
±0.38 

7.4 
±0.21 

0.2 
±0.01 

45.3 
±0.51 

60.0 
±0.01 

3.9 
±0.02 

<0.75 5.4 
±0.13 

3.0 
±0.17 

4.5 
±0.11 

21.3 
±0.47 

June 6.7 
±0.35 

42.8 
±0.33 

50.9 
±0.42 

8.5 
±0.14 

0.1 
±0.01 

24.7 
±0.18 

28.3 
±0.15 

0.7 
±0.04 

<1.15 6.5 
±0.12 

2.7 
±0.10 

2.5 
±0.06 

5.5 
±0.19 

July 6.5 
±0.35 

40.8 
±0.22 

77.5 
±0.55 

6.6 
±0.18 

0.1 
±0.01 

25.6 
±0.18 

26.5 
±0.06 

6.2 
±0.07 

<2.24 5.0 
±0.10 

1.1 
±0.08 

1.9 
±0.13 

4.9 
±0.14 

August 5.3 
±0.05 

42.0 
±0.19 

55.0 
±0.42 

14.7 
±0.07 

0.1 
±0.03 

31.2 
±0.31 

35.1 
±0.15 

6.7 
±0.06 

<0.22 4.9 
±0.09 

1.1 
±0.09 

0.7 
±0.05 

4.5 
±0.13 

September 6.5 
±0.09 

54.3 
±0.56 

59.5 
±0.15 

12.2 
±0.14 

0.1 
±0.08 

23.5 
±0.24 

27.4 
±0.12 

1.4 
±0.21 

<0.17 4.3 
±0.16 

1.3 
±0.09 

6.3 
±0.13 

5.4 
±0.12 

October 6.6 
±0.05 

57.3 
±0.36 

140.5 
±0.72 

11.4 
±0.04 

0.1 
±0.07 

33.5 
±0.29 

42.9 
±0.16 

2.3 
±0.06 

<0.14 7.7 
±0.11 

6.0 
±0.11 

4.3 
±0.08 

7.7 
±0.25 

November 5.2 
±0.08 

41.2 
±0.22 

92.8 
±0.72 

5.1 
±0.08 

0.1 
±0.19 

26.2 
±0.02 

36.2 
±0.27 

0.4 
±0.04 

<0.62 4.8 
±0.08 

5.2 
±0.08 

6.1 
±0.06 

2.2 
±0.05 

December <5.0 44.8 
±0.33 

107.2 
±0.52 

<5.0 0.1 
±0.11 

29.1 
±0.15 

39.2 
±0.05 

2.3 
±0.09 

<0.88 3.8 
±0.05 

4.2 
±0.55 

8.4 
±0.31 

3.9 
±0.23 
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Chloride increases water’s electrical conductivity 
and thus corrosiveness in water is also increased 
[10]. In metal pipes, chloride reacts with metal ions 
forming soluble salts (WHO 1996a) and 
consequently increasing metal levels in the water. 
Wastewater samples (L and R) contained chloride in 
a higher concentration, but lower than 100 mg /L in 
the left collector (Table 2), while the right collector 
contained concentrations above the maximum 
allowed in only two samples (October and 
December), which is understandable because they 
are untreated wastewater (Table 2). The increased 
concentration of chloride in wastewater comes from 
industrial wastewater, galvanization and other 
technological processes. In Banat, Serbia, 
groundwater has low chloride content ranging from 
5 mg/L to 50 mg/L [11]. 

The presence of ammonia in concentrations 
higher than the geological level is an important 
indicator of fecal contamination and can be utilized 
for the assessment of overall water quality [12]. 
Ammonia nitrogen concentrations (NH4+-N) in all 
wastewater samples ranged from 23.5 (L) to 60.00 
mg/L (R) (Table 2) and this affected the increase of 
this parameter in the river: from 0.1 mg/L (at the 
water intake) to 7.9 mg/L in the Nišava after the 
wastewater discharge, which is considerably higher 
than the maximum allowed concentration in a river 
(Official Gazette of RS, No: 50/2012; 74/2011 and 
Official Gazette of SRS, No. 31/82). 

Nitrates and nitrites in wastewater and surface 
water can appear naturally but anthropogenic 
processes like the overuse of inorganic nitrogen 
fertilizers, municipal wastewater, septic tanks, farm 
runoff, industrial effluent, and others comprise the 
most common causes. Inorganic nitrogen analysis 
enables the assessment of these activities’ influence 
on water quality [13]. The highest nitrate nitrogen 
(NO3

--N) concentration of 21.3 mg/L and nitrite 
nitrogen (NO2

--N) concentration of 2.24 mg/L in the 
Nišava (Table 2) show water quality deterioration 
after the discharge of untreated wastewater into the 
river. These values are above the maximum allowed 
concentrations for surface water (Official Gazette of 
RS, No: 50/2012; 74/2011 and Official Gazette of 
SRS, No. 31/82). In the United States of America, 
Texas, a region that aside from oil and natural gas 
production also engages in agriculture, the 
groundwater nitrate concentration varied from <0.44 
mg/L to 149 mg/L whereby in 3 out of 40 water 
samples nitrate concentration exceeded the national 
standard of 44 mg/L. Statistics show that nitrate 
concentration drops with well depth [14]. 

Sulfates are the least toxic anions (US EPA 
1999a). Available literature does not indicate a 
sulfate concentration in water that may be 
detrimental to health. Studies suggest that in 
concentrations between 1000 mg/L and 1200 mg/L 
sulfates have a laxative effect but without diarrhea, 
dehydration and weight loss (WHO 2004b). Also, 
sulfates may contribute to corrosion in distribution 
systems (WHO 2004b). Sulfate concentration in 
each sample ranged: (N) (8.4-24.5) mg/L; (Nk) (9.1-
28.7) mg/L; (L) (51.8-141.1) mg/L and (R) (16.9-
178.7) mg/L (Table 3). The highest concentration of 
sulfate was measured in (R) (16.9-178.7) mg/L in 
March while the lowest sulfate concentration was 
measured in (N) (8.4 mg/L) in September. The 
increased concentration of sulfate in wastewater 
comes from industrial wastewater of galvanization, 
chemical and electrochemical degreasing in the 
metal industry and other technological processes 
[14]. Despite the mild increase of sulfate after the 
wastewater discharge all measured values at this 
location were far below the maximum allowed 
concentration of 100 mg/L for surface water 
(Official Gazette of RS, No. 50/2012). Sulfate 
concentrations are a consequence of leaching from 
agricultural land or originate from industrial waste 
and municipal waters [14]. These are wastewaters 
and their composition is of variable quality, so the 
results are varied. 

Iron concentration (Table 3) in all surface water 
samples (the Nišava after wastewater discharge) was 
(0.05-0.39) mg/L, below the maximum allowed 
concentration (<0.5 mg/L) (Official Gazette of RS, 
No. 50/2012). Iron does not pose a risk to human 
health in concentrations it appears in natural water. 
However, if the concentration is above 0.3 mg/L it 
may cause turbidity and coloration, and as a 
consequence of the increase of iron-oxidizing 
bacteria pipes are lined with mucous layers. U.S. 
EPA (2012) considers iron a secondary contaminant 
and sets a secondary maximum contaminant level 
(MCL) of 0.3 mg/L in drinking water. The reason 
behind this limit is its influence on organoleptic 
features of water: rusty color, metallic taste, red or 
orange coloration. Iron promotes the reproduction of 
iron-oxidizing bacteria. These bacteria rely on the 
oxidation process of Fe2+ into Fe3+ ions for energy. 
This leads to clogging and the formation of a mucous 
layer in water system pipes [15]. On the North of 
Serbia, in Subotica, iron concentration in 
groundwater samples ranges from 0.04 mg/L to 0.96 
mg/L [11]. 
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Table 3. Yearly iron, manganese, chromium, copper and sulfate ion in surface water: (N) Nišava-water intake, (Nk) 
Nišava downstream from the left collector. 

Month Fe 
(mg/L) 

Mn 
(mg/L) 

Cr6+ 
(mg/L) 

Cr3+ 

(mg/L) 
Cu 

(mg/L) 
SO42- 

(mg/L) 
 NLDNk NLDNk NLDNk NLDNk NLDNk N L D Nk 
January <0.35 <0.025 <0.010 <0.010 <0.021 13.2±0.41 58.2±0.55 50.±0.05 22.9±017 
February <0.16 <0.025 <0.010 <0.010 <0.026 21.3±0.52 141.6±0.72 178.9±0.72 21.2±0.61 
March <0.06 <0.025 <0.010 <0.010 <0.018 10.0±0.36 34.7±0.21 18.1±0.10 10.9±0.24 
April <0.08 <0.025 <0.010 <0.010 <0.012 9.4±0.31 93.0±0.44 143.0±0.62 16.5±0.06 
May <0.11 <0.025 <0.010 <0.010 <0.017 15.3±0.08 46.3±0.31 71.8±0.47 14.1±0.07 
June <0.12 <0.025 <0.010 <0.010 <0.010 14.9±0.16 46.4±0.32 65.2±0.08 18.9±0.13 
July <0.13 <0.025 <0.010 <0.010 <0.027 24.5±0.34 45.7±0.31 70.1±0.15 28.7±0.08 
August <0.22 <0.025 <0.010 <0.010 <0.010 16.9±0.07 35.7±0.06 47.4±0.16 17.3±0.11 
September <0.15 <0.025 <0.010 <0.010 <0.010 13.6±0.06 29.9±0.26 16.9±0.09 20.4±0.16 
October <0.39 <0.025 <0.010 <0.010 <0.030 16.4±0.15 15.8±0.11 28.9±0.11 13.1±0.03 
November <0.21 <0.025 <0.010 <0.010 <0.010 8.4±0.13 24.8±0.08 19.5±0.29 11.6±0.08 
December <0.05 <0.025 <0.010 <0.010 <0.010 8.9±0.15 31.8±0.52 29.6±0.07 9.1±0.04 

Manganese concentration in all samples of 
analyzed surface water was <0.025 mg/L (Table 3) 
and thus satisfies the recommended values and the 
maximum allowed concentration (0.1 mg/L) 
(Official Gazette of RS, No. 50/2012). Manganese is 
one of the elements the presence of which is 
considered natural in water (WHO 2011a). Of 
course, it can appear in water as a consequence of 
anthropogenic actions. Manganese in water behaves 
similarly to iron. It also promotes the proliferation of 
manganese-oxidizing bacteria. These bacteria rely 
on the oxidation process of Mn2+ to Mn3+ for energy 
which leads to the formation of a mucous layer in 
pipes. This problem occurs at manganese 
concentrations that exceed 0.1 mg/L. (WHO 2011a). 
Although these bacteria are harmless to humans they 
may cause clogging in water systems [16], WHO 
2011a. In the groundwater of the Pannonian Basin 
(eastern Hungary and western Romania), manganese 
concentrations vary from <0.001 mg/L to 0.336 
mg/L [17]. 

The Cr3+ and Cr6+ concentrations in all water 
samples from the river Nišava was <0.01 mg/L 
(Table 3) and therefore they meet the recommended 
values and the maximum allowed concentration 
(0.05 mg/L) (Official Gazette of RS, No. 50/2012). 
The distribution of compounds containing Cr3+ and 
Cr6+ depends on the reduction potential, pH value, 
oxidizing and reducing compounds presence, 
kinetics of reduction reactions, the formation of Cr3+ 
complexes or insoluble Cr3+ salts and the total 
chromium concentration. When chromium 
concentration is low, Cr3+ is present as a monovalent 
HCrO4

- below the pH value of 6.5 and divalent 
CrO4

2- at a pH value between 6.5 and 10 [18]. In 
water without oxygen or with a very low 
concentration of it, Cr3+ is a dominant particle that 
occurs in cationic (Cr3+, CrOH2

+ or Cr(OH)) or 
neutral (Cr(OH)3) form depending on the pH value. 

Cr3+ is insoluble (<20 μg/L) within the pH range of 
7 to 10, with the minimum solubility at the pH value 
of 8 (1 μg/L) [18]. In natural minerals, chromium 
mostly appears as Cr3+. The results of studies in 
Croatia have shown that contaminated groundwater 
(Fe, Pb, Ni, and Cr) becomes a large hygienic and 
toxicological problem since it considerably impedes 
groundwater utilization [19]. Even though all of 
these contaminants have not yet reached toxic levels, 
they still represent a long-term risk for the 
population’s health [20]. 

Copper concentration (Table 3) in all surface 
water samples (the Nišava after wastewater 
discharge) was (0.01-0.03) mg/L, below the 
maximum allowed concentration (<0.25 mg/L) 
(Official Gazette of RS, No. 50/2012). Copper does 
not pose a risk to human health in concentrations it 
appears in natural water. 

Although the determined concentration values of 
Fe, Mn and Cr were below the maximum allowed 
concentrations, an increase in river water turbidity, 
as well as elevated values of nitrogen (ammonia ion, 
nitrates) indicated that the untreated wastewater 
discharge continually deteriorates the Nišava water 
quality. Due to higher values of ammonia ions, 
which indicate fecal contamination, there is a risk of 
pathogenic bacteria. Numerous studies [21] show the 
efficacy of various technical and technological 
wastewater treatment processes. They mostly refer 
to filtration, aeration, disinfection [6] and other 
processes depending on the degree and type of 
wastewater contamination. This is certainly 
applicable to the wastewater in Niš and the result 
would be the preservation of the environment and 
river water quality. 
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CONCLUSION 

The physical and chemical analyses of the 
wastewater and surface water quality indicate 
deterioration in the Nišava water after the discharge 
from the city wastewater collectors. Contaminant 
concentration in the effluent has been a factor in the 
deterioration of the recipient’s water quality. This 
can be stated because of the elevated turbidity values 
and fecal contamination indicators (ammonia ion, 
nitrates) in the river after the discharge from the 
collectors. These values are considerably increased 
in comparison to the values before the discharge of 
wastewater and in comparison to the limit values for 
a good ecological status according to the regulation 
on contaminant limits in surface water, groundwater, 
sediment and the time limit for reaching them 
(Official Gazette RS no 50/12) - for a good 
ecological status, i.e. class II - river type 2; natural 
level. 

As the aforementioned regulations stipulate time 
limits for reaching the threshold values, in the 
following period it is necessary to adjust the 
emissions of contaminants to the threshold values. 
To achieve this, a central wastewater facility must be 
constructed with the view of preserving water from 
contamination and maintaining public health. 
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Recently, development of green corrosion inhibitors is highly called for due to the increasing demands of green 
chemistry. Plant materials are ideal green candidates for toxic corrosion inhibitors. The review discusses the research 
work published on the use of different extracts such as leaf, root, stem, bark, pulp, fruit, etc. as corrosion inhibitors for 
metals in different corroding media. The inhibiting effect of these natural products as corrosion inhibitors for various 
metals has been evaluated by weight loss, hydrogen evolution, potentiodynamic polarization, electrochemical impedance 
spectroscopy and electrochemical frequency modulation techniques.  The results revealed that most of the extracts act as 
mixed-type inhibitors. Thermodynamic parameters were calculated using adsorption isotherms. The surface morphology 
was studied by using scanning electron microscopy (SEM), energy dispersive X-ray spectroscopy (EDS), atomic force 
microscopy (AFM), X-ray photoelectron spectroscopy (XPS), FT-IR and X-ray diffraction (XRD). Quantum chemical 
calculations have been used to evaluate the structural, electronic and reactivity parameters of the inhibitors. Physisorption 
was reported as the probable mechanism for the adsorption of these extracts on the surface of metals. The inhibition action 
of these products was due to the formation of a protective film on the surface of metals. 

Keywords: Corrosion, Biomaterials, Electrochemical Techniques, Inhibition 

INTRODUCTION 

All natural processes tend toward the lowest 
possible energy states.  Since corrosion is a natural 
process, metals such as iron, steel, etc., have a 
natural tendency to combine with other chemical 
elements that are available in the environment to 
attain their lowest energy states. To get this lower 
energy states, iron and steel normally combine with 
oxygen and water, both of which are available in the 
environments, to form hydrated iron oxides (rust) 
that is similar in chemical composition with that of 
the original iron ore (Figure 1).  

Fig. 1. Corrosion cycle of steel 

The word “corrode” is derived from the Latin 
corrodere which means “to gnaw to pieces”. 

Corrosion can be defined as a chemical or 
electrochemical reaction between a material, usually 
a metal, and its environment that produces a 
deterioration of the material and of its properties [1]. 

Corrosion occurs in different forms [1]. 
Classification is based on any one of three factors: 

1. Nature of the corrodent: Corrosion may be
classified as “wet” or “dry”.  

2. Mechanism of corrosion: This involves
either electrochemical or direct chemical reactions. 

3. Appearance of the corroded metal:
Corrosion is either uniform (the metal corrodes at the 
same rate over the entire surface) or it is localized 
(only small areas are affected). 

Eight forms of wet corrosion can be identified 
based on the appearance of the corroded metal.  
These are a) Uniform (general) corrosion; b) Pitting 
corrosion; c) Crevice corrosion; d) Galvanic 
corrosion; e) Erosion corrosion; f) Inter-granular 
corrosion; g) De-alloying and h) Stress corrosion. 
This classification system is rather helpful in the 
study of corrosion problems.   

The effects of corrosion in our daily lives are both 
direct and indirect. At home, corrosion is readily 
recognized on automobile body panels, charcoal 
grills, open-air furniture and metal tools.  Painting 
such items will be one of the preventive maintenance 
approaches from  corrosion  [1].  Most  
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dangerous of all is corrosion that occurs in major 
industrial plants, such as electrical power plants or 
chemical processing plants. Plant shutdowns can and 
do occur as a result of corrosion. Some consequences 
are economic and cause the following: i) 
replacement of corroded equipment; ii) overdesign 
to allow for corrosion; iii) prevent maintenance 
(painting); iv) shutdown of equipment due to 
corrosion failure; v) contamination; vi) loss of 
efficiency; vii) loss of valuable product; viii) damage 
of equipment [1]. 

According to a recent report by the National 
Association of Corrosion Engineers (NACE), the 
annual worldwide cost of corrosion is over $ 2.5 
trillion which constitutes about 4.2% of Gross 
Domestic Product (GDP) [2]. In India, the annual 
cost of corrosion is over 5,000,000 million Indian 
rupees (i.e. about $ 100 billion), while in South 
Africa, the direct cost of corrosion is estimated to be 
around R 130 billion (i.e. about $ 9.6 billion) [3]. 

Other social consequences are i) safety, for 
example, sudden failure can cause fire, explosion, 
release of toxic product and construction collapse; ii) 
health, for example, pollution due to escaping 
product from corroded equipment or due to a 
corrosion product itself; iii) depletion of natural 
resources, including metals and the fuels used to 
manufacture them and iv) appearance as when 
corroded material is unpleasing to the eye [1].  There 
are five methods of corrosion control: a) material 
selection; b) coatings; c) inhibitors; d) cathodic 
protection and e) design. Each method is defined 
here. 

a. Material selection: Materials that are used
for this type of corrosion control are often called 
high performance alloys, special metals, exotic 
alloys or exotic metals. Some metals hold the 
properties to withstand corrosive environments, 
alongside issues of pitting, stress corrosion cracking 
and more. These metals are more expensive than a 
standard stainless steel but they can provide strength 
within environments with acids, alkali, salts and sea 
water [1]. The general relation between the rate of 
corrosion, the corrosivity of the environment and the 
corrosion resistance of a material is: 
  Corrosivity of environment 
 ---------------------------------- = Rate of corrosive attack 
  Corrosion resistance of metal 

b. Coatings: Coatings for corrosion protection
can be divided into two broad groups – 1) metallic 
(applying a more noble metal coating on an active 
metal) and 2) nonmetallic (organic and inorganic) 
coatings. The aim of the coatings of the two types is 

the same, that is, to isolate the underlying metal from 
corrosive media [1]. 

c. Inhibitors: Corrosion damage can be
prevented by the use of corrosion inhibitors [4, 5], 
which is the best way to prevent destruction or 
degradation of metal surfaces in corrosive media. 
The use of corrosion inhibitors is the most 
economical and practical method in reducing 
corrosive attack on metals.  Corrosion inhibitors are 
chemicals either synthetic or natural which, when 
added in small amounts to an environment, decrease 
the rate of attack by the environment on metals. 

d. Cathodic protection: It suppresses the
corrosion current which causes damage in a 
corrosion cell and forces the current to flow to the 
metal structure to be protected. Cathodic protection 
can be achieved by two application methods – 1) an 
impressed current system (uses a power source to 
force current from inert anodes to the structure to be 
protected) and 2) a sacrificial anode system (uses 
active metal anodes, for example, zinc or 
magnesium, which are connected to the structure) 
[1]. 

e. Design: Corrosion often occurs in dead
spaces or crevices where the corrosive medium 
becomes more corrosive. These areas can be 
eliminated or minimized in the design process.  
Where stress corrosion cracking is possible, the 
components can be designed to operate at stress 
levels below the threshold stress for cracking [1]. 

Mechanism of corrosion 

Literature survey revealed that many of the 
organic compounds (as well as the compounds 
extracted from plants) used as corrosion inhibitors 
are heterocyclic compounds that contain polar 
functional groups such as OH, OCH3, Cl, NO2, CN, 
CH3, and NH2, as well as unsaturated (double and 
triple) bonds that can serve as adsorption sites using 
a lone pair or π-electrons [3, 6]. These heterocyclic 
compounds adsorb on metallic surface through their 
active sites. The adsorbed inhibitor molecules shield 
the metal surface from direct attack by corrosive 
ions, and the organic compound is said to inhibit 
metallic corrosion [3, 6]. 

All metals exhibit the tendency to readily oxidize. 
A tabulation of the relative strength of this tendency 
is the galvanic series. The knowledge of a metal’s 
position in this series helps in selecting an 
appropriate metal in structural and other 
applications. In a corrosion cell, the electron 
produced by the corrosion reaction will be consumed 
by a cathodic reaction.  The electron and the 
hydrogen ions react to form atomic hydrogen and 
then molecular hydrogen gas. The formed hydrogen 
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gas tends to inhibit further corrosion by forming a 
very thin gaseous film at the surface of the metal. 
This film thus reduces the corrosion rate.  Dissolved 
oxygen in water will react with the hydrogen, 
converting it to water thus destroying the film, which 
continues the corrosion. Other corrosion 
accelerating factors are pH value and temperature [7, 
8]. 

It is often observed that the presence of electron-
donating groups such as OH, NH2, CH3, and OCH3 
increases the inhibition performance, while presence 
of electron-withdrawing substituents such as NO2, 
CN, COOH, COOC2H5 decreases the inhibition 
efficiency of organic molecules [9]. 

In order to reduce the threat caused by the 
corrosion of industrial installations, several steps 
have been adopted. However, one of the best options 
available for protecting metals against corrosion 
involves the use of corrosion inhibitors.  Corrosion 
inhibitors are widely used in industry to reduce the 
corrosion rate of metals and alloys in contact with 
aggressive environments [10, 11]. These inhibitors 
can be adsorbed onto metal surfaces, block the active 
sites and decrease the corrosion rate.  The adsorption 
ability of inhibitors onto the metal surface depends 
on the metal’s nature and the chemical composition 
of electrolytes, as well as on the molecular structure 
and electronic characteristics of the inhibitor’s 
molecules [12]. 

Inhibition efficiency of corrosion inhibitors 
increases with increase in concentration of active 
components as it is directly proportional to the 
number of electron-withdrawing or electron-
donating groups present in the inhibitor [13]. 
Presence of heteroatoms, polar functional groups 
and π-electrons as active centers in a particular 
compound makes it an effective corrosion inhibitor 
[14, 15] because these heteroatoms or π-electrons 
facilitate electronic interactions between metal 
surface and inhibitor. 

Corrosion inhibitor’s safety and environmental 
issues arisen in industries have always been a global 
concern. These inhibitors may cause reversible 
(temporary) or irreversible (permanent) damage to 
the kidneys or liver of terrestrial and aquatic 
organisms or disturb their biochemical processes or 
enzyme systems [16].  Therefore, it is desirable to 
look for environmentally safe corrosion inhibitors. 

Recently, a new type of corrosion inhibitors is 
being developed to meet the terms with the 
environmental regulations on industrial 
consumption and development; thus natural 
products, pharmaceutical ingredients and 
environment-friendly products have gained much 
attention as substances for green corrosion inhibitors 
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that have high inhibition efficiencies [17, 18]. The 
exploration of natural products of plant origin as 
inexpensive and eco-friendly corrosion inhibitors is 
an essential field of study. In addition, plant products 
are biodegradable, low-cost, readily available and 
renewable sources of materials. The most common 
natural substances used are plant extracts [19, 20].   

Important parameters for extract preparation 

Nowadays, development of green inhibitors is 
very much wanted because of the increasing demand 
of green chemistry. Because of natural and 
biological origin along with their ecofriendly 
isolation, plant extracts can be considered as green 
and sustainable materials as corrosion inhibitors for 
metals and alloys corrosion in aggressive media 
including HCl, H2SO4, H3PO4 and HNO3 [21]. There 
are several methods available in literature for 
preparation of plant extracts. The parameters that 
should be considered during the preparation of plants 
extracts are described briefly. 

Solvents for extraction: Choice of the suitable 
solvents for extraction is very important for effective 
extraction since the solvent diffused into plant tissue, 
solubilized and finally extracted the compounds 
(phytochemicals) present over there [22, 23].  
Literature survey reveals that water is the best 
solvent owing to its simplicity, ready availability, 
non-toxic nature, non-flammable, non-hazardous 
and inexpensive properties [24-27]. However, 
preparation of some plant extracts requires organic 
solvents like ethanol and methanol. 

Extraction temperature: Temperature has a very 
marked effect on the effective plant extract 
preparation.  A very low temperature limits the 
effective solubility of the phytochemicals while very 
high temperature causes the decomposition of the 
active constituents (phytochemicals). Generally, 
extraction is carried out in the temperature range of 
60 – 80 oC in order to find optimal extraction yield 
[28, 29]. 

Plant drying temperature: Plant materials are 
allowed to dry at room temperature in shade.  This 
type of drying requires several days, weeks, even 
months; therefore, oven drying can also be used. 

Advantages and limitations: Extracts of natural 
plants are environmentally friendly, nontoxic and 
relatively less expensive. They are easily 
biodegradable also. However, this biodegradability 
limits the storage and long-term usage of plant 
extracts. However, it is proposed that the 
decomposition of plant extracts by microorganisms 
can be prevented by addition of biocides such as 
sodium dodecyl sulfate and N-cetyl–N,N,N-
trimethyl ammonium bromide. If plant materials are 
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used as corrosion inhibitors, to prevent the corrosion 
of metals, the plant kingdom will slowly diminish; 
metals will be protected at the cost of destruction of 
plant kingdom [30]. 

Mild steel 

Mild steel, also known as plain-carbon steel, is 
the most common form of steel because of its 
relatively low price while it provides material 
properties that are acceptable for many applications 
such as different engineering applications for the 
production of some automobile components, 
structural shapes, pipelines, construction materials 
and transportation [31, 32].  Mild steel is known for 
its high carbon content of about 0.2% to 2.1%, 
manganese (1.65%), copper (0.6%), silicon (0.6%). 
It is produced from steel which is extracted from pig 
iron.  It has outstanding ductility and toughness, high 
machinability and weldability which make its 
applications possible in engineering fields [20, 33, 
34]. It can be hardened by heat treatment.  It is used 
for the production of lightly stressed machine 
fittings, turbine motors, railways axels, pipes and 
drums.  The mild steel is chosen as it is accessible 
and easily fabricated with high tensile strength [35]. 

Mild steel structures corrode as a result of 
electrochemical reaction with the environment.  In 
most industries, maintenance operations such as 
pickling, cleaning and descaling are carried out to 
prolong the life span of the mild steel structures.  But 
aggressive acidic media used for such operations 
often corrode the mild steel structures [36, 37].  
Considering the viability of mild steel and its high 
cost of production and installation, several steps are 
taken to prolong its life period.   

Extracts from Pisidium guajava, Punica 
granatum, Ginko biloba, Tinospora crispa, Ficus 
carica, Uncaria gambir, Phyllanthus amarus, 
Murraya koenigii, Justicia gendarussa, Hibiscus 
sabdariffa and Zenthoxylum alatum have been 
studied as corrosion inhibitors for mild steel in 
various acidic media [38-43]. 

The potential of Tinospora crispa as a corrosion 
inhibitor of mild steel in 1 M HCl has been 
determined [44]. Both water and acetone – water 
extracts of the plant were found to be good mild steel 
corrosion inhibitors in 1 M HCl. The maximum 
percentage of inhibition efficiency was obtained at 
the concentration of 800 ppm (water extract) and 
1000 ppm (acetone-water extract). Based on a SEM 
photograph, it was found that the mild steel 
specimen in 1 M HCl has a rough surface due to 
localized attack of HCl thus forming a rust product 
on the surface. When a maximum concentration of 
the inhibitor is added, the mild steel surface becomes 

significantly smooth and comparable to untreated 
mild steel surface. 

Corrosion inhibition of mild steel in 1 M H2SO4 
by leaves and stem extracts of Sida acuta was 
studied using chemical and spectroscopic techniques 
at 30 – 60 oC [45]. The inhibition efficiency 
increases with increasing extracts concentration and 
is more pronounced for the leaves compared to the 
stem extract.  The corrosion inhibiting effect is 
attributed to phytochemical components such as 
saponins, flavonoids, alkaloids, organic acid and 
anthraquinones in the leaves and tannins, alkaloids 
and anthraquinones only in the stem extracts. 
Atomic absorption spectroscopy (AAS) was used to 
determine the amount of the iron from the bulk of the 
metal into the electrolyte in the absence and presence 
of the extracts of Sida acuta. The results obtained 
indicate that there was a decrease in the amount of 
dissolved iron in the presence of inhibitors.  

The anticorrosion activity of Citrus aurantifolia, 
Bitter leaf root, Piper nigrum, Musa paradisica and 
Nicotiana tabacum was studied [46-48].  Corrosion 
inhibition has also been investigated for the extracts 
of Swertia angustifolia, Ricinus communis (Castor) 
leaves for mild steel in acidic media [49-51].  Herbs 
such as Bread fruit, Ligularia fischeri, Phyllanthus 
amarus, palm oil and aloe vera gel were used as a 
new type of green inhibitors for steel acidic 
corrosion [49-51]. The corrosion behavior of mild 
steel in 0.5 M HCl and 0.5 M H2SO4 solutions in 
presence of Eriobotrya japonica leaf extract was 
studied [52]. The inhibitive action of Gundelia 
tournefortii leaf extract on mild steel corrosion in 2 
M HCl and 1 M H2SO4 solutions was studied [53]. 
Cathodic and anodic polarization curves show that 
this extract is a mixed-type inhibitor in both acidic 
media. 

Use of Amaranthus extract, as mild steel 
corrosion inhibitor, in a pickling paste with H2SO4 
has been investigated [54]. All measurements 
(corrosion current, polarization and cathodic 
polarization) showed that Amaranthus extract has 
excellent inhibition properties for mild steel 
corrosion in a 4 N H2SO4 solution. It is found that 
the Amaranthus leaves extract is uniformly adsorbed 
over the surface. The inhibition is due to the film 
formation onto the metal/acid solution interface. The 
extract polarizes the cathode and acts as a cathodic 
inhibitor. SEM micrographs prove that further 
corrosion is prevented due to the formation of 
protective layer. Inhibited pickling acid in the paste 
form can be conveniently applied on large structures, 
as well as on small tools to be pickled / cleaned. 
Corrosion inhibition of an extract of rice husk ash on 
mild steel in 1 M HCl and H2SO4 was investigated 
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[55]. Anticorrosion activity of Tiliacora acuminate 
leaf extract as a corrosion inhibitor in 1 M HCl has 
been investigated [56]. 

The inhibitive action of Chromolaena odorata 
stems extract, in various concentrations, against mild 
steel corrosion in a 1 M NaCl solution was studied 
using weight loss, potentiodynamic polarization 
methods and scanning electron microscopy [57]. 
Maximum inhibition efficiency of 99.83% was 
obtained, at 303 K, for an extract concentration of 
3000 mg/L. Adsorption energies were lower with 
inhibited solutions than in uninhibited solutions, 
suggesting a decrease in mild steel corrosion rate, 
while Gibbs free energy, enthalpy and entropy of 
adsorption indicate that the adsorption process was 
spontaneous and endothermic in nature. The SEM 
and Langmuir adsorption isotherm studies suggested 
that the mechanism of corrosion inhibition occurred 
through an adsorption process.  The inhibition action 
of lignin extract is due to the presence of hydroxyl 
and carbonyl groups. 

Bitter leaves extract was studied as an inhibitive 
agent in HCl medium for the treatment of mild steel 
through pickling [58]. Thermometric, gravimetric 
and potentiodynamic polarization methods were 
employed in the study.  The analysis of bitter leaves 
extract by gas chromatography revealed the presence 
of 96 g/mole of 2,4-hexadienal; 96 g/mole of 3,4-
heptadiene; and 170 g/mole of 2-decenoic acid as the 
predominant chemical components.  It is found that 
the activation energy for the corrosion inhibition 
process ranged from 39.831 to 77.533 kJ/mole, 
while the heat of adsorption ranged from 16.093 to 
30.224 kJ/mole. These values showed that 
exothermic and spontaneous adsorption of the 
extract on the mild steel followed the physical 
adsorption mechanism. Maximum inhibition 
efficiency of 85.4% was obtained in this study.  It 
was found that this extract is a suitable additive for 
pickling, cleaning and descaling operations. 

The inhibitive action of Piper guineense (uzuza 
leaf) extract on the corrosion of mild steel in a 2 M 
H2SO4 medium has been studied using the weight 
loss method [59]. The gel extract, obtained by 
rigorous grinding and squeezing of the leaves, was 
used for the weight loss determination at various 
concentrations at temperatures of 303 K, 313 K and 
323 K.  The result showed that corrosion inhibition 
increases with increasing concentrations of the 
extract showing greater efficiency at higher 
temperatures of 313 K and 323 K. The methanolic 
extract of Aquilaria malaccensis leaf was confirmed 
to inhibit the corrosion of mild steel in 1 M HCl [60].  
The leaf extract acted as a mixed-type cathodic 
inhibitor. 

Inhibitive and adsorption properties of the 
ethanol extract of Phyllanthus amarus for the 
corrosion of mild steel in H2SO4 were investigated 
using gravimetric, thermometric and gasometric 
methods [61].  Thermodynamic consideration 
indicates that the adsorption of the extract is 
exothermic and spontaneous. A physical adsorption 
mechanism is proposed for the adsorption of the 
ethanol extract of Phylllanthus amarus on mild steel 
surface. The corrosion behavior of mild steel in 0.5 
M H2SO4 solution in the presence of apple, Malus 
domestica and Bonduc, Caesalpinia bonducella leaf 
extracts was investigated [62].  The main 
components present in the extract are bonducellin 
and quercetin.  

Lignin, a polyhydroxy compound, was extracted 
from the block liquor of pulp and paper industry and 
its inhibition efficiency on mild steel corrosion by 
sulfuric acid was investigated [63]. The corrosion 
inhibition efficiency increases with an increased 
concentration of lignin, up to 1000 ppm. The 
inhibitive effect of the aqueous extract of leaves of 
Polyalthia longifolia on the corrosion of mild steel 
was studied using the weight loss method at 
temperatures of 303 and 318 K [64]. The adsorption 
of the extract was spontaneous and occurs according 
to Flory-Huggins adsorption isotherm. 

The effect of the extract of Musa paradisiaca on 
corrosion inhibition of mild steel in aqueous 0.5 M 
sulfuric acid was investigated [65].  Polarization 
measurement indicates that Musa paradisiaca acts 
as a mixed-type inhibitor and the inhibition 
efficiency decreases with rise in temperature. The 
stem extracts of Bacopa monnieri [66] and 
Momordica charantia fruit extract [67] were 
examined as corrosion inhibitors of mild steel in 1 M 
HCl medium.  

To improve the corrosion inhibition potential of 
Anogessius leocarpus gum exudates for mild steel in 
acidic medium, corrosion inhibition efficiencies of 
the gum, KI, KCl and KBr were studied [68]. 
Aqueous extracts of the leaves of Anthocleista 
djalonensis have been investigated as nontoxic 
corrosion inhibitors for mild steel in acidic 
environments [69]. Polarization study indicates that 
the adsorbed organic matter extract inhibited the 
corrosion process via mixed-inhibition mechanism, 
affecting both the anodic metal dissolution reaction 
and the cathodic hydrogen evolution reaction. The 
use of Grewa venusta root extract as corrosion 
inhibitor with mild steel was investigated [70] using 
gravimetric and electrochemical techniques in 1.0 M 
hydrochloric acid. Chemical compounds identified 
in the ethanol distillate of Grewa venusta extract by 
GC-MS analysis is given in Table 1. The adsorption 
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of the extract molecules on the mild steel surface 
obeys Langmuir adsorption isotherm. The results 
showed that the inhibitor acted as a mixed-type 
inhibitor. 

Essential oil of Juniperus phoenicea extracted by 
distillation has been tested as inhibitor for the 
corrosion of mild steel in 1 M acidic media [71]. The 
inhibition efficiency was found to increase with the 
oil content, attaining 83% at 1500 ppm. This oil acts 
as a mixed-type inhibitor. The inhibition 
performance and mechanism of Houttuynia cordata 
extract for the corrosion of mild steel in 0.5 M H2SO4 
were investigated [72]. The extract of Butea 
monosperma has been examined to check the 
inhibitory effectiveness of mild steel corrosion in 0.5 
M H2SO4 [73]. The Butea monosperma extract 
consists of stigmasterol β-D-glucopyranoside [74]. 
The corrosion inhibition of mild steel in HCl 
medium with pawpaw leaves extract as inhibitor has 
been reported [75]. Cleome droserifolia extract and 

coffee husk were investigated for their capability to 
prevent mild steel corrosion in 1 M HCl [76, 77]. The 
Mentha piperita essential oil has been investigated 
as corrosion inhibitor for mild steel in 1 M HCl [78]. 
The oil has the following major compounds: 1-(p-
fluorophenyl) anthraquinone, methenolone, selina-
3,7(11)-diene and longifolene, as shown below. 

The inhibition efficiency was modeled and 
optimized using response surface methodology. 
Annatto extract was investigated as a cheap and 
ecologically friendly corrosion inhibitor in acidic 
medium [79]. Thermodynamic models provided 
evidence of spontaneous physical and chemical 
adsorption mechanism with the evolution of heat. 
Phytochemical screening of this extract has revealed 
the presence of tannins, saponins, flavonoids, 
terpenoids, phenolics, anthraquinones, steroids, 
proteins and carbohydrates with no alkaloids [80]. 
Bixin and norbixin carotenoids (Figure 2) have been 
isolated from the extract [81, 82]. 

Table 1. Chemical compounds identified in the ethanol distillate of Grewa venusta extract 

Peaks Extract Compound name Molecular formula Molecular weight 
g/mol 

1 

Grewa 
venusta 

2-Pentanone, 4-methoxy-4-methyl C7H14O2 130 
2 4H-Pyran-4-one, 2,3-dihydro-3 C6H8O4 144 
3 1,2,3-Propanetriol, mono acetate C5H10O4 134 
4 4H-Pyrazole, 3-t-butylsulfanyl-4 C9H10F6N2S 292 
5 Dodecanoic acid, 3-hydroxy C12H24O3 216 
6 Hexadecanoic acid, 15-methyl C18H36O2 284 
7 Octadecanoic acid, stearic acid C18H36O2 284 
8 Cyclohexanol, 3,5-dimethyl C8H16O 128 
9 1,9-Nonanediol, dimethanesulfonate C11H24O6S2 316 
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Stigmasterol β-D-glucopyranoside 

Fig. 2. Molecular structures of (a) bixin and (b) norbixin 

Thymus sahraouian essential oil [83] and 
Viburnum sargentii Koehne fruit extract [84] as new 
corrosion eco-friendly inhibitors have been used to 
protect mild steel in 1 M HCl. The methanol extracts 
from the leaves of Pistacia terebinthus L. [85] and 
extracts of Acacia tortilis leaf and bark [86] were 
tested as corrosion inhibitors for iron in a 3% NaCl 
solution and sea water, respectively. The influence 
of berberine extract (roots extract of Coptis 
chinensis) on corrosion of carbon steels in 3.5 wt.% 
NaCl solution saturated with CO2 was evaluated 
[87].  

The inhibition of the corrosion of mild steel in 1 
M HCl and 1 M H2SO4 by Spirulina platensis has 
been studied at different temperatures such as 303 K, 
313 K and 323 K by the weight loss method, 
potentiodynamic polarization method, 
electrochemical impedance spectroscopy 
measurements and SEM analysis [88]. From the 
results, the mode of adsorption is found to be 
physisorption.  

It has been found that the leaves and stem extracts 
of Sida acuta inhibited the acid-induced corrosion of 
mild steel [89]. Addition of iodide ions enhances the 
inhibition efficiency to a considerable extent but 
decreases with rise in temperature.  Adsorption of 
the extracts was found to obey Freundlich adsorption 
isotherm. Inhibition mechanism is deduced from the 
temperature dependence of the inhibition efficiency, 
as well as from assessment of kinetic and activation 
parameters that govern the processes. 

The inhibitive action of ethanol extracts from 
leaves, bark and roots of Nauclea latifolia (NLE) on 
mild steel corrosion in H2SO4 solutions at 30 – 60 oC 
has been studied [90]. The mechanism of extracts 
action can be different, depending on metal, the 
medium and the structure of the inhibitor. One 
possible mechanism is the adsorption of the 
inhibitor, which blocks the metal surface and thus 
does not permit the corrosion process to take place 
[91].   

The observed corrosion inhibition of mild steel in 
H2SO4 solutions can be explained by the adsorption 
of components of NLE on the metal surface [92]. 
Various mechanisms have been proposed for the 
inhibition of metallic corrosion in acid media [93, 
94]. According to the mechanism, if a molecule or 
ion, X-, is adsorbed on the steel surface, a surface 
complex forms in the anodic process and the 
complex is then desorbed from the surface. 

where s represents ion or compound at the 
surface. In general, if the adsorbed molecule / ion on 
the surface complex is stable, the corrosion of steel 
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is inhibited. Therefore, it can be concluded that the 
adsorption of the phytochemical components of the 
plant extract leads to the formation of a stable 
surface complex, which blocks the active sites on the 
surface of the metal thereby reducing the corrosion 
rate. Increase in the concentration of the 
phytochemicals increases the amount of the surface 
complex resulting in greater inhibition of the 
corrosion. 

The Jatropha curcas seeds oil was tested as an 
iron corrosion inhibitor in an acidic medium [95]. 
The electrochemical measurements show that this 
seed oil is a mixed-type indicator. The inhibition 
efficiency increases with higher inhibitor 
concentrations to attain a maximum value of 97% at 
250 ppm. The inhibition effect of Mentha pulegium 
extract on the acid corrosion of carbon steel in 1 M 
HCl solution was studied [96]. The inhibition action 
of Salvia officinalis [97], Strychnos nux-vomica 
[98], Ilex paraguariensis [99], Cucumis sativus 
[100], aqueous brown onion peel extract [101], 
Eulychnia acida Phil. [102], leaf extract of Khaya 
senegalensis [103] and Salvia hispanica [104] on 
carbon steel corrosion in acid media was 
investigated. Extract of Juniperus procera [105], 
both treated and untreated date palm tree waste 
[106], Jasmine tea [107], Pulicaria undulate [108], 
Curcuma longa L. [109], Prunus persica [110], 
Lawsonia inermis [111] and Nerium oleander [112] 
have been investigated as corrosion inhibitors for 
carbon steel in acidic media. 

The alcoholic extracts of eight plants. namely 
Lycium shawii, Teucrium oliverianum, Ochradenus 
baccatus, Anvillea garcinii, Cassia italica, 
Artemisia sieberi, Carthamus tinctorius and 
Tripleurospermum auriculatum, were studied for 
their corrosion inhibitive effect on mild steel in 0.5 
M HCl media using the open circuit potential (OCP), 
Tafel plots and A.C. impedance methods [4]. OCP 
values in the presence of plant extracts shifted to 
more positive potential with time compared to those 
of acid solution. This slight OCP displacement ( ̴ 10 
mV) in the presence of plant extracts suggests that 
all the plant extracts act as mixed-type corrosion 
inhibitors.  The lowest Icorr values observed in the 
presence of extracts of Artemisia sieberi and 
Tripleurospermum auriculatum suggest that these 
two plant extracts possess stronger inhibitive 
properties in comparison to other studied plant 
extracts. The addition of alcoholic extracts of all the 
plants in aggressive media either shifts the corrosion 
potential (Ecorr) values slightly toward positive side 
or remains constant but alters both anodic and 
cathodic Tafel slope values indicating that the 
presence of extracts inhibits both cathodic and 

anodic reactions and the extracts can be classified as 
mixed corrosion inhibitors [113]. 

The corrosion rate of mild steel in 1 M H2SO4 in 
the absence and presence of different concentrations 
of Lannea coromandelica leaf extracts was 
determined [114]. Maximum inhibition efficiency 
was found to be 89% at 250 mg/L (308 K). The 
impedance parameters such as Rs, Rct, Cdl and fmax 
derived from Nyquist plots are given in Table 2. The 
charge transfer resistance increased with an increase 
in the concentration of inhibitor in acid solution. 

Table 2. Electrochemical impedance parameters for 
mild steel in 1 M H2SO4 in the absence and presence of L. 
coromandelica leaf extract 

Cinh 
(mg/L) 

Rs 
(Ωcm2) 

Rct 
(Ωcm2) 

Cdl 
(F/cm2) 

% IE 

0 2.2 3.7 2.9 × 10-2 - 
50 2.9 24.5 6.7 × 10-4 84.9 

100 4.3 38.1 2.4 × 10-4 90.7 
150 4.4 39.9 1.6 × 10-4 92.2 
200 4.8 47.3 1.1 × 10-4 93.8 
250 5.4 60.1 1.0 × 10-4 93.8 

FT-IR spectrum of the extract shows an 
absorption band at 3431 cm-1 (associated hydroxyl) 
overlapped with the strong stretching mode of N-H. 
The 1635 cm-1 band was due to stretching mode of 
C=O.  The peaks at 2073 cm-1 could be assigned to 
stretching mode of –C=N.  The peaks at 1465 cm-1 
could be attributed to the stretching mode of 
aromatic substituted N=N. These observations 
confirmed that the leaf extract contains a mixture of 
natural products.  The FT-IR spectrum of the 
adsorbed protective layer formed on mild steel 
surface indicates some additional peaks and some 
peaks shifted to the higher frequency region. This 
information provides that some interaction / 
adsorption had taken place over the metal surface. 
The N-H stretching shifted from 3431 to 3423 cm-1 
indicated the coordination of inhibitor with Fe2+ 
through the N atom of the N-H group. The shifting 
of C=O stretching from 1635 to 1734 cm-1 confirms 
that there is a strong interaction between the extract 
and the mild steel surface. All these results 
confirmed the adsorption of inhibitor on the surface 
of the mild steel [115]. 

Peaks at 2θ = 35.5o, 59.9o, 71.7o in the XRD 
patterns suggested the presence of iron oxide and a 
very small amount of brown film of Fe2O3 for the 
mild steel immersed in H2SO4. In the XRD patterns 
of mild steel immersed in the test solution containing 
250 mg/L of the leaf extract, the peaks due to iron 
appeared at 2θ = 44.6o and 65.5o which indicated the 
absence of oxides of iron (Fe2O3, Fe3O4 and 
FeOOH). This result was in good agreement with the 
observations made by Addoudi [116]. 
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AFM surface examination reveals that the mild 
steel exposed to 1 M H2SO4 has a considerable 
porous structure with large and deep pores whereas 
in the presence of inhibitor the mild steel surface 
appears more flat, homogeneous and uniform which 
indicated that the extract provides an appreciable 
resistance to corrosion. 

The phenolic (OOMW-Ph) and non-phenolic 
(OOMW-NPh) fractions of the extract of olive oil 
mill wastewaters were evaluated as a corrosion 
inhibitor of steel in molar hydrochloric acid [117]. 
Olive mill wastewater is a natural source with high 
amounts of bioactive substances with attractive 
properties [118] such as polyphenolic mixtures with 
different molecular weights [119]. In olive mill 
waste, hydroxytyrosol, tyrosol and oleurpein are the 
major phenolic components [119-121]. The 
inhibition efficiency of an aqueous extract of Eclipta 

alba leaves in corrosion of carbon steel in sea water 
has been evaluated [122]. The active compound in 
an aqueous extract of Eclipta alba extract is 
wedelolactone (Figure 3). The inhibitive action of 
the argan press cake extract against corrosion of steel 
in a 1 M HCl solution was investigated [123]. 
Polarization studies showed that this extract was a 
mixed-type inhibitor with predominant cathodic 
effectiveness and its inhibition efficiency increased 
with the inhibitor concentration but decreased with 
rise in temperature. The inhibition of steel in 
hydrochloric acid and sodium chloride solutions by 
Nicotiana leaves extract was investigated [124]. The 
chemical constituents in Nicotiana glauca are 
anabasine, glutamic acid and 7-dehydrocholesterol 
[125]. 

Fig. 3. Wedelolactone 

The corrosion inhibition of mild steel in 0.5 M 
H2SO4 solution by the extract of Litchi Chinensis 
was studied by weight loss method, potentiodynamic 
polarization and electrochemical impedance 
spectroscopy [126]. The results show that the litchi 

peels extract acts as mixed-type inhibitor. The 
extraction of Zea mays hairs (Z. mays) was carried 
out by Soxhlet and ultrasound techniques and 
through solvents. The extracts were rich in 
polyphenols. The inhibiting effect of the extracts on 
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mild steel corrosion in 1 M HCl solution was 
investigated by electrochemical measurements 
[127].   

Essential oil from fennel (Foeniculum vulgare) 
was tested as inhibitor on carbon steel in 1 M HCl 
[128]. The main constituents are limonene and β-
pinene (Figure 4). 

Fig. 4. Molecular structures of limonene and β-pinene 

Corrosion inhibition of carbon steel in CO2-
satrurated chloride-carbonate solution by the olive 
leaf extract has been studied [129]. The olive leaf 
extract achieves high corrosion efficiency as a 

mixed-type inhibitor. The activity of the extract from 
the peel of fuji apples (Malus domestica) was studied 
as a potential corrosion inhibitor for carbon steel in 
a saline medium [130]. Rose, Gardenia and Solanum 
violaceum extracts were used as corrosion inhibitors 
of steel in acidic medium [131]. The corrosion 
inhibition characteristics of the extracts of Salvadora 
persica [132], Coconut leaf [133], Tobacco rob 
[134], Red onion seeds and peels [135], Raphanus 
sativus L [136], Coleus forskohlii leaf [137] and 
Pinus massoniana needle [138] on corrosion of steel 
in acidic medium were investigated. The extract of 
Pinus massoniana needle has arginine, shikimic acid 
and caryophyllene as major constituents. 

Reinforcement steel corrosion in concrete has 
received considerable attention. It has been 
identified as the primary cause of deterioration in 
concrete structures [139]. 

Under normal conditions, reinforcement steel is 
protected by the formation of a passive film mainly 
composed of Fe(II) / Fe(III) oxides, due to the high 
alkalinity of the concrete pore solution (pH around 
13) [140].  However, the passivity breakdown
becomes easy when the chloride ions reach a
threshold value in the pore solution and/ or the pore
solution drops from its normal values to values
approaching neutrality (pH around 9) due to the
carbonation of concrete [141]. The effect of
Chamaerops humilis L. extract on the behavior of
reinforcement steel in a carbonated concrete pore
solution (pH = 9) was studied [142]. The results
show that the plant extract has a beneficial effect on
the development of a passive layer.  The corrosion
mechanism of Morinda lucida leaf extract
admixtures on concrete steel rebar in saline / marine
simulating environment was investigated [143].
Two naturally derived Welan gum and Neem gum
have been tested as corrosion inhibitors against the
steel reinforced in concrete in NaCl media at
different time intervals [144].

Aluminium 

Aluminium is the third most abundant element 
and the most abundant metal in the earth’s crust.  

Aluminium plays an essential role in automobiles, 
packaging, utensils, pipelines, etc. Aluminium is a 
reactive metal [145], aluminium and aluminium 
alloys are extensively used in industry in a variety of 
aggressive aqueous environments covering a wide 
range of pH.  Aluminium is usually protected by a 
thin oxide film, whose solubility is negligible in 
neutral solutions (pH 4.0 – 8.5) at room temperature 
provided the solution does not contain activating 
anions whereas heavy corrosion is observed both in 
acidic and alkaline media [146].  Anodizing in 
sulphuric acid solution can produce a protective 
oxide layer [147].  According to Obot et al. [148], a 
general mechanism for the dissolution of Al metal 
would be given as in the following equations:  

The controlling step in the metal dissolution is the 
complexation reaction between the hydrated cation 
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and the anion present, equation 3.  In the presence of 
chloride ions, the reaction will correspond to 
equation 5 and the soluble complex ion formed 
increases the metal dissolution rate which depends 
on the chloride concentration: 

[AlOH]2+ + Cl- → [AlOHCl]+     (5) 

The corrosion of Al [149] in alkaline solution has 
been studied in the presence of some plant extracts 
[150] such as Gum Arabic [151], Pachylobus edulis
and Raphia hookeri [152], Fenugreek leaves [153],
Calendula officinalis flower [154], Sansevieria
trifasciata [155], Mangrove tannins [156], Ocimum
basilicum [157], Ocimum gratissimum [158], lignin
from wheat straw [159], Neolamarkia cadamba bark
extract [160] and Vigna unguiculata [161].

The corrosion inhibition of Ficus tricopoda gum 
was investigated [162].  The gum was found to be a 
good adsorption inhibitor for the corrosion of Al in 
H2SO4 solution. The adsorption of the gum was 

found to be endothermic at a critical concentration 
of 0.3 g/L and exothermic at concentrations above 
the critical limit.  Corrosion behavior of Al in 0.1 M 
HCl, 0.1 M HClO4 and 0.05 M H2SO4 solutions was 
studied using lupine extracts [163]. The results 
showed that the lupine extract is effective in the 
order HClO4 > HCl > H2SO4. The chemical 
composition of lupine extract is represented in 
Figure 5. Corrosion inhibition of Al by the extract of 
Trigonellafoenum graecum L was studied in 1 M 
HCl acid solution [164]. An inhibition efficiency of 
88.6%, 84.41% and 75.77% was obtained by the 
addition of 1400 ppm of the extract using three 
solvents, DCM, ethanol and pentane, respectively.  
The potentiodynamic curves show that the decrease 
of Al corrosion in the presence of the extract mainly 
acts by a mixed process with an anodic tendency for 
both extracts with ethanol and with pentane while 
the extract with DCM showed a cathodic tendency. 

Fig. 5. Chemical composition of lupine. 

Fig. 6. Structures of Cashew nut testa tannin components 

The inhibitive effects of Treculia Africana leaves 
extract [165], essential oil from Mentha spicata 
[166] and Psidium guajava [167] in the corrosion of
Al in HCl solution were studied. The extract
interaction with the metal surface was found to obey
Freundlich and El-Awady adsorption isotherms.

Asparagus racemosus was used as a corrosion 
inhibitor of Al in acidic medium [168]. Steroidal 
saponin-shatavarin and sarsasapogenin are the active 
constituents of Asparagus racemosus. The 
thermometric and gravimetric analyses of Al 
corrosion control in HCl medium have been 
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performed using Ricinus communis extract [169]. 
The results showed that the extract contains 
phytochemicals such as alkaloids, cardiac 
glycosides, flavonoids, phenolics, phytates, saponins 
and tannins. Cashew nut testa tannin has been found 
to inhibit the corrosion of Al in HCl solutions [170].  
It was found that cashew nut testa tannin is a 
cathodic inhibitor. The structures of the various 
components of this nut are given in Figure 6. 

The Psidium guajava leaf extract was assessed as 
a corrosion inhibitor for a double thermally-aged Al-
Si-Mg alloy in 3.5% weight NaCl solution [171].  
Aluminium alloy corrosion behavior in 0.5 M HCl 
solution was studied using the ethanolic extract of 
Cordia dichotoma seeds [172]. The effect of the 
extract of Lupinus varius L. on the corrosion of Al in 
1 M NaOH solution was investigated [173].  A first-
order kinetic relationship with respect to Al was 
obtained with and without the extract from the 
kinetic treatment of the data.  Glycine max extract 
was used as a corrosion inhibitor for Al alloy in 1 M 
HCl [174].  The corrosion inhibition of Al by 
Ipomoea involcrata (IP) in 1 M NaOH was studied 
[175].  The plant has been shown to contain mainly 
d-lysergic acid amide (Figure 7). 

Fig. 7. Chemical structure of d-lysergic acid amide 

The corrosion rate of aluminium was assessed by 
the H2 evolution rate in the absence and presence of 
different concentrations of IP at 30 oC.  The 
introduction of the plant extracts resulted in the 
reduction of the rate of H2 gas evolution as compared 
to the blank. The study indicates a decrease in the 
protective nature of the inhibitive film formed on the 
metal surface at higher temperatures [176] which 
suggests a physical adsorption mechanism. Physical 
(electrostatic) adsorption takes place when 
inhibition efficiency decreases with increase in 
temperature [177].  The extracted compounds 
contain heteroatoms such as oxygen, nitrogen and 
aromatic rings with -bonds in their molecules, 
which serve as adsorption sites onto the metal 
surface. 

Increased activation energy in inhibited solutions 
compared to the blank suggests that the inhibitor is 
physically adsorbed on the corroding metal surface 
[178]. The negative Qads values ranging from (-11.09 
to – 8.95 kJ/mol) indicate that the degree of surface 
coverage decreased with rise in temperature, 

supporting the proposed physisorption mechanism 
[179]. 

Copper 

Copper is a relatively noble metal, which is 
known to have attractive physical properties such as 
high electrical and thermal conductivities and 
mechanical workability [180, 181]. Copper metal is 
used in many industries like heat exchanger, 
condenser, electrical wiring, connectors and printed 
circuit boards. Many plant extracts have been 
reported as green corrosion inhibitors on copper in 
various corrosive media such as Azadirachta [182], 
Cannabis [183], Zanthoxylum [184], Herba alba 
[185] and Calligonum comosum [186]. Capparis
spinosa extract is known to contain several organic
compounds such as sterols, flavones, oxygenated
heterocyclic constituents, alkaloids and
isothiocyanate glycosides [187]. The corrosion
inhibition efficiency of this extract on the corrosion
of copper in 1 M NaOH solution was investigated
[188]. Polarization measurements showed that the
extract acts as a mixed-type inhibitor. Four different
herbal compounds, Pimpinella anisum, Carum
carvi, Cuminum cyminum and Hibiscus sabdarriffa
have been tested as green corrosion inhibitors for
copper exposed to 0.5 M NaCl [189].

Corrosion inhibitive effects of Withania 
somnifera extract [190], Chenopodium extract [191], 
Alchemilla vulgaris extract [192], Nerium oleander 
extract [193] and Myrrh extract [194] were studied 
on copper in acidic environment. Extracts of 
Ziziphus lotus were experienced as a corrosion 
inhibitor of copper in sea water using polarization 
methods and weight loss measurements [195]. 
Majority of molecules in Ziziphus lotus extract are 
vitamin C, vitamin A, vitamin E and linoleic acid.  
Synergistic effect of barium chloride on the 
corrosion inhibition efficiency of aqueous lupine 
seed extract on copper in 2 M HNO3 acid solution 
has been investigated [196].   

Miscellaneous 

The essential oil of Artemisia herba alba has 
been extracted and tested as an inhibitor of lead 
corrosion in 0.1 M Na2CO3 medium [197].  Zinc is 
one of the most important non-ferrous metals which 
find extensive use in metallic coating. Zinc corrodes 
in a solution with pH lower than 6 and higher than 
12.5, but within this range the corrosion rate is very 
slow [198]. Under aggressive conditions, zinc metal 
undergoes corrosion, gaining white colored rust 
[199]. The inhibiting effect of Ailanthus altissima 
aqueous extract as a corrosion inhibitor for zinc in 
0.5 M HCl, has been evaluated [120]. Results 
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revealed that this extract acted as a mixed-type 
inhibitor and adsorbed onto the zinc surface 
following Temkin isotherm. Slanum nigrum extract 
has been tested as an eco-friendly green inhibitor for 
zinc in 3.5% NaCl and 16 ppm Na2S solution [121].  

CONCLUSION 

The research work on the corrosion inhibition of 
metals in various corroding media using a variety of 
natural compounds is presented in this review 
article.  Plant extracts were the most studied natural 
products.  A wide variety of solvents were used to 
prepare extracts of the leaves, seeds and stems of the 
respective plants. The inhibition efficiency of the 
green corrosion inhibitors tested increased with 
concentration. An increase in temperature resulted in 
the lower efficiency of the tested products.  Although 
a number of plants and their phytochemical leads 
have been reported as anticorrosive agents, the vast 
majority of plants have not yet been properly studied 
for their anticorrosive activity.  For example, of the 
nearly 3,00,000 plant species that exist on the earth, 
only a few (less than 1%) of these plants have been 
completely studied relative to their anticorrosive 
activity. Thus, enormous opportunities exist to find 
out novel, economical and eco-friendly corrosion 
inhibitors from these source of natural products. 
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Various methods have so far been used to fabricate and characterize CdS-Cu2S heterojunction thin film devices. In 

this paper a chemical bath deposition technique was used to synthesize the same on a non-conducting glass substrate. In 

this fabrication process a cadmium sulfide (CdS) layer was formed by depositing a chemical compound consisting of 

cadmium chloride, ammonium acetate, thiourea and ammonium hydroxide solution on the glass surface. The copper 

sulfide (Cu2S) layer was grown by dipping a small portion of the CdS sample into a cuprous chloride solution. Different 

doping concentrations of the heterojunction diode were achieved by using boric acid solutions of different molarity. 

Aluminium dots were deposited on the samples by using a vacuum coating system for measurement of different 

characteristics through computer interfacing. Both forward and reverse bias I-V and C-V characteristics of the resultant 

n-CdS and p-Cu2S heterojunction diode were measured and analyzed for various doping concentrations. 

Keywords: Semiconductor devices; heterojunction; chemical bath deposition technique; doping concentration; diode 

characteristics. 

INTRODUCTION 

Fabrication and characterization of thin film 

heterojunction devices has become a subject of 

interest by the researchers [1, 2]. Among various thin 

film devices CdS-Cu2S heterojunction is one of the 

most interesting devices [3, 4]. Cadmium sulfide 

(CdS) is a material with a large absorption 

coefficient and copper sulfide (Cu2S) is suitable for 

generating a large amount of photocurrent. Cu2S is 

also a very promising agent for different 

photovoltaic applications because of its unique 

structure and stoichiometric composition. Thin layer 

of Cu2S (0.1 µm to 0.3 µm) has a bandgap of 1.2 eV 

which is suitable to exhibit high luminescence 

efficiency [5]. It is a very useful material to act as a 

p-type semiconductor for solar cells. On the other 

hand, cadmium sulfide (CdS) is a suitable material 

for acting as a n-type semiconductor [5]. CdS is a 

direct bandgap semiconductor having a band gap of 

2.4eV in the visible region [5-8]. CdS is a potential 

absorber for thin film photovoltaic cells and also acts 

as an efficient window material which can form a 

heterojunction with a bandgap material like Cu2S. 

CdS thin film (8 µm to 20 µm) was deposited by 

various research groups [9, 10] using different 

techniques, namely, vacuum evaporation, spray 

parolysis, electro deposition technique, etc. In this 

work a CdS-Cu2S thin film heterojunction was 

formed by using chemical bath deposition technique 

(CBDT). CBDT is a very useful method 

for growing thin film compound semiconductors 

using different chemical solutions [2]. Using this 

method different deposition characteristics such as 

film thickness, deposition rate, etc. could be 

controlled easily by varying solution molarity, pH, 

temperature, etc. This technique is simple and not 

too expensive also. 

THEORY 

When two semiconductors of different band gaps 

are joined together, the atoms of the heterojunction 

form chemical bonds at the interface. Due to 

mismatch of lattice constants across the hetero 

interface there exists a region of crystal dislocation 

and crystal imperfections which spans over many 

crystalline layers. This dislocation acts as a 

scattering center and recombination center for 

electrons and holes, limiting their mobilities and 

recombination life time as well. These effects may 

result in a poor-quality device formation. Device 

performance can significantly be improved by (a) 

using materials with nearly equal lattice constants, 

(b) using alternative layers of semiconducting 

material, producing a structure called superlattice 

which reduces the number of dislocations, and (c) 

choosing the substrate crystal plane that is slightly 

offset from the major crystal plane so that the 

distance between the atoms on the substrate surface 

approximates the distance between the atoms in the 

deposited film of another semiconductor material 

[11].  
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Fig. 1 shows the energy band diagram of Cu2S-

CdS heterojunction [12]. The built-in barrier 

potential is shown in Eqn. (1): 
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where εn and εp are permittivities, Ndn and Nap are 

the carrier concentrations of CdS and Cu2S 

materials, respectively, W1 and W2 are widths of the 

depletion regions, q is the electronic charge, Vbiis the 

built-in potential. Here it is assumed that εn and εp 

have the same order of magnitude. 

Total depletion width shown in Eqn. (2) is equal 

to: 
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The junction capacitance shown in Eqn. (3) is 

equal to: 
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where V is the total applied voltage. Since the 

barrier heights seen by electrons and holes are not 

the same in case of heterojunction so their current-

voltage characteristics are derived on the basis of 

thermionic emission of carriers over the barrier 

shown in Eqn. (4): 

)exp(2*

kT
TAJ

−
=

                                    
(4) 

where A* is the effective Richardson constant 

and Ф is the effective barrier height [8, 11, 12]. 

EXPERIMENTAL  

All chemicals used in this study were of 99.99% 

spectroscopic purity, manufactured by Aldrich. 

Cleaning of glass samples 

Glass samples were cleaned with 

trichloroethylene (TCE), acetone and methanol 

before they were used for deposition. 

 

Fig. 2. Schematic illustrations of (a) CBDT setup and (b) vacuum coating unit 

Fig. 1. Energy band diagram of Cu2S-CdS heterojunction 
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Deposition of CdS thin film on glass surface 

(a) Synthesis of CdS thin film. A mixture of 0.5

cm3 of 10-3 M CdCl2 solution, 9.5 cm3 of 0.005M 

(NH2)2CS (thiourea) solution, 0.8 cm3 of 0.01M 

NH4Ac (ammonium acetate) solution, 5.6 cm3 of 

0.25M NH4OH solution was prepared. The solution 

was taken in a glass beaker and placed on the pad of 

a magnetic stirrer. The schematic of the deposition 

setup is illustrated in Fig. 2(a). The heater was 

switched on and the temperature was fixed at 75-

80°C. The glass samples were immersed in the 

solution on stirring for 1.5 h until the solution became 

deep yellow. CdS was formed by the chemical 

reaction of CdCl2 with (NH2)2CS buffered by NH4OH 

and NH4Ac. The chemical reactions for the formation 

of CdS layer are as follows [13, 14]: 

NH4
+ +OH-↔ NH3+H2O 

Cd2+ +4NH3 ↔Cd(NH3)4
2+ 

Cd (NH3)4
2+ ↔ 4NH3 + Cd2+ 

NH3+H2O↔NH4
+ +OH- 

CS (NH2)2+ OH- ↔ SH- + CH2N2 + H2O 

SH- + OH- ↔ S2- + H2O  

Cd2+ + S2- ↔ CdS 

(b) Deposition of Cu2S thin film. The Cu2S film

was grown by conversion of the CdS film by 

chemical reaction with cuprous chloride (Cu2Cl2). A 

Cu2Cl2 solution was prepared by mixing Cu2Cl2

powder in distilled water. Now by dipping the whole 

slide in the solution for 2 min the CdS film was 

converted into Cu2S film following the reaction 

shown below [15]: 

CdS +2 CuCl ↔ Cu2S + CdC12 

A topotaxial layer of copper sulfide was formed 

by mutual exchange of two Cu+ ions for each Cd2+ ion 

from the CdS layer. The excess amount of Cu2Cl2 was 

removed from the samples by rinsing repeatedly with 

distilled water. 

Formation of the CdS-Cu2S junction 

A second layer of CdS was grown on a selected 

portion of the Cu2S film for the formation of the CdS-

Cu2S heterojunction. Initially some composite 

mixture prepared for synthesis of CdS thin film was 

taken in a glass beaker and a half portion of the 

sample was immersed in the solution. The beaker was 

placed on a magnetic stirrer and the solution was 

stirred in such a way that the solution could not wet 

the whole slide. In this way CdS thin film could be 

deposited on the half portion of the slide. This 

selected deposition step was repeated thrice. At this 

step proper masking arrangement was made to cover 

the upper portion of the Cu2S film. Such an 

arrangement led to a clean well-defined junction at 

the half portion of the sample. The samples thus 

prepared were kept at room temperature for a day for 

proper drying.  

Metallization 

To deposit metal dots on the as-prepared samples 

a vacuum coating system was used. Al metal wire 

(99.999% pure) was cut into small pieces which were 

bent according to the shape ‘^’ and a metal mask with 

circular aperture was used. The mask and the metal 

wires were ultrasonically cleaned with 

trichloroethylene, acetone, methanol and distilled 

water. Air admittance valve (V4) was opened for 

loading of samples. Metal pieces were loaded on the 

heating filament. The mask was loaded on the top of 

the sample and the chamber was closed. For the 

deposition of metal dots, the required chamber 

pressure was of the order of 10-6 bar. This was 

achieved by joining the deposition chamber to the 

vacuum line consisting of a rotary pump and an oil 

diffusion pump. In addition to this, as p = nKT (where 

the terms have their usual significance), in order to 

achieve the operating pressure, the chamber was 

covered externally by flowing boiling liquid nitrogen 

through the outer jacket of the chamber. The whole 

process of metal dot deposition is conceptually 

depicted in Fig. 2(b) [16].  

Preparation of doping solution 

Boron was doped into the CdS-Cu2S 

heterojunction with different concentrations by 

dipping region 2 of the as-prepared diodes (as 

indicated in Fig. 2(a)) in a solution that was prepared 

by adding aqueous solutions of H3BO3 of different 

molarity to the CdCl2 solution. During this process, 

region 1 was masked properly to avoid Cd 

contamination in this layer. The pH of the resultant 

solution was measured by using Global digital pH 

meter of type DpH-500. The pH values of the 

different solutions were calibrated noting that 

pH=10.68, 10.58 and 10.56 corresponded to 0 M, 10-

4 M, and 10-2 M H3BO3 solution, respectively. Thus, 

lowering of the pH value of the above-mentioned 

solution is indicative of constant enhancement in the 

B3+ ion concentration in the solution, and hence, of a 

higher probability of doping. This process enabled us 

to dope the CdS layer with boron directly and the 

Cu2S layer indirectly through diffusion, thereby 

forming a boron-doped n-CdS and p-Cu2S 

heterojunction diode. 

X-ray diffraction (XRD)

The as-prepared diodes were examined by XRD 

using CuKα radiation. To accomplish this, the two 

halves of the diodes were exposed to X-rays 
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separately in a Rigaku made SmartLab SE 

diffractometer. Before recording the XRD spectra, 

the instrument was calibrated by using the (422) 

diffraction peak of a standard silicon sample. 

Electrical measurements 

The current-voltage characteristics of the 

fabricated devices were studied using an HP 

multimeter of microvolt resolution and current 

sensitivity of ±1% of the actual value. The RS-232 

port was used for computer interfacing. The 

capacitance of the device was measured with the help 

of an HP LCR meter. In order to apply a bias voltage, 

a triple output HP power supply was used. 

RESULTS AND DISCUSSION 

In this work, the crystalline compositions of the 

two halves of the as-prepared CdS-Cu2S 

heterojunction diodes, and their I-V and C-V 

characteristics, were determined. 

Fig. 3 shows the typical XRD spectra recorded 

corresponding to the portions marked as 1 and 2 in 

Fig. 2(a) for one of the as-prepared undoped samples. 

Fig. 3. Typical XRD spectra of the two halves of one 

of the undoped diodes, as indicated in Fig. 2(a). 

Both spectra are found to contain some well-

defined peaks signifying the presence of crystalline 

species within the sample. However, a significant 

amount of noise, which is characteristic of defects 

within a sample, is also seen in both spectra. This 

noise is consistent with the chemical synthesis 

processes that are quite different from the high- 

temperature routes. Comparing the XRD spectra of 

the sample with the standard XRD data, (the JCPDS 

card numbers are mentioned in Fig. 3), it was found 

that both portions 1 and 2 of the sample contain 

mixtures of crystalline CdS and Cu2S, however with 

different mass fractions. In the XRD spectrum 

corresponding to region 1, the (220) peak of Cu2S is 

the most intense one. On the other hand, the intensity 

of the (111) peak corresponding to CdS (the most 

intense peak for CdS) is higher than that of the (220) 

peak of Cu2S. The XRD spectra are thus consistent 

with the structure of the diode, as is schematically 

demonstrated in Fig. 2(a). No noticeable changes 

were detected in the XRD spectra for the doped 

diodes, possibly because boron did not take part in the 

formation of the crystallites; rather, it took place in 

the interstitial sites. 

I-V and C-V characteristics were measured for a 

number of CdS-Cu2S thin film heterojunction diodes, 

which were fabricated by repeating the whole 

experimental procedure (Figs. 4 and 5). The 

qualitative behavior of the undoped and the doped 

diodes was almost the same with a quantitative 

difference. The cut-in voltage (Vγ) was 

approximately 0.3 V for the undoped case (Fig. 4). 

For the doped diodes, the value of Vγ was found to 

vary between 2-3 V (for the diodes doped with 10-4M 

H3BO3 solution), and between 3-4 V (for the diodes 

doped with 10-2 M H3BO3 solution). The change in Vγ 

for different doping cases could be attributed to a 

change in barrier height or built-in potential. From the 

expression of current density (J) the following 

expression (Eqn. 5) can be obtained [11]:  
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−=          (5) 

where ΔVbi is the change in barrier height. This 

expression shows that a slight change in barrier 

height drastically changes the current density. The 

change in barrier height can be explained as follows: 

CdS is an n-type material and the associated Fermi 

level is closer towards the conduction band whereas 

Cu2S is a p-type material with Fermi level closer to 

the valence band. Boron is an n-type dopant to CdS 

and a p-type to Cu2S. Boron is doped in the form of 

B3+ ions derived from H3BO3 which was mixed in the 

solution that was already prepared for depositing CdS 

in the second phase. As the Cu2S thin film was dipped 

in the doping solution the B3+ions penetrated inside 

the material and introduced p-type impurity. But as 

the CdS film was earlier deposited on the whole 

substrate so the effect of doping on the converted 

Cu2S layer will be less as compared to the single CdS 

layer. Therefore, the doped CdS will create a larger 

barrier height with the doped or undoped Cu2S as 

compared to undoped CdS layer [5]. Slight change of 

barrier height causes a large change in the values of J 

and Vγ [11, 17]. The C-V characteristic shows that the 

forward capacitance increases with voltage for doped 

and undoped diodes (Fig. 5). Increase in the forward 

capacitance may be due to charge storage at the 

semiconductor junction [8, 17]. Charge storage is 

caused by the charges that cannot follow up the 

change in signal voltage. All measurements were 

performed at a frequency of 100 kHz because at this 



M. K. Dutta et al.: Fabrication and characterization of CdS-Cu2S thin film heterojunction diode using …

162 

frequency the energy levels are properly populated 

and therefore a significant accumulation of charges 

was obtained. The reverse capacitance changes very 

slowly with the voltage for the undoped case and 

remains almost constant for doped diodes (Fig. 5). 

This result may be due to non-uniform film structures 

along with other nonidealities such as interface traps, 

etc. [8, 17]. 

Fig. 4. I-V characteristics of the as-prepared diodes. 

Fig. 5. C-V characteristics of the as-prepared diodes. 

CONCLUSIONS 

In this paper a low-cost CdS-Cu2S heterojunction 

fabrication by using chemical bath deposition 

technique was discussed. I-V, C-V characteristics of 

the fabricated heterojunction diode were measured by 

computer interfacing measurement technique.

I-V characteristics showed that, as the doping 

concentration changes, the cut-in voltage of the 

heterojunction diode also changes due to a change in 

the barrier height. Both the forward and reverse bias 

currents were also found changing with doping 

concentration. C-V characteristics showed the known 

characteristic changes due to the change in doping 

concentration. 
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The skin heat transfer models have attracted many researchers in recent years for improving the hyperthermia 

techniques and for evaluating burn injuries. Nevertheless, many of these researchers, which used the one-layer skin heat 

transfer model, could not provide useful information about the heat transfer in the laminar structure of skin tissue. Some 

researchers, which used the multi-layer skin heat transfer model, have questionable results in some cases. Therefore, in 

this study, we first developed a one-dimensional heat transfer model for a three-layer skin. Then, we investigated the 

effect of blood perfusion in this heat transfer model under the conditions of thermal equilibrium and the conditions of 

applying the external thermal pulse to the skin surface. For this work, we provided a direct solution for the conditions of 

thermal equilibrium and an approximate solution using a finite-difference method (FDM) for the conditions of applying 

an external thermal pulse. Finally, we evaluated the amount of thermal expansion and damage resulted from different 

thermal pulses and blood perfusion rates. Generally, the results of this study revealed that the blood perfusion rate has a 

large influence on the temperature distribution, thermal expansion and thermal damage, so that it significantly can lessen 

the burn degree, especially of the dermis and subcutaneous fat layers. Nevertheless, skin surface temperature according 

to the arterial blood temperature can completely reverse the effects of the blood perfusion rate in the temperature 

distribution of skin tissue. These results also showed that different structural and thermal properties of skin layers, 

especially thickness and thermal conductivity along with the blood vessels penetrated in the skin layers, can turn the skin 

tissue into a special thermal insulator, which well disagrees with any change in temperature in the skin surface.  

Keywords:  Three-layer skin model, Heat transfer, Pennes model, Thermal damage 

INTRODUCTION 

Skin is one of the most important 
thermoregulation organs in the human body that 
continuously regulates the temperature of internal 
tissues by using different modes of heat transfer such 
as conduction, convection, radiation and perspiration 
[1]. Hence, understanding the heat transfer process in 
the skin is a major challenge in the thermodynamic 
studies to improve local hyperthermia techniques [2-
7] and also evaluate the burn injuries [8].

The main objective of local hyperthermia
techniques is also to raise the temperature of the 
diseased tissue to a therapeutic value above the core 
temperature, and then thermally destroy it [9-11]. 
Accordingly, the therapeutic value is a very 
important factor in this therapy. However, there is no 
consensus as to what is the safest or most effective 
target temperature for hyperthermia. For example, 
some researchers defined this value for the local 
hyperthermia between 39.5 and 40.5°C [12] and 
some others defined it between 41.8 and 42°C 
(Europe, USA) to near 44°C (Japan, Russia) [13].1 
Furthermore, current studies have confirmed that the 
heat transfer within the skin is a heat conduction 
process coupled with physiological processes such as 

                                               

blood perfusion, gland activity, tissue metabolism 
and sometimes heat losses of the hair [1, 14, 15], so 
that these physiological processes can create different 
self-regulation activities by changing the 
characteristics of each of the skin layers. Therefore, 
finding an optimal thermal pattern for local 
hyperthermia techniques and evaluating burn injuries 
request comprehensive information for the heat 
transfer mechanism of skin tissue.  

Currently, various histological studies have been 
done on body tissues, especially skin tissues. 
Nevertheless, although these studies have provided 
remarkable results about macroscopic parameters 
such as the core temperature, these studies, due to 
laboratory and technical limitations, could not 
usually provide useful information about the 
temperature distribution of skin layers. Hence, 
researchers have often focused on mathematical 
models based on Fourier’s heat transfer law for 
understanding the heat transfer mechanism of skin 
layers. In this regard, Pennes [16], who proposed a 
bio-heat transfer equation based on this law, is one of 
the researchers that have provided a general model 
for evaluating heat transfer in different body tissues. 
It is remarkable that this bio-heat transfer equation is 
currently  the  basis  of   many   studies   in   thermal 
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diagnostics [17], thermal parameter estimation [18-
20] and burn injury evaluation [8, 21, 22] for
evaluating different modes such as different
boundary conditions and blood perfusion rates. For
example, Vyas and Rustgi [23] obtained an analytical
solution based on a cylindrically symmetric model
(in which the laser beam is traveling only in the z-
direction) to study the laser-tissue interaction.
Newman [24] investigated the thermal washout in
biological tissues by using Green’s function method.
Zhu and Weinbaum [25] applied the Green’s function
method to solve a series of steady-status bio-heat
transfer problems in which the Pennes’ perfusion
term was not included. Durkee and Antich [26, 27]
addressed the time-dependent Pennes’ equation in 1-
D multi-region Cartesian and spherical geometry.
Lagendijk et al. [28] also contributed to
understanding some specific heat transfer problems
during a tumor hyperthermia process. Kengne [29]
investigated the effect of the temperature-dependent
thermal conductivity on the nonlinear temperature
distribution by using the Taylor expansion method.
Deng [30] analyzed the Pennes bio-heat transfer
equation for one-layer skin influenced by various
heat sources. In [1, 14, 15] Xu et al. analytically
examined the biothermomechanic behavior of skin
tissue under various boundary conditions by using
the one-layer Pennes bio-heat transfer equation. They
also examined the biothermomechanic behavior in
the multi-layer Pennes by the bio-heat transfer
equation using the finite-difference method. Lin and
Chou [31] proposed a numerical scheme combined
with differential transform and finite-difference
methods for solving the Pennes bio-heat transfer
equation. They examined the one-layer skin heat
transfer model in the constant temperature surface.
Lai and Chan [32] developed a two-dimensional heat
transfer model for a 12-segment human body. They
stated that their model was validated for predicting
skin and body core temperatures under a wide range
of thermal conditions. Strakowska et al. also
evaluated the Pennes bio-heat transfer equation for a
skin tissue, in which each of the three layers had
different thermal parameters. These researchers
finally reported that there was a rate of significant
fitting between the temperature of the skin surface
estimated by the Pennes equation and temperature
recorded by a thermal camera from the skin surface
in a certain time interval [33].

Generally, although these studies provided 
interesting results in some cases for improving the 
therapeutic applications, their results were 
questionable in some cases. For example, some of 
these researchers [1, 14, 15] reported that an external 
heat source in addition to the strain caused by thermal 
expansion generates a mechanical strain, while a 
thermal loading (external heat source) based on the 
solid mechanics only generates thermal strain in the 

solid material. Some other researchers [1, 30], which 
investigated the influence of blood perfusion rate on 
the temperature distribution of skin tissue, also 
considered that increasing the blood perfusion rate 
generally decreases the temperature distribution of 
skin tissue, while the temperature of skin tissue in 
addition to the blood perfusion rate depend on air 
temperature adjacent to skin surface. On the other 
hand, the human skin consists of three layers: the 
epidermis, the dermis and the subcutaneous layer. 
The two internal layers, especially the subcutaneous 
layer is primarily made up of fat and connective 
tissue [34]. It is remarkable that the fat insulates the 
body against both heat and cold. Therefore, the 
thermal response of these layers to an external heat 
source can turn from a conductor to an insulator and 
conversely [34], because the fat layers act as a 
thermal inductor against heat. This means that the 
temperature distribution resulted from an external 
heat source has special dynamics. Nonetheless, some 
of these researchers [1, 14, 15], who examined the 
heat transfer in the three skin layers, did not report 
such dynamics. Furthermore, it is also amazing that 
other researchers have reported their outcomes at 
temperatures above 45°C regardless of the fact that at 
temperatures above 45°C the skin changes due to the 
burn. This is another questionable result of these 
researches.  

Therefore, in this study, we provided a one-
dimensional bio-heat transfer model based on the 
Pennes equation that presented interesting results 
about the dynamics of skin heat transfer and also the 
thermal expansion and damage caused by an external 
heat source on the three skin layers. The remainder of 
this paper is organized as follows: Sections 2 and 3 
present the heat transfer equations and boundary 
conditions of the proposed model for three skin 
layers. Section 4 provides equilibrium temperature 
distribution in the three skin layers by solving the 
equations of the proposed model under the condition 
of thermal equilibrium of skin tissue. Section 5 shows 
the total temperature distribution resulted from a 
thermal pulse applied on the skin surface which 
obtained from the solution the equations of the 
proposed model by using the backward finite-
difference method (BFDM), which is also known as 
the backward Euler method. Sections 6 and 7 provide 
the thermal expansion and damage created by 
different thermal pulses and blood perfusion rates. 
Finally, section 8 presents a brief conclusion about 
the results obtained in this research. 

Heat transfer equations of a three-layer skin 

As stated, the heat transfer in the skin layers is a 
heat conduction process coupled with blood 
perfusion. Hence, this process is also dependent on 
the size of the blood vessels. In addition, since the 
thermal equilibration length of blood vessels (Leq) 
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[35, 36] in the skin tissue is significantly shorter than 
the length of the blood vessel in this tissue, i.e. about 
2×10-5 to 3×10-5 mm [1, 37], the temperature of 
ejected blood through the vessels is approximately 
equal to the temperature of the skin tissue. These 
conditions also confirm that the Pennes bio-heat 
transfer equation suffices to model the heat transfer 
in the two internal layers of the skin [1, 38]. It is also 
suitable to model the heat transfer in the outer layer 
of the skin. 

The Pennes equation is a derivation of Fourier’s 
heat transfer equation and general bio-heat transfer 
equation [16]. This equation is defined as follows: 
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where ρ, c and k are the density, specific heat and 
thermal conductivity of the skin tissue, respectively. 
Qmet is the metabolic heat generation in the skin 
tissue and Qb is the heat generated by vessels and is 
expressed as follows: 

))(1()( TTcTQ abbbb −−=  (2) 

where ρb and cb refer to blood. ωb is the blood 
perfusion rate. Ta and T are the temperature of arterial 
blood and skin tissue, respectively. μ has been 
usually considered equal to zero [1, 16, 31]. It also 
seems that this parameter is a thermal friction 
coefficient, which Pennes added to its equation and 
considered that its value can be between 0 and 1. 

Proposed model for three skin layers 

In this work, we investigated the heat transfer in 
one-dimension for three layers of the skin (see Fig. 
1). This approximation is good when the heat is 
propagated in the direction perpendicular to the skin 
surface (e.g. during laser heating). As shown in Fig. 
1, we assumed the skin tissue as three cubes with 
infinite length and width, and finite depth. Therefore, 
we simplified the Laplace operator in equation (1) for 
each of the skin layers as equation (3). In other words, 
we actually used a one-dimensional model as 
outlined at the beginning of the next subsection. 
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Accordingly, by using equations (1) and (3) we 
rewrote the heat transfer equations for each of the 
three skin layers as follows: 
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Notations e, d and f represent the epidermis, 
dermis and subcutaneous fat layers, respectively. As 
seen in the equation relevant to the epidermis layer, 
we do not consider the blood perfusion term for this 
layer, because the blood perfusion of this layer is 
negligible. We also assumed that the heat wasted 
through sweat glands and hairs is negligible and the 
thermal properties of skin layers are homogeneous. 
In the next section, we provided the boundary 
conditions for each of the skin layers. 

First boundary

Fourth boundary 

Second boundary 

Third boundary

HEpidermis 

HDermis 

HSubcutaneous fat 

Blood perfusion 

Blood perfusion 

z
Heat source 

Fig. 1. The corresponding idealized skin model 

Boundary conditions of three-layer skin 

As shown in Fig. 1, there are four boundaries in 

the one-dimensional heat transfer model for three-

layer skin. The first boundary is related to the 

temperature of the skin surface that is equivalent to 

the temperature generated by the external heat source 

on this surface. The second boundary is located 

between the epidermis and dermis layers. Similarly, 

the third boundary is located between the dermis and 

the subcutaneous fat layer. Second and third 

boundaries have the same temperature and heat flux 

profiles. The last boundary is between the 

subcutaneous fat layer and the internal layer (fat 

layer). The temperature of this boundary is 

approximately equal to the core temperature, i.e. 

~37oC [39]. Therefore, we defined the boundary 

conditions of the three skin layers as follows: 
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where Tc is the core temperature. In the next section, 
we solved the equations of the proposed model under 
the conditions of thermal equilibrium of skin tissue. 

Equilibrium temperature distribution 

As we know, the equilibrium temperature 
distribution in the three skin layers can be obtained 
through solving equations (4) at time t = 0. 
Therefore, we can rewrite the heat transfer equations 
of the three skin layers under the conditions of 
thermal equilibrium as: 
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Similarly, we rewrote the boundary conditions in 
t = 0 as equations (7), with the exception that we 
replaced the first boundary condition (C1 in 
equations (5)) with a new boundary condition (C1 in 
equations (7)), because this boundary, due to Qext(0) 
= 0 exchanges the heat of skin surface as the 
convective. Therefore, this new boundary condition 
is equivalent to heat flows exchanged between the 
skin surface and the air. In these equations, Tair is the 
air temperature in adjacent to the skin surface. hair is 
also the heat convection coefficient between the skin 
surface and the surrounding air.  
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Table 1. Values employed for the parameters of the 

proposed model  

Unit Value Variant 

Kg/m3 1060 Blood density 

J/Kg.oC 3770 Blood specific heat 

Kg/m3 
1190 
1116 
971 

Density 
Epidermis 
Dermis 
Subcutaneous fat 

J/KgoC 
3600 
3300 
2700 

Skin specific heat 
Epidermis 
Dermis 
Subcutaneous fat 

W/moC 
0.235 
0.445 
0.185 

Thermal conductivity 
Epidermis 
Dermis 
Subcutaneous fat 

mm 
0.1 
1.5 
4.4 

Thickness 
Epidermis (He) 
Dermis (Hd) 
Subcutaneous fat (Hf) 

W/ m3 
368.1 
368.1 
368.1 

Metabolic heat generation 
Epidermis 
Dermis 
Subcutaneous fat 

1/oC 
1e-4 
1e-4 
1e-4 

Thermal expansion coefficient 
Epidermis 
Dermis 
Subcutaneous fat 

oC 37 Body core temperature (TC) 
oC 37 Arterial blood temperature (Ta) 
oC 25 Air temperature (Tair) 

Table 1 provides the values employed for the 
parameters of the proposed model. According to 
these values, the characteristic equation obtained 
from the differential equations (6b) and (6c) have a 
delta greater than zero (∆>0). Therefore, the general 
solution of these differential equations is as follows: 
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The particular solution of these equations by 
using the boundary conditions provided in equations 
(7) creates a system of linear equations as follows:

PWM =.  (9) 
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Solving this system of linear equations by using 
the Gauss-Jordan elimination method [40] gets the 
coefficients (A-F) of equations (8). Table 2 
summarizes these coefficients for three different 
blood perfusion rates at air temperature of 25oC and 
40oC, which we calculated by the Gauss-Jordan 
elimination method.  

Fig. 2 shows the simulation results of equations 
(8) by using these coefficients. As shown in Fig. 2,
the equilibrium temperature distribution in the three
skin layers depends on the blood perfusion rate (ωb)
and the air temperature in the adjacent to the skin
surface (Tair), so that if the air temperature is lower
than the arterial blood temperature, increasing the
blood perfusion rate exponentially enhances the
temperature of the three skin layers (Fig. 2a) and if
the air temperature is higher than the arterial blood
temperature, increasing the blood perfusion rate
exponentially reduces the temperature of three skin
layers (Fig. 2b). Therefore, the blood perfusion rate
is one of the effective self-regulatory activities in the
skin tissues for returning the skin temperature to the
arterial blood temperature. The air temperature also
plays an important role in this distribution, because
self-regulatory activities (brain and heart activities)
in the human body always try to hold 37oC for the
core temperature by changing the blood perfusion
rate.

Table 2. Coefficients of equations (8) under three different blood perfusions 

Tair ωb A B C D E F 

2
5

 oC
 

0.01 

0.001 

0.0001 

862.38 

710.54 

666.05 

35.13 

33.35 

32.83 

-0.14

0.14 

3.35 

-1.65

-3.82

-8.38

0.02 

1.12 

6.68 

-1.29

-4.27

-11.19

4
0

 oC
 

0.01 

0.001 

0.0001 

-214.86

-175.70

-164.21

37.48 

37.94 

38.07 

0.03 

-0.08

-1.38

0.41 

0.90 

1.51 

-0.01

-0.33

-2.24

0.32 

1.02 

2.25 
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Fig. 2. Effect of blood perfusion rate and air 
temperature on the equilibrium temperature distribution 
of the skin layers: a) Tair = 25oC, b) Tair = 40oC 

a        b         c 

C1  C2,3  C4,5   C6 

H
e 

H
d  

H
 f  
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i 

Fig. 3. Finite-difference mesh used for three skin 
layers 

Temperature distribution resulted from an external 

heat source 

Temperature distribution in the three skin layers 
generally consists of the equilibrium temperature 
distribution and the temperature distribution resulted 
from an external heat source. Therefore, this 
distribution can be calculated by solving the bio-heat 
transfer equations (4) under the boundary conditions 
provided in equations (5). Nevertheless, although the 
general solution of these partial differential 

equations is available, the particular solution of these 
equations by using the boundary conditions provided 
in equations (5) is inaccessible with the current 
science. We accordingly solved these partial 
differential equations by using the backward finite-
difference method (BFDM) [41, 42], which is 
usually known as the backward Euler method. The 
following equations present the approximate 
differential equations obtained from equations (4) 
and (5) by using the BFDM: 
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where i and j are the unit vectors of the z-axis and 
the t-axis in finite-difference mesh, respectively. Fig. 
3 provides the finite-difference mesh employed in 
this study. As shown in the figure, we used the 
approximate bio-heat transfer equations (a-c) for 
points located into the skin layers, and the 
approximate equations of boundary conditions for 
points located on boundaries. In other words, we 
computed an equation for each of the points located 
on the finite-difference mesh by using equations 
(10). Finally, we solved the system of linear 
equations generated by these equations by using the 
Gauss-Jordan elimination method, and got the 
temperature of each of the mesh points.  

Fig. 4 indicates the effect of two different blood 
perfusion rates on the temperature distribution 
resulted from a thermal pulse of 0.25 s (Q(t)) applied 
on the skin surface. As seen in this figure, comparing 
the patterns together generally shows that increasing 
the blood perfusion rate in the internal layers 
amplifies the amount of heat absorption, because the 
temperature of the thermal pulse is higher than that 
of arterial blood (Fig. 2). Lower temperature 
distribution in inner layers, especially the 
subcutaneous fat layers, confirms this issue. These 
distributions also show that two internal layers, 
especially the subcutaneous fat layers, like a thermal 
inductor always disagree with any change in the 
thermal flow. Areas marked with the red and yellow 
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arrows in these patterns confirm this issue that the 
internal layers recoil the heat at the beginning of the 
thermal pulse and absorb the heat after removing the 
thermal pulse. In other words, since thermal flow is 
increased and decreased in the rising and falling 
edges of the thermal pulse, the internal layers, 
especially the subcutaneous fat layers, as a thermal 
inductor disagree with it in these times. Therefore, 
this means that the thermal response in the skin 
tissue against an external heat source can become 
from a conductor an insulator and conversely, due to 
changing the heat flow. This property of internal 
layers, in addition to reducing the amount of stress 
entered on internal tissues, also leads to the gradual 
expansion and contraction of skin tissue, which are 
effective processes for reducing thermal damage, 
especially at low temperatures. In other words, the 
gradual expansion and contraction slowly convert 
thermal energy into kinetic energy, which result in 
less thermal damage. In the next section, we 
calculated the thermal expansion of the skin. 

Fig. 4. Effect of two different blood perfusion rates on 
temperature distribution resulted from a thermal pulse: a) 
0.0001 ml/s/ml, b) 0.01 ml/s/ml, c) the thermal pulse. 

Thermal expansion in three skin layers 

Strain according to Hooke’s Law in 1D is defined 
as follows [43]: 

TM  +=  (11) 

where εM and εT are strains resulted from the 
mechanical and thermal loading. Since we have only 
a thermal loading on the skin tissue (∆T), the term 
relevant to mechanical strain was zero. Therefore, 
the strain is: 
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tTtt sT
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where αs is the linear coefficient of thermal 
expansion and δ is thermal expansion. According to 
this equation, we can calculate total thermal 
expansion as follows: 

 
i

iis txtTt )()()(   (13) 

Fig. 5 provides a part of finite-difference mesh in 
Fig. 3 that visually describes equation (13). Since we 
considered the temperature of internal tissue equal to 
the core temperature (Tc) and also, since αair is much 
larger than αs, equation (13) is an acceptable 
estimation for thermal expansion created in the skin. 

Skin layers 

αs = 0.0001

i 

H
e 

H
d  

H
 f  

∆xi(t) 
∆δi(t) ≈ αs∆Ti(t)∆xi(t) 

t
Air 

αair >> αs

Internal 

tissue 

∆T  ≈ 0

αIT ≈ αs

Fig. 5. A part of finite-difference mesh in Fig. 3 
employed for calculating the thermal expansion of skin 
layers. 

Fig. 6 illustrates the thermal expansion resulted 
from the temperature distribution in Fig. 4a. As 
shown in this figure, total thermal expansion has a 
gradual increase during applying the thermal pulse, 
and a gradual decrease after removing the thermal 
pulse, so that the time constant of the contraction 
phase is larger than that of the expansion phase in the 
skin layers. Comparing the thermal expansion of the 
two internal layers with total thermal expansion 
generally shows that the cause of a larger time 
constant in the contraction phase is the subcutaneous 
fat layer. The cause of the smaller time constant in 
the expansion phase is the dermis layer.  

Besides, although the amount of total thermal 
expansion is negligible at low temperatures and the 
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kinetic energy generated by these temperatures 
cannot disrupt the molecular bonds of proteins, the 
amount of total thermal expansion at high 
temperatures due to the excessive kinetic energy can 
disrupt the molecular bonds of proteins. Fig. 7 shows 
the total thermal expansion resulted from the thermal 
pulses of 0.25 s with different amplitudes (AQ(t)). As 
seen in this figure, increasing the temperatures 
exponentially increases the amount of thermal 
expansion. Therefore, this amount of thermal 
expansion coupled with its equivalent kinetic energy 
at high temperatures can simply disrupt the 
molecular bonds of protein. This discontinuity 
changes the nature of materials, and its result is 
thermal damage. In the following section, we 
investigated the thermal damage generated by a 
temperature distribution in the skin. 

Fig. 6. Thermal expansion in the skin layers 

Total thermal expansion resulted from the 

thermal pulses of 0.25 s with different amplitudes (αs 

= 0.0001). 

Thermal damage in three skin layers 

It is obvious that the temperature is a very 
important factor to enhance the rate of successful 
collisions between the particles of a reactant. 
Therefore, increasing the temperature in the skin 
tissue amplifies the kinetic energy and causes that 
the molecules vibrate rapidly and violently. This 
vibration in the molecules also increases the rate of 
protein denaturation, which outcome at long term is 
the thermal damage. So, the thermal damage (Ω) in 
the skin tissue generally depends on the rate of 
protein denaturation (k) and exposure time (t) at a 
given temperature. Henriques and Moritz [44, 45] 
have accordingly proposed that the thermal damage 
in a tissue can be measured by the Arrhenius 
equation [46] as follows: 
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where R = 8.314 J.mol-1.K-1 is the universal gas 

constant. A is collision frequency, which has a non-

linear relationship with activation energy (Ea) [47]. 

Ea = 21149.324 + 2688.367 ln(A). 
In the present study, the burn injury in the skin is 

calculated by using the burn integration of 15, with 
the collision frequency A = 2.1×1098 (Ea = 75005 
J.mol-1). Note that it is now widely accepted that Ω
= 0.53, first degree burn; Ω = 1, second degree burn;
Ω = 104, third degree burn [15].

Fig. 7. Thermal damage resulting from thermal pulses 
of 0.25 s with different amplitudes (see AQ(t) in Fig. 4) in 
three skin layers.  

Fig. 8. Thermal damage resulting from thermal pulses 
of 0.25 s with different amplitudes (see AQ(t) in Fig 4) in 
three skin layers. 
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Fig. 8 presents the thermal damage resulted from 
thermal pulses of 0.25 s with different amplitudes for 
three skin layers. To better display the status of 
thermal damage in each of the skin layers, we 
reported its logarithmic values. The curves of Fig 8 
actually indicate that a thermal pulse of 0.25 s in a 
narrow temperature band (51.8oC to 52.8oC) can 
create a first-degree burn on the two external layers 
of skin, especially the epidermis layers. 
Interestingly, the most severe type of this burn, 
which occurs in Ω ≈ 1 (T ≈ 52.8oC), only involves a 
very small part of dermis layers, while the second-
degree burn, which is generated by a thermal pulse 
of 0.25 s in a wider temperature band (52.8oC to 
66.8oC), involves a significant part of dermis layers. 
Hence, the symptoms of this burn often are blisters 
and severe pain. But the most serious type of skin 
burn, i.e. the third-degree burn, which is generated 
by thermal pulses above 66oC, burns the epidermis 
and dermis layers and a significant part of the 
subcutaneous fat layer. Hence, this burn leads to the 
destruction of the sensory nerve endings of the outer 
layers. Nevertheless, although the results of Fig. 8 
reported a critical condition for skin at high 
temperatures, the blood vessels in the two internal 
layers can reduce the amount of thermal damage by 
regulating the blood perfusion rates. Fig. 9 shows the 
effect of different blood perfusion rates on the 
thermal damage resulted from thermal pulses of 0.25 
s.  

Fig. 9. Effect of different blood perfusion rates on the 
thermal damage led by thermal pulses of 0.25 s in the 
three skin layers. 

As shown in this figure, increasing the blood 
perfusion rate significantly decreases the thermal 
damage in the dermis and subcutaneous fat layers. In 
other words, the blood vessels with more heat 
absorption in the higher blood perfusion rate try to 
hold the skin temperature at the blood temperature 
(37oC). This process in the vessels leads to reduction 

of the thermal damage at 0.25 s. In the next section, 
we presented a brief conclusion about the results 
obtained in this research. 

DISCUSSION AND CONCLUSION 

As stated, some of the researchers [1, 30] 
generally reported that increasing the blood 
perfusion rate only reduces the temperature of skin 
layers, while analytical studying the one-
dimensional heat transfer model developed in this 
work for three-layer skin showed that the 
thermomechanical responses generated by the 
laminar structure of skin tissue coupled with the 
blood vessels penetrated in skin layers extremely 
depend on the skin surface temperature (Fig. 2). In 
fact, this temperature can completely reverse the 
effects of the blood perfusion rate, so that if the skin 
surface temperature is lower than the arterial blood 
temperature, increasing the blood perfusion rate 
exponentially enhances the temperature of skin 
layers (Fig. 2a). Conversely, if the skin surface 
temperature is higher than the arterial blood 
temperature, increasing the blood perfusion rate 
exponentially reduces the temperature of three skin 
layers (Fig. 2b). This means that the heat adsorption 
and desorption performed by the blood vessels 
depend on the temperature gradient between the 
arterial blood temperature and the temperature of 
each point from the skin tissue. Furthermore, the 
temperature of each point from the skin tissue is 
proportional to the boundary conditions, especially 
the skin surface temperature. Therefore, the blood 
perfusion rate has not the same effect on all the 
points of skin tissue. The temperature distributions 
of the three skin layers for two different blood 
perfusion rates in Fig 4 confirm this issue. These 
temperature distributions also confirm that thermal 
and structural properties (Table 1) due to their 
special arrangement in different skin layers give 
special flexibility to the skin against heat. For 
example, as shown in Table 1, the thermal 
conductivity of the subcutaneous fat layer (0.185 
W/moC) is less than that of the dermis layer (0.445 
W/moC). This difference in the thermal conductivity 
of the two layers leads to gradual spreading of the 
heat in the subcutaneous fat layer and quick 
spreading of the heat in the dermis layer. This heat 
transfer process has a direct effect on the amount of 
heat absorbed by the blood vessels. In other words, 
the subcutaneous fat layer, due to its greater 
thickness (4.4 mm) absorbs more heat than the 
dermis layer. Therefore, the dermis layer 
experiences a higher temperature than the 
subcutaneous fat layer (Fig. 4). This means that the 
dermis layer converts more thermal energy into 
kinetic energy. Consequently, the thermal expansion 
of the dermis layer exceeds that of the subcutaneous 
fat layer (Fig. 6). This thermal expansion along with 
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its equivalent kinetic energy at low temperatures can 
be eliminated by the blood vessels, but the kinetic 
energy generated by the high temperatures cannot be 
eliminated by the blood vessels. Hence, the 
unabsorbed kinetic energy exponentially increases 
the distance (and motion) between constituents of 
matter, whose outcome is a thermal expansion (Fig. 
7). This critical status disrupts bonds between the 
constituents of materials and changes the nature of 
materials. The result of this change in the tissue is 
thermal damage, which usually appears as an injury 
(Fig. 8). 

Interestingly, the epidermis layer, despite having 
a lower thermal conductivity (0.235 W/moC) than 
the dermis layer, tolerates high temperature due to 
the low thickness and proximity to the skin surface 
(Fig. 4). This high temperature in the epidermis layer 
creates thermal expansion, which is relatively less 
than that of other layers. Nevertheless, this 
expansion compared with the thickness of the 
epidermis layer (0.1 mm) is remarkable, so that 
usually creates the most damage in the burning 
conditions, i.e. high temperature and exposure time 
at this temperature. Fig. 8 well confirms this issue. 
This figure also confirms that the burn degree in all 
of the skin layers is directly proportional to the 
temperature applied to the skin surface and can be 
reduced by increasing the blood perfusion rate (Fig. 
9). Some of the researchers [1, 14, 15] nonetheless 
reported that the blood perfusion rate has little 
influence on burn damage; while they considered 
that this rate has a high influence on the temperature 
distribution in the skin. It is remarkable that these 
researchers used equation (13) for calculating the 
burn damage, in which there is a direct proportion 
between the temperature and the thermal damage. 
Therefore, this direct proportion does not confirm 
the outcome reported by these researchers.  

There are also limitations in our paper. First, we 
have assumed constant properties for each of the 
skin layers, while these properties are usually non-
constant, especially at the boundary of layers. 
Second, we have considered the present model as 
one-dimensional one, but the skin is a spatial object. 
Third, our model includes three layers. Accordingly, 
we assumed the boundary condition between the 
subcutaneous fat layer and the fat layer equal to the 
core temperature, while the internal layers (fat, 
muscle and bone) have a non-stationary temperature 
distribution.  

Nevertheless, although the elimination of each of 
the limitations will be an interesting start point for 
future works, the results reported in the previous 
section show that the present model has an adequate 
ability to model the heat transfer and to evaluate the 
burn injuries in multi-layer skin. Therefore, this 
model can be very interesting for improving medical 
applications such as the local hyperthermia 

techniques and for evaluating the burn injuries. The 
outcomes obtained from this model can be also 
validated and employed in laminar insulations used 
in building facilities, in which heating installations 
usually penetrate in some layers. 
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Design of sodium carbonate functionalized TiO2-coated Fe3O4 nanoparticles as a new 

heterogeneous catalyst for pyrrole synthesis  
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The novel Fe3O4@TiO2 supported sodium carbonate (Fe3O4@TiO2@(CH2)3OCO2Na) is reported with a view to 

introduce new synthetic routes under green and mild conditions. Additionally, it is shown this base-functionalized 

magnetic catalyst exhibits excellent activity for the synthesis of pyrroles via Paal-Knorr reaction. The structure of this 

catalyst was studied by FT-IR, XRD, SEM, EDS and VSM analysis. The separation of this catalyst is done in a facile 

manner by an external magnetic field and its use without reducing catalytic activity is possible for five times. 

Keywords: pyrrole, Paal-Knorr reaction, nanocatalyst, Fe3O4, TiO2   

INTRODUCTION 

Due to increasing environmental regulations, 

global safety of nature is the most important factor 

in modern science and technology, in particular, in 

the organic synthesis area. High activity and 

selectivity, and desired resilience of nanocatalysts 

make them to be recognized as pioneers of green 

chemistry. The important advantage of nanoparticles 

is their high specific surface area to volume ratio 

leading to increased contact with the reactants. 

Despite the several mentioned benefits of 

nanomaterials, they are difficult to separate. 

Therefore, it is important to design recoverable and 

green nanocatalysts [1, 2]. Heterogeneous catalysis 

using nanomaterials as recyclable catalysts for 

organic transformations has attracted the attention. 

Magnetic nanoparticles (MNPs) have been 

intensively investigated in recent years. Owing to the 

facility of isolation from the reaction mixture using 

an external magnet, as well as to the fact that such 

types of systems possess high-potential active sites 

for loading of other functional groups, it would be 

reasonable to use magnetic nanoparticles. Among 

them, nano-Fe3O4 is most commonly used due to its 

unique physical properties including high surface 

area, superparamagnetism, low toxicity and their 

potential applications [3]. One of the inherent 

disadvantages of iron oxide nanoparticles is 

aggregation/oxidation and coating by metal oxides 

reduces this problem [4]. Titanium dioxide is a 

suitable substance for this purpose and can improve 

the catalytic activity of the magnetite nanoparticles. 

More attention is being paid to titania layer as 

coating of magnetic nanoparticles for increasing the 

surface area and simplifying the surface 

functionalization [5-7]. 

Pyrroles as an important class of heterocyclic 

compounds find widespread use in the 

pharmaceutical and agrochemical industries [8]. 

They are also widely applied in synthetic organic 

chemistry and material science. Pyrrole and its 

derivatives are also often seen as building blocks in 

naturally occurring and biologically active 

compounds. These heterocycles are prevalent in 

many drugs thus chemists are increasingly interested 

to discover new methods for rapid construction of 

pharmacologically important drug-like compounds 

[9]. So, it is not surprising that many synthetic 

approaches have been reported for the synthesis of 

pyrroles. The most widely used method is the Paal-

Knorr synthesis, which consists of condensation of 

primary amines with 1,4-dicarbonyl compounds to 

obtain substituted pyrroles [10-12]. Numerous 

catalysts such as zeolite, Bi(NO3)3.5H2O, HCl, 

Ti(OPri)4, Al2O3, p-TSA, layered zirconium 

phosphate and zirconium sulfophenyl phosphonate 

have been applied in the Paal-Knorr reaction [13]. 

Synthesis of surface-modified magnetite 

nanoparticles is one of the major areas of our current 

research. In connection with our previous studies 

[14-20], we decided to introduce 

Fe3O4@TiO2@(CH2)3OCO2Na as a magnetically 

recoverable solid base catalyst.  

EXPERIMENTAL 

All chemicals used in this research were 

purchased from Fluka and Merck chemical 

companies. Melting points were determined by an 

electrothermal KSB1N apparatus and are 

uncorrected. Fourier transform infrared (FT-IR) 

spectra were recorded on a Shimadzu-470 

spectrometer using KBr pellets. X-ray powder 

diffraction (XRD) patterns  were  recorded  using  a  
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Bruker AXS (D8 Advance) X-ray diffractometer 

with Cu Kα radiation (λ = 0.15418 nm). The 

measurement was made in 2θ ranging from 10° to 

80° at the speed of 0.05° min-1. Energy dispersive 

spectroscopy (EDS) was performed using a 

TESCAN Vega model instrument. The morphology 

of the particles was observed by scanning electron 

microscopy (SEM) under an acceleration voltage of 

26 kV. The magnetic measurement was carried out 

in a vibrating sample magnetometer (VSM) Kashan 

University, Kashan, Iran) at room temperature. 

Synthesis of Fe3O4 MNPs 

FeCl3.6H2O (2.7 g, 10 mmol) and FeCl2.4H2O (1 

g, 5 mmol) were dissolved in distilled water (45 mL) 

and stirred for 15 min under argon atmosphere at 80 

°C. Sodium hydroxide solution (5 mL, 10 M) was 

then added dropwise to the solution as long as the 

color of solution was black. After about 1 h, the 

generated iron oxide nanoparticles were collected 

with a magnet and rinsed thoroughly with distilled 

water two or three times. MNPs Fe3O4 was dried at 

60 °C [21]. 

Preparation of Fe3O4@TiO2  

Nano-Fe3O4 was initially diluted in a mixture of 

ethanol and acetonitrile (125:45 mL). The resulting 

dispersion was then homogenized by ultrasonic 

vibration in a water bath. Then followed the addition 

of ammonia aqueous solution (0.75 mL, 25%) while 

stirred vigorously by a mechanical stirrer at room 

temperature for 30 min. Tetraethyl orthotitanate 

(TEOT) (1.5 mL) in absolute ethanol (20 mL) was 

then added dropwise to the solution under 

continuous mechanical stirring at 30 °C for 2 h. 

Fe3O4@-TiO2 was separated by a magnet, washed 

several times with ethanol, and dried at room-

temperature [22]. 

Procedure for the synthesis of 

Fe3O4@TiO2@(CH2)3Cl 

Fe3O4@TiO2 (0.5 g) was ultrasonically dispersed 

in dry toluene (80 mL) for 15 min. Next, 3-

chloropropyltriethoxysilan (0.121 g, 0.5 mmol) was 

added to the mixture and stirred with argon gas under 

reflux conditions for 12 h. Next, 

Fe3O4@TiO2@(CH2)3Cl was obtained by magnetic 

separation and washed with deionized water and 

ethanol [18]. 

Synthesis of Fe3O4@TiO2@(CH2)3OCO2Na (1) 

In the final step, the prepared Fe3O4@TiO2@ 

(CH2)3Cl (0.5 g) was dissolved in DMSO (50 mL) 

and ultrasonicated for 15 min. Then Na2CO3 (1 g) 

was added and the reaction mixture was heated at 90 

°C for 24 h. The final product was separated from 

the solution with a magnet and then washed several 

times with water and ethanol followed by drying at 

60 °C under vacuum.  

General procedure for the synthesis of pyrrole 

derivatives (4) 

Fe3O4@TiO2@(CH2)3OCO2Na (0.003 g) was 

added to a mixture of 2,5-hexadione (1 mmol) and 

aniline derivatives (1 mmol) at 80 ºC. The mixture 

was stirred under solvent-free conditions for 15-25 

min and the reaction process was followed by thin-

layer chromatography. After completion, the 

reaction mixture was dissolved in hot EtOH (5 mL). 

The catalyst was removed from the reaction mixture 

using an external magnet. The solvent was then 

removed and the crude products were purified by 

crystallization from n-hexane. 

Catalyst recovery instructions 

2,5-Hexadione (1 mmol), aniline (1 mmol), and 

Fe3O4@TiO2@(CH2)3OCO2Na (0.003 g) were 

stirred under free-solvent condition at 80 ºC for 20 

min. After completion of the reaction, hot ethanol (5 

mL) was added to the reaction and the mixture was 

subjected to separation using a permanent magnet. It 

was repeatedly washed with distilled water (10 mL 

each), three times with methanol (10 mL each) and 

then dried at 80 °C. Finally, it was reused in 

subsequent runs. 

RESULTS AND DISCUSSION 

The magnetic nanocatalyst Fe3O4@TiO2@ 

(CH2)3OCO2Na (1) was prepared following the 

procedure shown in Scheme 1. Firstly, the chemical 

coprecipitation of Fe2+ and Fe3+ ions in basic solution 

led to the formation of nano-Fe3O4. Then, in order to 

avoid possible aggregation or oxidation of the iron 

oxide nanoparticles, the obtained MNPs were coated 

with TiO2 using tetraethyl orthotitanate (TEOT). 

Nanoparticles Fe3O4@TiO2 can be functionalized 

with 3-chloropropyltriethoxysilan molecule. Finally, 

the surface of Fe3O4@TiO2@(CH2)3Cl was 

functionalized with Na2CO3 to give nanocatalyst 1. 

The prepared catalyst was characterized by FT-IR, 

XRD, SEM, EDS and VSM analysis. 
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Scheme 1. Synthesis of Fe3O4@TiO2@(CH2)3OCO2Na (1). 

Fig. 1 shows the XRD patterns of Fe3O4, 

Fe3O4@TiO2 and Fe3O4@TiO2@(CH2)3OCO2Na. In 

Fig. 1c the peaks at 2θ = 30.2, 35.6, 43.4, 53.9, 57.4 

and 63.0 are related to (220), (311), (400), (422), 

(511) and (440) showing the cubic spinal structure 

of Fe3O4 [23]. Also, the mentioned indices revealed 

that the new catalyst in Fig. 1c has a similar structure 

to Fe3O4 nanoparticles in Fig. 1a, and this shows that 

no phase change was observed after surface 

modification of the magnetite nanoparticles. The 

characteristic peaks confirming the presence of –

OCO2Na appeared around 10, 34, 36 and 43 (2θ), 

some of which were overlapped by Fe3O4 peaks [24]. 

 

Fig. 1. XRD patterns of (a) Fe3O4, (b) Fe3O4@TiO2, 

and (c) Fe3O4@TiO2@(CH2)3OCO2Na. 

The FT-IR spectra of Fe3O4, Fe3O4@TiO2, 

Fe3O4@-TiO2@(CH2)3Cl and Fe3O4@TiO2@ 

(CH2)3OCO2Na were compared to analyze the 

progress of the designed catalyst (Fig. 2). The 

presence of characteristic peaks corresponding to 

Fe-O stretching vibration near 586 cm-1 in all 

compared spectra is a confirmation of the 

preservation 0f the nanostructure of Fe3O4 

throughout the process. The broad band between 

400-700 and 1400 cm-1 seen in Fig. 2b may be 

assigned to the Ti-O-Ti stretching modes and Fe-O-

Ti bonds, respectively [25, 18]. In Fig. 2c, CH2 

bending, as a broad band and symmetric CH2 and 

asymmetric CH2 of the alkyl chains appeared at 1480 

cm-1 and 2860 to 2923 cm-1 [23]. In Fig. 2d the peak 

related to -OCO2Na group appeared at 1407 and 

1636 cm-1 [24]. 

 

Fig. 2. The FT-IR spectra of (a) Fe3O4 MNPs, (b) 

Fe3O4@TiO2, (c) Fe3O4@TiO2@(CH2)3Cl, and (d) 

Fe3O4@TiO2@(CH2)3OCO2Na. 

The EDS pattern of the synthesized nanocatalyst 

1 is shown in Fig. 3. It is seen that Fe3O4@TiO2@ 

(CH2)3OCO2Na contains all expected elemental 

cases including Ti, O, Fe, C, Si and Na.  

The SEM image of Fe3O4@TiO2@ 

(CH2)3OCO2Na was recorded to show the 

morphology of the catalyst 1 (Fig. 4). This image 

shows the proper size of nanoparticles and their 

spherical shapes. 
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Fig. 3. EDS analysis of Fe3O4@TiO2@ 

(CH2)3OCO2Na. 

 

Fig. 4. SEM image of catalyst 1. 

 

Fig. 5. Room-temperature magnetization curves of (a) 

Fe3O4@TiO2@(CH2)3OCO2Na and (b) recycled catalyst 

from the model reaction. 

Fig. 5 shows the magnetization versus applied 

field of the catalyst obtained by VSM. Comparison 

of two curves is shown, which proves that the 

magnetic property is retained after the catalyst being 

used in the reaction. 

Having successfully prepared the new 

nanocatalyst, we investigated the use of 

Fe3O4@TiO2@(CH2)3OCO2Na (1) as a novel 

reusable nanocatalyst in the synthesis of pyrrole 

derivatives via the reaction of 2,5-hexadione (2) and 

amines (3) (Scheme 2). 

Cat. 1 (0.003 g)
NH3C CH3

Ar

ArNH2 solvent-free
80 oC

3

4

2

H3C
CH3

O

O

Cat 1: Fe3O4@TiO2@(CH2)3OCO2Na
 

Scheme 2. Fe3O4@TiO2@(CH2)3OCO2Na-catalyzed synthesis of pyrrole 4.

Firstly, in order to optimize the reaction 

conditions, the reaction of 2,5-hexanedione and 

aniline was selected as a model reaction. The model 

reaction was performed using Fe3O4@TiO2@ 

(CH2)3OCO2Na at various conditions. On the basis 

of the results obtained, we found that this reaction 

was efficiently performed in the presence of 0.003 g 

of nanocatalyst 1 at 80 ºC under solvent-free 

conditions (Table 1). A series of the product with 

different substituents was prepared from different 

aromatic amines bearing electron-withdrawing and 

electron-donating groups (Table 2). The structures of 

the obtained products were deduced from their FT-

IR spectra and they were compared with authentic 

samples [26-28]. The synthesis of various pyrrole 

derivatives has also been performed using other 

catalysts. Table 3 compares the production 

efficiency of product 4a in the presence of different 

catalysts. According to this table, the nanocatalyst 

synthesized by us (Fe3O4@TiO2@(CH2)3OCO2Na), 

gives better efficiency in the shortest time using 

small amounts of catalyst. According to the nature of 

the substrate, catalyst and condition of the 

experiment, a most reasonable mechanism was 

advanced (Scheme 3). Initially, intermediate 5 is 

formed via condensation of the 1,4-dicarbonyl 

compound with amine in the presence of the catalyst. 

The compound 5 can lead to pyrroles following a 

cyclization and subsequent dehydration-

aromatization route. 
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Table 1. Evaluating reaction conditions on model reaction. 

Entry Catalyst 1/g Solvent Temp./ºC Yielda/% 

1 0.001 None 25 5 

2 0.001 None 60 30 

3 0.001 CH3OH Reflux 10 

4 0.001 CHCl3 reflux 15 

5 0.001 H2O reflux 10 

6 0.002 None 60 50 

7 0.003 None 60 83 

8 0.004 None 60 80 

9 0.003 None 80 90 

10 0.003 None 100 85 

11 0.003 Toluene reflux 75 

12 0.003 CHCl3 reflux 77 

13 0.003 CH3OH Reflux 70 

14 0.003 H2O reflux 70 
a Isolated yield. 

Table 2. Synthesis of pyrroles 4 in the presence of Fe3O4@TiO2@(CH2)3OCO2Na. 

Entry Ar Time/min M.p./°C Yielda/% 

4a C6H5 20 49-51 [26] 96 

4b 4-OCH3C6H4 15 58-60 [26] 81 

4c 4-CH3C6H4 15 44-46 [27] 91 

4d 4-NO2C6H4 20 142-144 [27] 90 

4e 3-BrC6H4 25 73-75 [26] 87 

4f 4-ClC6H4 25 75-77 [27] 92 

4g 4-NH2C6H4 20 243-245 [26] 90 

4h 2-CH3C6H4 20 57-60 [28] 80 

4i 2-Naphthyl 20 118-120 [26] 83 
a Isolated yield. 

Table 3. Comparison of the efficiency of the Fe3O4@TiO2@(CH2)3OCO2Na nanocatalyst with other catalysts for the 

synthesis of 4a. 

Catalyst Time (min) Yielda (%) 

Fe3O4@TiO2@(CH2)3OCO2Na 20 96 

UO2(NO3)2.6H2O 30 94 [26] 

BiCl3/SiO2 60 92 [28] 

Sc(OTf)3 25 93 [8] 

Ionic liquid 180 96 [13] 
a Isolated yield. 
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Scheme 3. Proposed mechanism for the synthesis of pyrroles by nanocatalyst 1. 
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The main drawback of some reported methods 

for Paal-Knorr synthesis of pyrroles is that the 

catalysts cannot be recovered or reused. In this work, 

to examine the reusability of the prepared 

nanocatalyst, after completion of the model reaction, 

the reaction mixture was diluted with ethanol and the 

catalyst was magnetically removed from it. 

Afterwards, the isolated catalyst was washed by 

distilled water and methanol and dried. The 

separated catalyst was directly used for the next run 

under the same conditions. The results showed that 

the catalyst can be reused without deactivation even 

after five cycles (Fig. 6). 

 

Fig. 6. Reusability study of nanocatalyst 1 in the 

synthesis of 4a at 80 ºC under solvent-free conditions. 

CONCLUSIONS 

In summary, we introduced for the first time the 

preparation, characterization, and application of 

sodium carbonate immobilized on TiO2-coated 

Fe3O4 nanoparticles (1). Fe3O4@TiO2@ 

(CH2)3OCO2Na was characterized using FT-IR, 

XRD, SEM, EDS and VSM analysis. Some pyrrole 

derivatives as useful heterocycles were synthesized 

via the Paal-Knorr reaction using this catalyst. It can 

be stored for long times without significant loss in 

activity. The catalyst recyclability, mild conditions, 

high yield, short reacting times and long storage, are 

the main promising points of this work.  
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In order to achieve the goals of the circular economy, energy is seen as a key element, especially when it is extracted 

from clean and accessible renewable sources, such as various types of wastes. Incineration is one of the possible methods 

for wastes treatment, which is increasingly used to utilize their energy potential. In this regard, the current article presents 

calculations on the energy potential of municipal solid wastes (MSW) generated in Bulgaria, in order to determine their 

suitability to produce energy and satisfy the energy needs of the population. The results of the calculations determine the 

possibility of burning of municipal solid wastes in order to utilize their energy value.  

The data from the calculations show that the solid waste generated by small settlements with inhabitants under 3 001 

people have the highest energy value and their combustion can lead to energy savings for the needs of 218 828 households 

with an average monthly electricity consumption of about 350 kWh. However, due to the current technological, economic 

and environmental prerequisites in the country, it is recommended that the main efforts for building of combustion plants 

for waste incineration should be focused primarily on the recovery of the huge amount of waste generated by settlements 

with inhabitants over 50 000 people. 

Keywords: municipal solid wastes (MSW); incineration/combustion; waste to energy; utilization of wastes; energy value 

INTRODUCTION 

MSW are generated from various sources of 

human activity. Miezah et al. [1] report that in 

developing countries, 55-80% of the MSW are 

generated from households, followed by commercial 

or market areas (10-30%). Lebersorger and Beigl [2] 

describe in detail the social and other factors on 

which the generated amounts of MSW depend – 

demographics, population density, age and 

education of the population, etc. Erasu et al.  [3] also 

give a connection between the level of economic 

development of the respective country and the 

amount of generated household waste due to a 

change in consumer behavior and lifestyle of the 

people. According to Palanivel and Sulaiman [4], the 

characteristics and composition of MSW depend on 

the topography of the area, food habits and 

commercial status of the city, seasons, etc. Karak et 

al. [5] forecast the amount of solid waste generated 

and expect increasing of the total solid waste to 27 

billion tonnes worldwide in 2050, compared to 13 

billion tonnes in 1990. 

According to data published by Kawai and 

Tasaki [6], the amount of MSW generated per capita 

for Bulgaria is 1.26 kg.person-1.day-1. This quantity 

is slightly below the average for the member states 

of the European Union (EU), where the values are in 

the range of 0.85–1.83 kg.person-1.day-1. The data of 

the Ministry of environment and waters of Bulgaria 

(MOEW) published in an official report [7] also 

show that the generation of household waste per 

capita per year in Bulgaria, compared to the EU-28 

is below average and that the country has positive 

trends for this indicator. The same report finds that 

there are significant differences between the 

municipalities in the country in terms of the indicator 

of generated MSW per capita per year. 

Currently, there is a general consensus in the 

world that much of the generated wastes, including 

MSW, can be applied as raw materials into a circular 

process, recovering their energetic and chemical 

content and avoiding the environmental and human-

health issues related to the incorrect disposal. Many 

authors point out that the kind of wastes should be 

considered as such a potential material and energy 

resource [8-13] and that efforts are needed, both at 

institutional and state level, to increase the rate of 

their utilization [14, 15]. 

Incineration is one of the possible methods for 

treatment of household wastes, which is increasingly 

apllied to utilize their energy potential. The problem 

with wastes is that they usually contain 2 to 4 times 

less heat energy than conventional fuels. This is due 

to the heterogeneity in their composition, the 

presence of high moisture and ash substances, the 

differences in physicochemical properties and other 

reasons [1]. High humidity of wastes can lead to 

partial or complete impossibility of their use, from a 

technological point of view, and  high  ash   content 
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can lead to economic inexpedience. Both 

components reduce the proportion of the other useful 

components and lead to increases in heat loss, 

needed to evaporate moisture and to the removal of 

fuel particles mechanically entrained by the ash [16]. 

The aim of this article is to present the results of 

the calculations performed on the combustion air, 

flue gases composition and energy values from the 

incineration process of different groups of mixed 

solid wastes generated in Bulgaria and to assess their 

potential for energy production. 

EXPERIMENTAL 

Statistical and morphological data on the 

generated MSW and energy consumption in 

Bulgaria 

According to official data of the MOEW [17], the 

total amount of MSW generated in Bulgaria in 2014 

was 3 193 kt (17% of the total amount of generated 

non-hazardous waste in the country) and in 

comparison to 2008, there is a decrease in the 

generated quantities. In 2014, the generated 

household waste per capita was 442 kg.person-1.year-

1, and the waste accumulation rate was close to the 

EU-28 average for 2013 (481 kg.person-1.year-1) and 

about 1/3 of the generated MSW were handed over 

for utilization. At the same time, the norm for 

recycling of MSW per person for 2014, for Bulgaria 

is 108 kg.person-1.year-1 and is lower than the 

average European norm (EU-28) equal to 130 

kg.person-1.year-1. 

In a subsequent Report on the state and protection 

of the environment for 2017 [18], it is noted that 

“from 2009 to 2013 there is a decreasing trend and 

for the period from 2013 to 2017 the quantities of 

generated MSW remain relatively constant” (see 

Fig. 1). It is also noted that "for the reporting year 

2017 the national target of 40% for recycling of the 

household waste, set in the legislation, has not been 

reached", and the generated MSW for 2017 are 3 080 

kt. The norm for recycling of MSW for 2017, for 

Bulgaria is 117 kg.person-1.year-1, compared to the 

average for European countries (EU-28) equal to 144 

kg.person-1.year-1 [18]. Comparing with the data 

from 2014, it is seen that this indicator has made 

some progress in the degree of recycling, but is still 

below the EU average value. 

Table 1 shows the distribution of energy 

consumption in the country for the period 2013-2017 

by sectors, by data from the MOEW published in the 

National report on the state and protection of the 

environment for 2017 [18].  

Figure 1. Quantities of generated MSW (kt) in Bulgaria during the period 2009-2017 [18] 

Table 1. Total energy consumption by economic sectors, ktoe [18] 

Sector Year 

2013 2014 2015 2016 2017 

Industry 2 586 2 620 2 713 2 642 2 721 

Transport 2 620 2 917 3 212 3 267 3 325 

Household 2 241 2 165 2 193 2 252 2 319 

Agriculture 194 190 186 185 173 

Services 1 030 992 1 086 1 172 1 200 

Total energy 

consumption 

8 671 8 884 9 390 9 518 9 738 
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The report notes that in 2017, compared to the 

previous year, the most significant growth was 

observed in industry and households – 2.9%, 

followed by services and transport – 1.8%, and also 

a long-term downward trend in agricultural 

consumption – 7.0%.  

The table shows that in this period, the total 

energy consumption in the country increased by 

about 12% and reached 9 738.0 ktoe. Official data 

also show that the share of energy produced from 

renewable sources is increasing, reaching 2 041.0 

ktoe in 2017, compared to 2010 (1 396.6 ktoe). 

There is also an increase in the total consumption of 

electricity from renewable sources for 2017, 

reaching a value of 648.8 ktoe, compared to 2016 

with a value of 633.3 ktoe. The contribution of the 

various sources is also noted: 57.2% from 

hydroelectric power plants, 18.9% from wind power 

plants, 18.6% from photovoltaics and 5.3% from 

biomass power plants [18]. 

The National action plan for renewable energy 

[19] notes that the country has significant forest

resources and developed agriculturе – sources of

both solid biomass and raw materials for the

production of biogas and liquid fuels from biomass,

which could be used for energy production.

According to this plan, by 2020 a mandatory national

target of 16% share of the energy from renewable

sources in gross total consumption of electricity has

been set, which goal was achieved and reported in

2013, in the Second national report for progress of

Bulgaria for the promotion and use of energy from

renewable sources [20].

The previously cited National action plan [19] for 

2020 provides an estimate of the amount of primary 

energy derived from 550 kt of the biodegradable part 

of municipal solid waste and landfill gas, amounting 

to 110 ktoe, and predicts that the amount of 

electricity produced from biomass will reach 865 

GWh. Also it is noted that, despite the available 

international estimates of the rich potential of 

biomass for electricity production in the country, the 

opinion of Bulgarian experts is that biomass can be 

directed to electricity generation only through plants 

for combined production of heat and power. 

Directing it to condensing plants is considered 

unprofitable from every point of view: 

environmental, economic and technological. Also, in 

that plan is noted that biomass is the renewable 

source with the greatest potential in Bulgaria and at 

the same time with a variety of applications – as a 

raw material for the production of briquettes, pellets 

and other solid fuels, such as fuel for cogeneration 

and direct combustion for heating and producing hot 

water for the population. Unfortunately, that plan 

mainly examines the possibilities for application of 

plant biomass in households and small installations, 

which, however, do not allow for the combustion of 

large quantities of municipal solid waste and energy 

production from them. 

The data from the National waste management 

program 2014-2020 [7] mention that over 50% of the 

municipal waste is biodegradable and according to 

the size of the settlements the morphology is 

different and includes garden and green waste, food 

waste, paper, cardboard and other biodegradable 

wastes. At the same time that waste goes to different 

landfills, due to which it is not possible to introduce 

an average morphological composition for the 

country. Precisely for these and a number of other 

reasons, it is necessary to focus efforts on their 

utilization through their processing for energy 

production near the places of their generation and 

disposition. 

Parameters of MSW, in view of their use for energy 

production 

Before being subjected to incineration, the MSW 

must undergo a pre-sorting stage in which the 

biodegradable garden and non-combustible 

components and the hazardous and inert materials, 

contained in them to be removed. According to the 

Methodology for determining the morphological 

composition of municipal waste [21] the data for the 

formed different combustible fractions at certain 

types of generators, in kg.person-1.year-1 are shown 

in Table 2. 

Table 2. Formed different fractions of wastes at certain types of generators 

Waste fraction, % Size of the settlement, by number of inhabitants 

less than 3001 3 001 – 25 000 25 001 – 50 000 50 001 – 150 000 over 150 000 

Kitchen/food 15.60 23.20 28.00 30.60 28.90 

Paper and cardboard 10.10 14.00 15.00 17.60 20.80 

Textile 2.00 3.70 2.90 2.90 2.80 

Wood 2.90 2.00 2.90 2.10 2.00 

Rubber and leather 2.00 1.80 2.00 2.00 1.80 

Plastic 10.30 10.10 12.80 15.40 11.30 
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For the purpose of calculating energy production 

during the combustion process, the "work mass" of 

the waste fraction is taken into account, which 

includes the individual content of the elements 

carbon (Cw), hydrogen (Hw), oxygen (Ow), nitrogen 

(Nw), sulfur (Sw), ash (Аw) and moisture (humidity) 

(Ww). The sum of all of them must be equal to 100% 

[22, 23], according to the equation: 

Cw + Hw + Ow + Nw + Sw + Aw + Ww = 100 %  (1) 

Also, when calculating the energy potential of 

wastes, it is necessary to use thermal properties data, 

which for some "pure" fractions of the waste have 

long been known in the literature [22] – see Table 3. 

In order to determine the possibility of energy 

production from the wastes, it is necessary to know 

their composition in relation to the above-mentioned 

elements with a calorific value by incineration. 

Practical determination through analysis by each 

element of each batch of waste, in this case is an 

expensive, laborious and slow process. That can be 

avoided by applying alternative calculation 

procedures based on the morphological composition, 

which can give a 

sufficiently accurate composition of the waste 

intended for incineration. Thus, e.g. using equations 

(2) and (3) proposed by Totev [22], the content of

each element in the mixed MSW can be calculated

based on its morphological composition and the total

contribution for each element based on its individual

content in each fraction of the mixed waste.

 (2) 

Хtotal = XE1 + XE2 + .....+ XEn  (3) 

where: ХE – individual content of the specific 

element in the mixed waste, contained in the 

respective fraction of the morphological 

composition, %; YE – content of the specific element 

in the respective waste fraction, %; аЕ – content of 

the respective fraction in the total amount of waste, 

%; Хtotal – total work mass of the respective element 

in the mixed waste, %; XE1 to XEn – individual 

contents of the element in each fraction of the waste, 

%. 

Here, calculations were performed for the 

composition of mixed MSW according to [22], 

which was recalculated in working mass – see Table 

4. 

Table 3. Thermal properties of some fractions of wastes, in work mass [22] 

Type of “pure” 

waste 

Combustible element 

Sw, % Оw, % Ww, % Аw, % Cw, % Hw, % Nw, % 

Papper/cardboard 0.18 39.80 10.24 5.38 38.95 5.23 0.22 

Textile 0.12 28.30 10.00 2.20 49.28 5.94 4.16 

Wood 0.04 33.80 20.00 0.80 40.46 4.78 0.12 

Rubber 1.98 0 1.20 9.88 76.69 11.25 0 

Plastic and other 

particles 

0.05 17.62 4.00 60.00 15.93 2.35 0.05 

Table 4. Thermal properties, based on the morphological composition of municipal solid waste in Bulgaria, depending 

on the settlements of generation 

MSW generated by 

settlements with a 

population of: 

Combustible element 

Sw, % Оw, % Ww, % Аw, % Cw, % Hw, % Nw, % 

less than 3001 0.21 20.12 31.43 17.91 26.17 3.56 0.60 

3 001 – 25 000 0.19 19.95 35.27 14.83 25.53 3.48 0.75 

25 001 – 50 000 0.19 19.3 36.31 15.75 24.43 3.34 0.68 

50 001 – 150 000 0.18 19.41 35.66 16.76 24.04 3.30 0.65 

over 150 000 0.19 20.79 35.62 13.98 25.30 3.46 0.66 

 %
100

* E
ЕE

Y
аX =
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Calculation of the combustion process and the 

energy value of the MSW 

In order to ensure the comparability of the results 

obtained, calculations were carried out per kilogram 

of the waste mass, subject to the following 

prerequisites: 

- the combustion reactions involved in the actual

combusting process are: 

C + O2 = CO2; 2 H2 + O2 = 2 H2O (vapor); 

S + O2 = SO2  

- dry atmospheric air in proportion k (k =

%N2/%O2 = 3.76), is used; 

- stoichiometric calculations are converted to

normal conditions (P = 1 at, t = 0 0С, V = 22.4 m3); 

- a calculation of theoretical (stoichiometric)

combustion, before calculating the actual 

combustion, must be done. Some of the used 

equations are described in [23]; 

- the air flow rate value (α) for calculating actual

combustion is assumed to be the maximum possible 

[23] – α = 1.7;

- the absolute humidity value is assumed to be 12

[23] – 
 

In the process of calculating the actual 

combustion, it is necessary to calculate the 

parameters: amount of oxygen; quantity of dry and 

humid air; excess air. The equations used are 

described in detail below. 

- amount of oxygen required:

       (4.1) 

- required amount of dry air (DA):

      

          (4.2) 

where L0
DA is the required DA for the theoretical 

combustion. 

- required amount of wet air (WA):

   

(4.3) 

- excess air required (EA):

(4.4) 

where L0
WA is the required WA for the 

*theoretical combustion.

The products of actual combustion are: carbon 

dioxide (CO2), water vapor (H2Ov), sulfur dioxide 

(SO2), nitrogen (N2), oxygen from combustion 

products (O2) and total flue gas (wet smoke (WS)). 

The equations used to calculate them are given 

below: 

- CO2: (5.1) 

- H2Ov:

 (5.2) 

where VH2O is the quantity of water vapour 

calculated in theoretical combustion. 

- SO2: 

 (5.3) 

- N2:

  (5.4) 

- Excess О2:

(5.5) 

- WS:

      

     (5.6) 

On the basis of the calculated quantities for the 

combustion products (according to equations 5.1-

5.6), the composition of the flue gas is determined 

by calculating the percentages of the individual 

components (X). Each component of the flue gas is 

a ratio of its volume (VX) to the total amount of flue 

gas (Vα
WS), expressed as a percentage and calculated 

by the following equation:  

(6) 

The sum of the individual values of each 

component of the flue gas must be equal to 100%. 

In the present study, for the calculation of the heat 

of combustion (heating value) the equation (7) 

proposed by M. Ioelovich [24] was used. He 

proposed that equation as the most promising 

approach to improve the calculation of combustion 

heat, for application in the calculation of the energy 

of solid fuels based on natural materials, such as 

peat, lignite, firewood and other plant-based wastes. 

q (MJ/kg) = 0.344*C + H + 0.105*S – 0.110*O – 

0.015*N                  (7) 
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where: C, H, S, O and N are the percentages of 

the corresponding elements in the burned material.  

According to Ioelovich, that equation provides a 

decrease in the deviation of the calculated from the 

experimental results to 1-2%, and the obtained 

results are more accurate than those obtained in the 

calculation with the well-known Mendeleev 

equation. 

Based on the values obtained for the combustion 

heat of the material, given that 1 kWh is equal to 3.6 

MJ, it is easy to calculate the energy value that it will 

generate upon complete combustion of 1 kg and 1 

ton of combustible material, respectively. The 

calculation of the saved energy for households is 

made on the basis of an assumption for average 

monthly electricity consumption for a family of four 

in Bulgaria, equal to 350 kWh, and assuming that the 

combustion rate it reaches is 1/10 of the generated 

total annual amount of municipal solid waste in the 

country. 

RESULTS AND DISCUSSION 

The results from the calculations done for the 

parameters of the combustion process of the various 

municipal wastes are given in Table 5, and for the 

combustion products and the composition of the 

expected generated flue gases – in Tables 6 and 7. 

Table 5. Results of calculations for the amounts of oxygen, wet and dry air, and excess air required for combustion 

MSW for combustion, generated by 

settlements with a population of: 

Parameter calculated according to equation 

(4.1) (4.2) (4.3) (4.4) 

less than 3001 0.55 4.51 1.83 1.86 

3 001 – 25 000 0.53 4.38 1.78 1.80 

25 001 – 50 000 0.51 4.18 1.70 1.72 

50 001 – 150 000 0.50 4.10 1.66 1.69 

over 150 000 0.52 4.29 1.74 1.77 

Table 6. Results of calculations for combustion products (units of measurement are according to calculation formulas) 

MSW for combustion, generated by 

settlements with a population of: 

Parameter calculated according to equation 

(5.1) (5.2) (5.3) (5.4) (5.5) (5.6) 

less than 3001 0.49 0.86 0.0015 4.05 0.38 5.79 

3 001 – 25 000 0.48 0.89 0.0013 3.94 0.37 5.69 

25 001 – 50 000 0.46 0.89 0.0013 3.77 0.36 5.47 

50 001 – 150 000 0.45 0.87 0.0013 3.69 0.35 5.36 

over 150 000 0.47 0.89 0.0013 3.86 0.36 5.59 

Table 7. Results of flue gas composition calculations, in % 

MSW for combustion, generated by 

settlements with a population of: 

CO2 H2Ov SO2 N2 O2 

less than 3001 8.45 14.79 0.025 70.09 6.64 

3 001 – 25 000 8.38 15.71 0.023 69.32 6.56 

25 001 – 50 000 8.34 16.23 0.024 68.88 6.52 

50 001 – 150 000 8.37 16.29 0.024 68.79 6.51 

over 150 000 8.45 15.99 0.024 69.01 6.53 

Table 8. Results for heating values, electricity and economized electricity 

MSW for combustion, 

generated by settlements 

with a population of: 

Heating value, 

MJ/kg 

Electricity, 

kWh/ton 

Electricity*, 

GW/year 

Economized electricity from 

conventional sources for 

household, count/year 

less than 3001 10.36 2878.4 919.1 218 828 

3 001 – 25 000 10.08 2799.0 893.7 212 793 

25 001 – 50 000 9.63 2675.2 854.2 203 378 

50 001 – 150 000 9.44 2633.3 837.6 199 432 

over 150 000 9.89 2746.2 876.9 208 777 

* At combusting of 1/10 of the annual amount of generated MSW
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The initial composition of the mixed MSW (see

Table 4) shows insignificant differences in the 

fractional composition. This logically assumes that 

no significant difference should be expected in the 

results obtained from the calculations for the 

required amounts of oxygen, wet and dry air and 

excess air for the combustion process, and for the 

composition of the flue gases and the amount of 

combustion products. The results presented in 

Tables 5-7 confirm this expectation. For example, 

the difference between the minimum and maximum 

required quantities of excess air for the combustion 

process is insignificant, 1.69 (for MSW from 

settlements with inhabitants between 50 001 and 150 

000) and 1.86 (for MSW from settlements with less

than 3 001 inhabitants), respectively The results for

the type of combustion products and their quantities

also do not differ significantly. The differences in the

percentage distribution of the generated gases are

significant, albeit to a minimal extent, only in terms

of the distribution between the fractions of generated

water vapor and nitrogen. Significant differences are

expected in terms of the economic effect of saving

transport costs for transporting waste to regulated

landfills and saving energy from conventional

sources, in case they are incinerated as close as

possible to the place of their generation.

The calculations for the energy value, the amount 

of produced energy and the possible amount of saved 

energy produced from conventional fuels, given in 

Table 8, are performed without taking into account 

the heat losses of the heat generator due to 

incomplete combustion of the fuel due to chemical 

or mechanical reasons. These calculations give a 

satisfactory idea of the potential of the different 

groups of MSW generated in the country, in view of 

their use for energy production. 

Again, as with the parameters of the combustion 

process, insignificant differences are observed 

between the values obtained for the heating value 

and the electricity obtained from the combustion of 

a ton of waste, as the average values for both 

indicators are 9.88 MJ/kg and 2 746.4 kWh/t, 

respectively. It is interesting to note that the 

calculated values show that the MSW generated by 

small settlements with inhabitants under 3 001 

people, display the highest energy value and their 

combustion can lead to energy savings for the needs 

of 218 828 households. However, the problems at the 

incineration of that waste are related to technological 

capabilities for their collection and landfilling, 

ensuring of continuous operation of the combustion 

plants and the high cost of building and maintaining 

the necessary infrastructure related to their possible 

incineration on site and realization of the produced 

electricity, which is often unaffordable for small 

municipalities. On the other hand, the largest 

amounts of generated waste – from settlements with 

inhabitants over 150 000 people, have an energy 

value as maximum close to the average and the 

generated electricity and the energy saved for 

households are closest to the average compared to 

the different types of MSW. For that reason, it is 

recommended that the initial efforts to build 

combustion plants for waste combustion in the 

country should be focused mainly on the recovery of 

these amounts of waste in order to achieve the fastest 

and most significant effect, both in terms of 

environmental protection and achieving higher 

economic efficiency. 

CONCLUSIONS 

The results obtained from the calculations for the 

required amounts of oxygen, wet and dry air and 

excess air for the combustion process and for the 

composition of the flue gases and the amount of 

combustion products of MSW generated by 

settlements with different populations based on the 

initial morphological composition, do not logically 

show a significant difference. 

The calculations of the energy value, the amount 

of produced energy and the possible amount of saved 

energy produced from conventional sources for 

households, give a satisfactory idea of the potential 

of the different groups of municipal solid waste 

generated in the country and prove their possible 

application for energy production. 

The highest energy value can be produced by the 

solid wastes generated by small settlements with 

inhabitants under 3 001 people –10.36 MJ/kg. Their 

combustion can lead to savings in electricity 

produced from conventional fuels for 218 828 

households with an average monthly electricity 

consumption of 350 kWh. 

Based on the various technological, economic 

and environmental prerequisites, at present it is 

recommended that the main efforts to build 

combustion plants for waste combustion in the 

country should be aimed primarily at recovering the 

huge amount of waste generated by settlements with 

inhabitants over 50 000 people. 
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Sodium borohydride is extensively used for solid-state hydrogen storage & generation and considered as the most 

prominent chemical hydride due to its high hydrogen storage capacities. In relation to the previous studies on 

NaBH4/Al2O3 nanoparticles/H2O system with CoCl2 as a catalyst which presented rate kinetics, this study exclusively 

deals with the adsorption kinetics in this system. The study includes a series of equations using Langmuir-Hinshelwood 

adsorption model that represents adsorption phenomenon occurring in the solution in correspondence with the equations 

from the literature. These equations remarkably lead through in obtaining the surface coverage parameter presenting the 

adsorption of borohydride ions on catalyst surface. Furthermore, effect of temperature is observed on the concentration 

of NaBH4 to obtain experimental hydrogen generation. This parameter calculates [C] that is final concentration against 

each initial concentration of NaBH4, amount of adsorbed species (qe) on catalyst surface, Langmuir-Hinshelwood 

adsorption constants, surface coverage (θA) and enthalpy of the system. Role of chemical behaviour of alumina 

nanoparticles is also elaborated in this study, which promotes the overall hydrogen generation in combination of rise in 

temperature.   

Keywords: Adsorption, Langmuir-Hinshelwood, Nanoparticles, Enthalpy, Hydrogen generation. 

INTRODUCTION 

The growing concern about depleting oil reserves 

and harmful effects of carbon dioxide gas emissions 

in atmosphere are key factors that encourage the 

development of new and renewable energy 

technologies [1]. Hydrogen, the zero carbon fuel, is 

a resolution considered worldwide for a secure 

energy future so as to lessen the effect of CO2 in air 

[2]. However, many crucial and technical challenges 

remain to be addressed before hydrogen- based 

energy can become extensively accessible and 

economical [3, 4]. Additionally, on-board hydrogen 

storage has been identified as one of the technical 

difficulties in the implementation of hydrogen 

economy on global scale [5, 6]. Technologies for 

hydrogen storage should be considerably advanced 

in a hydrogen-based energy system; particularly in 

the transportation sector [5, 7-9]. Storing hydrogen 

is relatively difficult because of its low density and 

critical temperature. There are three ways to store 

hydrogen: (a) compressed gas, (b) cryogenic liquid 

hydrogen (LH2) and (c) solid-state hydrogen storage 

[10]. The main disadvantage of compressed gas and 

cryogenic liquid hydrogen storage is that hydrogen 

can only be stored in pressurized form (up to 700 

bar) or cryo-compressed form (down to −253°C). 

Additionally, various safety concerns and 

sophisticated technologies are also required to adopt 

this mode of hydrogen storage. 

Many novel concepts of hydrogen storage had 

emerged in past decades like chemical hydrogen 

storage or material-based hydrogen storage. One of 

them is solid-state hydrogen storage that involves 

storage of hydrogen in complex chemical hydrides. 

These hydrides have high hydrogen content and 

hydrogen can be released from them through several 

chemical pathways like hydrolysis and thermolysis 

[11-14]. Hydrolysis of chemical hydrides takes place 

at comparatively moderate temperatures and gives 

more promising theoretical hydrogen storage 

efficiencies than thermolysis [15]. 

Among all chemical hydrides, sodium 

borohydride (NaBH4) has been considered as the 

most attractive hydrogen storage material, as it 

provides a safe and practical mean of storing 

hydrogen and has high hydrogen content. It 

undergoes hydrolysis reaction like other hydrides 

and forms the byproduct sodium metaborate 

(NaBO2). By dissolving sodium borohydride in a 

basic solution, a highly stable aqueous solution is 

formed and further hydrogen release could be 

initiated with an active catalyst during NaBH4 

hydrolysis reaction.  
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Moreover, reaction stoichiometry states that 1 g 

of NaBH4 solution will produce 2.4 L of hydrogen at 

normal temperature and pressure (STP). On this 

basis, it gives gravimetric storage capacity of 10.8 

wt%. Furthermore, storing hydrogen in the form of 

aqueous solutions has many advantages. It is worth 

mentioning that hydrogen with NaBH4 could be 

released at ambient conditions, thus increasing its 

application for portable fuel cells [16-18]. There is a 

remarkable progress in manufacturing of proton 

exchange fuel cells to be used in NaBH4 hydrogen 

generation systems [19]. Also, there is a significant 

progress in compact hydrogen storage that would 

meet higher hydrogen yields per unit mass and 

volume and is efficient enough to work at low 

temperature [20]. 

A significant research towards synthesizing an 

active catalyst is a step forward for development of 

NaBH4-based on-board hydrogen generation (HG) 

systems [21]. Cobalt(II) chloride, nickel(II) chloride, 

iron(II) chloride, copper(II) chloride and 

manganese(II) chloride are non-noble catalysts that 

are investigated with time for NaBH4 hydrolysis. 

Besides this, noble metal catalysts like ruthenium 

and platinum with different supporting materials as 

platinum loaded on LiCoO2 or ruthenium loaded on 

TiO2 are also studied. Due to cost factors, it is not 

feasible to make use of noble metal catalysts for 

widespread applications in hydrogen storage 

systems. Out of all above, cobalt(II) chloride is 

found to be highly active for NaBH4 hydrolysis 

reaction [21-23]. 

Various kinetic models are studied with respect 

to the NaBH4-based hydrolysis system like zero 

order, first order, second order, power law model, 

Langmuir-Hinshelwood model and Michaelis and 

Menton models [6]. Zero order kinetic model is 

based on the linear behaviour of hydrogen 

generation volume with fixed concentrations of 

NaBH4, NaOH and catalyst. Zero order kinetic 

model is not reliable because usually zero order 

kinetics shifts from zero order to non-zero order with 

respect to NaBH4 concentrations due to by-product 

formation and increase in water consumption [5]. 

Also, first order and second order kinetic models 

give the dependence on catalyst and NaBH4 

concentrations and are unable to relate hydrogen 

generation rate (HGR) with NaOH. Michaelis and 

Menton model is based on constant NaOH and 

temperature consideration thus limiting its practical 

use. On the other hand, power law kinetic model is 

based on the concentration of catalyst, NaBH4 and 

NaOH. This model could predict order with respect 

to each factor independently. It does not require any 

assumption, hence making it useful for practical 

applications [6]. 

Therefore, the authors have used the power law 

kinetic model in previous studies to understand the 

kinetics of NaBH4/H2O system with CoCl2 as 

catalyst and alumina nanoparticles (20 nm) as 

promoter. Previous research revealed an incredible 

high efficiency of 99.34% at a mass ratio of 0.09: 0.7 

for Al2O3: NaBH4 with theoretical hydrogen density 

of 10.76 wt% and experimental hydrogen density of 

10.69 wt%. This value is high enough to ensure the 

overall conversion of NaBH4 in terms of hydrogen 

release in the system [25].  

As the previous published studies were 

specifically based on rate kinetics, the new insight of 

this research is to observe the adsorption kinetics of 

NaBH4/Al2O3 nanoparticles/H2O system with CoCl2 

as a catalyst. Consequently, Langmuir-Hinshelwood 

(L-H) model is reasonably used to develop novel 

equations for this system representing the surface 

coverage of sodium borohydride ions on the catalyst 

in the solution. Experimentation studies are 

conducted to observe variation in concentration of 

NaBH4 with time at different temperatures and 

previous studies lacked these measurements. 

Finally, the observed data are used to calculate the 

surface coverage of borohydride ions on catalyst 

surface.  

EXPERIMENTAL 

The reaction occurs in a three-port 250 mL 

reactor and reagents NaBH4, Al2O3 and CoCl2 are 

primarily added together in solid form in the reactor 

before the reaction starts. Then, aqueous solution of 

NaOH (10 mL) is added by a pressure equalizing 

funnel connected to the reactor from the central port. 

Predetermined amounts of reactants are used for the 

reaction like NaBH4 (1, 1.25, 1.50, 1.75 moles/L), 

CoCl2 (0.02 moles/L), Al2O3 (0.09 moles/L) and 

NaOH (1.4 mole/L). The concentration of Al2O3, 

CoCl2 and NaOH is considered on the basis of 

preliminary experiments conducted to observe the 

maximum hydrogen rate in previous studies [24, 25]. 

Left-hand port is used to attach the thermometer to 

monitor the change in reaction temperature. Evolved 

hydrogen gas is observed as soon as the aqueous 

NaOH solution from the central port comes in 

contact with the reagents (NaBH4, Al2O3 and CoCl2) 

already present in solid form in the reactor. There is 

continuous stirring action observed by the evolved 

hydrogen gas bubbles which could lead to 

homogeneous dispersion of the catalyst in the 

solution.  However, the right-hand port is attached to 

the cylindrical pipe that guides the generated 

hydrogen to the inverted cylinder (3L capacity) that 
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is a part of the water replacement system consisting 

of a container (4L capacity). The experiments are 

performed at four different temperatures that are 

293, 303, 313 and 323K, thus, a heating mantle is 

used to control these temperatures whereas, to 

prevent the fluctuation of temperature during the 

reaction a water bath is used taking in consideration 

a variation of ± 0.2°C.   

The figure of experimental setup is similar to the 

setup used in previous works [24, 25] thus, it is 

provided in the supplementary section. 

Application of Langmuir-Hinshelwood kinetic 

model 

For the present system, Langmuir-Hinshelwood 

(L-H) model states the adsorption of adsorbate 

species (BH4-) on the catalyst surface as the reaction 

in liquid phase [27]: 

BH4
-   +   * →   BH4

- × *  (1) 

Here, BH4
- are borohydride ions and (*) presents 

the catalytic surface in the solution. It is assumed 

that for a heterogeneous catalytic reaction, 

adsorption of reactant molecule occurs on the 

catalyst surface. Consequently, there is a possibility 

of formation of a strong chemical bond on the 

catalyst surface by the phenomenon called as 

chemisorption. However, few adsorbate and 

adsorbant combinations are formed because 

chemisorption involves single layer adsorption of 

reactant on catalyst surface. Therefore, this 

heterogeneous catalyst system would depend on the 

concentration of chemisorbed molecules. 

Accordingly, the concentration of reactants is related 

with their respective solid surface coverage on the 

catalyst [28, 29]. 

There are series of steps that occur during the 

hydrolysis reaction of sodium borohydride which 

would relate to the above theory. Firstly, for 

simplification, it is supposed that all reactants are in 

the same phase (liquid), all adsorption sites have 

similar energies of adsorption and there is no 

interaction among adsorbed species. 

a) The change in concentration of sodium

borohydride [C] with time is calculated by equation 

2: 

[C] = CA0 (1-
VH2

VH2max
)  (2) 

where, CA0 is the initial concentration of NaBH4 

in moles/L. VH2 is the experimental value of 

hydrogen generated at each time point and VH2max is 

the maximum amount of hydrogen that can be 

generated by the system in litres [27]. 

b) The maximum amount of hydrogen

generated is calculated as follows: 

VH2max = 
amount of NaBH4 taken

molecular weight of NaBH4
× 4 ×

22.4

273
× T

(3) 

where, T = reaction temperature in K, constant 

(4) is the number of molecules of hydrogen

generated by stoichiometry given by equation:

NaBH4 + 4 H2O→ NaBO2+ 4 H2 + Heat (4) 

c) further, (qe) is the concentration of adsorbed

species calculated by: 

qe=
CA−CAo

Ccatalyst
× Volume of the solution (L) (5) 

RESULTS AND DISCUSSION 

Previous studies presented the role of each 

individual reagent that promoted hydrogen 

generation rate. NaBH4 is the prime component 

during the reaction and supplier of borohydride ions 

in the solution.  

CoCl2 is a catalyst precursor; it is reduced by 

borohydride ions to form catalytically active Co2B 

species in the solution [38].  

Alumina acts as a catalyst promoter which 

provides a synergistic catalytic effect because of the 

formation of Co2B species and hydroxylates of 

alumina. This results in the formation of Co/Al 

complexes like cobalt aluminates which further 

promote the activity of Co2B active species resulting 

in intensifying NaBH4 hydrolysis in the solution [32, 

33]. These interpretations are backed by 

physiochemical methods like XRD and FTIR 

characterization analysis used to study the residue 

left after the completion of the reaction. The results 

undoubtedly present that cationic adsorption of Co+2 

or Na+ occurs on the hydroxide layer of alumina 

surface that leads to the formation of cobalt and 

sodium aluminates in the solution (Figures S2 & S3). 

Lastly, NaOH helps in preventing passivation of 

alumina surface which helps alumina to form Co/Al 

and Co/Na complexes and ultimately promotes 

hydrolysis of NaBH4 [24, 25]. 

In the present study hydrogen generation is 

observed at increasing temperatures (293, 303, 313 

and 323 K) at different concentrations of NaBH4 

(Figures 1, 2, 3 and 4) with respect to time [30-32]. 

The figures significantly confer the increasing trend 

of hydrogen generation (HG) with temperature 

whereas in previous studies, the trend of increase in 

HG with respect to NaBH4 was observed only at 

room temperature. Additionally, these plots of HG 

with time also provide the experimental hydrogen 

generation at each concentration and varying set of 

temperatures. This experimental hydrogen obtained 

plays a vital role in observing the adsorption kinetics 

and ultimately calculating the surface coverage of 
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borohydride ions on the catalyst surface in this 

system. The generated experimental hydrogen is 

used in equation 2 formulated with Vmax (equation 3) 

to calculate the final concentration of NaBH4 (Table 

1). Further, the concentration of adsorbed species 

(qe) is calculated by using equation 5. This finally 

provides the values of surface coverage of 

borohydride ions on the catalyst (Table 2) at varying 

temperatures.  

0 100 200 300 400 500
0

500

1000

1500

2000

2500

3000

H
G

 (
m

L
)

Time (Sec)

 1 moles/L 

 1.25 moles/L

 1.50 moles/L

 1.75 moles/L

(1) At 293K

0 100 200 300 400 500
0

500

1000

1500

2000

2500

3000

3500

H
G

 (
m

L
)

Time (Sec)

 1 moles/L

 1.25 moles/L

 1.50 moles/L

 1.75 moles/L

(2) At 303K

0 100 200 300 400 500

0

500

1000

1500

2000

2500

3000

3500  1 moles/L 

 1.25 moles/L

 1.50 moles/L

 1.75 moles/L

H
G

 (
m

L
)

Time (Sec)

(3) At 313K

0 100 200 300 400 500

0

500

1000

1500

2000

2500

3000

3500
 1 moles/L 

 1.25 moles/L

 1.50 moles/L

 1.75 moles/L

H
G

 (
m

L
)

Time (Sec)

(4) At 323K

Figures 1, 2, 3 & 4. Plots of hydrogen generation with respect to time at various temperatures. 

Table 1. Final concentration of NaBH4 at different temperatures 

S. No. Initial concentration Final concentration at various temperatures (moles/L) 

CA0 (moles/L) [C] 293K [C] 303K [C] 313K [C] 323K

1. 1 0.02 0.03 0.04 0.09 

2. 1.25 0.05 0.06 0.07 0.08 

3. 1.50 0.09 0.18 0.21 0.22 

4. 1.75 0.12 0.13 0.16 0.27 

Table 2. Values of qe and θA at 293 and 323K 

Sample 

No. 

CA0

(moles/L) 

[C] 

(moles/L) 

at 293K 

[C] 

(moles/L) 

at 323K 

qe 

(moles/g) 

at 293K 

qe 

(moles/g) 

at 323K 

θA

at 293K 

θA

at 323K 

1. 1 0.016 0.019 0.20 0.20 0.4 0.6 

2. 1.25 0.05 0.073 0.23 0.24 0.5 0.8 

3. 1.50 0.09 0.22 0.28 0.26 0.60 0.9 

4. 1.75 0.12 0.27 0.29 0.3 0.8 1 
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Table 1 gives information of the final 

concentration of NaBH4 at various temperatures 

(293, 303, 313 and 323K) and the mathematical 

calculations confirm that the final concentration of 

NaBH4 in solution increases with an increase in 

temperature [36, 37].  

Table 2 provides the values of qe (amount of 

absorbed species) and θA (surface coverage). Here, 

an increasing trend in the values is observed with 

respect to temperature and NaBH4 concentration. 

Consequently, Langmuir adsorption isotherm 

constants (k1, k2, k3 and k4) at 293, 303, 313 and 

323K and enthalpy of this system are calculated by 

Van’t Hoff equation 6: 

𝑑

𝑑𝑡 
ln(𝐾𝑒𝑞) =  

∆𝐻

𝑅𝑇2
(6) 

Here, ln (Keq) signifies the change in equilibrium 

constant with change in temperature. Thus, by 

plotting ln (Keq) and 1/T (Figure 5) the enthalpy of 

the system is calculated as -47 kJ/mole. 

Figure 5. Plot of 1/[T] and ln(Keq) 

When these results are interrelated with previous 

interpretations it is understood that temperature is 

dominantly promoting the role of alumina as a 

catalyst promoter in the solution and ultimately 

causing an increase in surface coverage of 

borohydride species on the catalyst surface. 

Therefore, the present study would also 

comprehensively describe the chemical behavior of 

alumina in the solution to provide a clear vision on 

how temperature is promoting adsorption kinetics in 

the solution.  

Chemical properties of alumina are elaborated as 

given below which in combination with rise in 

temperature have a considerable effect on hydrogen 

generation. 

(a) Hydrophilic nature of alumina. Due to the

chemical behaviour of γ-Al2O3 in the solution at least 

a monolayer of water is chemisorbed by alumina. 

When the surface is hydrated, water molecules are 

chemisorbed on the top oxide layer of γ-Al2O3 as 

shown in reaction 7 [33]: 

3232 )(23 OHAlOHOAl →+ (7) 

(b) Amphoteric nature of alumina. Reactive

functional groups (hydroxyl ions) are coordinated in 

various ways to aluminum cations on the alumina 

surface like hydroxyl group with one aluminum ion 

and hydroxyl groups with two aluminum ions. Basic 

nature of alumina is given by singly coordinated 

hydroxyl groups and acidic nature by hydroxyl ions 

coordinated with two aluminum ions. The ionization 

reactions presenting the acidic and basic nature of 

alumina are given in [34]: 

++ =+ 2AlOHHAlOH , 
++= HAlOAlOH

_

(8) 

The hydroxyl groups in the present system are 

expected to be singly co-ordinated with aluminum 

ions thus, developing a basic nature in the solution.  

(c) Iso-electric point and pH of the solution.

This is explained by the principle of electro-

neutrality, as in acidic medium the oxide particle will 

be positively charged and to compensate this charge 

a layer of particles with opposite charge (negative 

charge) will be present in the solution that will 

surround the oxide particles. Similarly, in basic 

medium, oxide particles will be negatively charged 

and a layer of positively charged particles will be 

present in the solution that surrounds the oxide 

particle. Furthermore, the iso-electric point is the 

value of solution pH when the net oxide particle 

charge is zero. The iso-electric point of alumina is at 

pH = 8, which implies that alumina will adsorb 

anions at a solution pH lower than 8 and adsorb 

cations at a solution pH higher than 8 [34, 35]. The 

present system is at pH = 9, therefore, adsorption of 

Co+2 and Na+2 cations occurs on alumina surface. 

Thus, hydrophilic nature, amphoteric nature, 

iso-electric point and pH of solution are a few 

chemical behavioral characteristics of alumina that 

promote its reactivity as a catalyst promoter in the 

solution. 

Therefore, it is interpreted that increase in 

temperature speeds up the formation of alumina 

reactivity and formation of cobalt and sodium 

aluminates in the solution and results in rise in 

affinity, as well as diffusion capacity of borohydride 

ions towards the catalyst resulting in high surface 

coverage of borohydride ions on the catalyst surface 

with rise in temperature [36, 37]. 
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CONCLUSIONS 

The present research is an exclusive study on the 

adsorption properties of the NaBH4/γ-Al2O3 

nanoparticles/ H2O system with CoCl2 as a catalyst. 

Langmuir-Hinshelwood adsorption model is 

extensively used predicting the equations in 

correspondence with the present hydrogen 

generation system. The effect of increasing 

temperature is examined at varying concentration of 

NaBH4 and thus experimental hydrogen generation 

is monitored. This ultimately leads to calculate 

parameters like final NaBH4 concentration, qe that is 

concentration of the adsorbed species, Langmuir 

adsorption isotherms constants and surface coverage 

(θA). It is observed that all these parameters increase 

with increase in temperature. Furthermore, Van’t 

Hoff equation calculates the value of enthalpy of this 

system to be -47 kJ/mole. Mathematical calculations 

describe the increase in surface coverage of 

borohydride ions with temperature. This result is 

also supported by the chemical properties of alumina 

like hydrophilic nature, amphoteric nature, 

isoelectric point and pH of the solution as they 

enhance the rate of hydrogen generation in the 

system. The study overall describes novel 

mathematical observations and adsorption studies of 

the NaBH4/γ-Al2O3 nanoparticles/ H2O system with 

CoCl2 which directly contributes to the use of 

NaBH4 for practical fuel cell applications.  
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Supplementary Section 

Figure S1. Experimental set up 

Figure S2. XRD analysis of residue [24] 
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Figure S3. FTIR analysis of residue [24] 

Following are the reactions from the literature 

studies in correspondence with the present system of 

hydrogen generation. 

Active site for chemisorption is given by R with 

its surface concentration [R]. Adsorption 

concentration of NaBH4 is expressed as [C], thus, 

[𝐂] + [𝐑]
𝐝𝐞
← 

𝐚𝐝
→ 
[𝐂𝐑]     (S1) 

Here, [CR] is NaBH4 that is chemisorbed on the 

sites of the surface with respect to kads and kds that 

are rate constants signifying the rate of adsorption 

and desorption. Hence, the net rate of adsorption is 

given by [28]: 

𝐫 = 𝐤𝐚𝐝[𝐂][𝐑] − 𝐤𝐝𝐞[𝐂𝐑] (S2)

Hence, the equilibrium relation becomes, 

𝐊𝐚𝐝 = 
𝐤𝐚𝐝

𝐤𝐝𝐞
= 

[𝐂𝐑]

[𝐂][𝐑]
    (S3) 

Also, we introduce [R]I that is concentration of all 

adsorption sites on the catalyst surface and 𝛉𝐂 that is

the surface coverage of reactants on the catalyst 

surface. 

Therefore, 

[𝐑]𝐢 = [𝐑] + [𝐂𝐑]     (S4) 

𝛉𝐂 =
𝐂𝐑

[𝐑]𝐢
    (S5) 

The fractional surface coverage (θC) by the 

adsorbate borohydride ions could also be obtained 

from equations S3, S4 and S5 [26]: 

𝛉𝐂 = 
[𝐂]𝐊

𝟏+[𝐂]𝐊
    (S7) 

Here, K is Langmuir adsorption isotherm 

constant and [C] is concentration of NaBH4 at time 

t. 

Equations used for calculation of surface 

coverage of borohydride ions on catalyst surface: 

[CR] is written as qe in moles/g and [R]i is written 

as qm in moles/g for calculation purposes, therefore,  

𝛉𝐜 =
qe

qm
          (S8) 

From equations S7 and S8, the following 

equation is obtained: 

1

qe
=

1

K[C]qm
+

1

qm
          (S9) 

Thus, the plot of 1/CA and 1/qm would give the 

slope and intercept to calculate kad and qm [4].  
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The supramolecular host-guest complexation of 2-methyl mercapto phenothiazine with hydroxy propyl β-cyclodextrin 

is computationally investigated employing B97-D3 and BP86-D3 levels of theory with 6-31G(d,p) basis set in gas and 

aqueous phases. The computed binding and interaction energies values reflect the stability of the studied inclusion 

complexes. EDA, TD-DFT, NBO, QTAIM and NCI analyses were done to give more information about the nature of 

intermolecular interaction between 2-methyl mercapto phenothiazine and hydroxy propyl β-cyclodextrin. The results 

show that the inclusion complexes are stabilized by hydrogen bonding and van der Waals interactions. Finally, our 

theoretical 1H NMR chemical shift results are in good agreement with the experimental data. 

Keywords: Inclusion complex, interaction energies, Fukui function, electronic transitions, non-covalent interactions. 

INTRODUCTION 

In recent years, quantum chemical approaches 

have become a valuable tool to understand the nature 

of interactions in supramolecular systems. These 

interactions play important roles in molecular 

properties. A deep understanding of intermolecular 

non-covalent interactions has been one of the main 

tasks in theoretical chemistry. Several parameters 

contribute to quantify the nature of non-covalent 

intermolecular interactions in supramolecular 

systems [1]. These parameters can be divided in four 

categories: energy decomposition analysis (EDA), 

which provides quantitative analysis for 

intermolecular interactions via dividing total 

interaction energy into several physically 

meaningful energy quantities, atoms in molecules 

(AIM) [2] to inspect the nature of weak interactions 

in supramolecular complexes; non-covalent 

interactions (NCI) analysis has been widely used to 

visualize the interaction in the supramolecular host–

guest system [3] and NBO analysis, in which 

intermolecular interaction energy is estimated by 

charge transfers between donating and accepting 

orbitals [4]. 

Phenothiazines are organic compounds related to 

the thiazine class of heterocyclic compounds. They 

have antipsychotic, antiemetic, anthelmintic, 

antibacterial, antifungal, insecticidal and anticancer 

properties [5]. 2-Methyl mercapto phenothiazine 

(2MMPT) (10-[2-(1-methyl-2-piperidyl)ethyl]-2-

(methylthio)-10H-phenothiazine thioridazine) (Fig. 

1) is one of the phenothiazine substituents showing 

strong antiproliferative activity against various 

breast, ovarian, lungs, and melanoma cell lines [6]. 

However, phenothiazine derivatives have a low 

solubility in water [7] possibly limiting its range of 

applications. Therefore, complexation with 

cyclodextrin is a significant method to increase the 

solubility, bioavailability and biological activities of 

phenothiazine drugs.  

Cyclodextrins (CDs), are cyclic oligomers of α-

D-glucose units connected through glycosidic α-

1,4 bonds, which can form inclusion complexes 

with a variety of organic compounds [8]. The most 

widely used CDs are α-, β- and γ-CDs. Compared 

to α- and γ-cyclodextrins, β-cyclodextrin (β-CD) is 

most useful. However, the solubility of β-CD is 

relatively low [9]. Hydroxy propyl β-cyclodextrin 

(HPβ-CD) is a substitute for β-CD and has higher 

water solubility than β-CD. Hydroxy propyl β- 

cyclodextrin (Fig. 1) has attracted growing research 

interest owing to its low toxicity, satisfactory 

inclusion ability and capacity to improve the 

physico-chemical properties and the solubility of 

poorly water-soluble drugs [10]. 
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Fig. 1. Molecular structures and atom numbering for HPβ-CD and 2MMPT. 

The complexation involving 2MMPT and HPβ-

CD has been studied experimentally for improving 

solubility and bioavailability of the active principle 

[11]. However, in the latter work, no information 

about the nature of intermolecular non-covalent 

interactions between host and guest of the complex 

was provided. 

The aim of this work is to study the nature of non-

covalent intermolecular interactions, especially 

hydrogen bond interaction between 2MMPT and 

HPβ-CD during inclusion complex formation. 
Therefore, the present work is organized as 

follows: Firstly, in computational details we describe 

the formation of the complex between HPβ-CD and 

2MMPT, using PM3 semi-empirical method to 

localize the minimum energy structures. Secondly, 

the most stable complexes, found by PM3 

calculations, were re-optimized by the DFT-D3 

method. Thirdly, the analysis results of the 

intermolecular non-covalent interactions are 

discussed.  

Computational details 

Geometry optimizations were performed by PM3 

and DFT using the dispersion corrected with the 

Grimme’s D3 correction [12-14]. For the 

complexation process, we followed the method 

described in our previous studies [15, 16]. The 

oxygen atoms of glycosidic bond links of HPβ-CD 

were placed onto the (XY) plane. Their center was 

set as the center of the coordination system. The 

secondary (OH) groups of the HPβ-CD were 

positioned pointing toward the Z-axis in the positive 

direction. The 2MMPT molecule was initially 

oriented along the Z-axis. We considered in this 

process two possible inclusion models with HPβ-

CD.  The model in which the phenyl ring of 2MMPT 

points toward the secondary hydroxyl of HPβ-CD 

was called the “C1 complex”, the other model in 

which 2MMPT penetrates into the cavity of HPβ-CD 

from its wide side by the SCH3 group was called the 

“C2 complex”. The inclusion models can be seen in 

Fig. 2. The relative position between the host and the 

guest was determined by the Z-coordinate of the 

labelled nitrogen atom (N220) of the guest (Fig. 2). 

Then, the guest was moved into the HPβ-CD cavity 

along the Z-axis from −6 to +6 Å with 1 Å step. The 

generated structures at each step were optimized by 

the PM3 method without imposing any symmetrical 

restrictions. On the other hand, the generated 

structures at each step were analyzed by EDA 

analysis. After that, the obtained global minimas 

were fully re-optimized within any restriction at 

B97-D3 and BP86-D3 levels of theory with 6-31G 

(d, p) basis set in gas and aqueous phases. The 

solvent effects in water (ɛ=78.5) were evaluated by 

a conductor polarizable continuum model (CPCM). 

Harmonic vibrational frequencies were computed 

for the minimum energy geometries to verify them 

to be at the minimum on the potential surface. 

Statistical thermodynamic calculations were carried 

out at 1 atm and 298.15 K in gas and aqueous phases. 

The gauge-independent atomic orbital (GIAO) 

method [17] was used to compute 1H NMR chemical 

shifts of free and complexed 2MMPT.  
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Fig. 2. Proposed structures of 2MMPT @ HPβ-CD inclusion complexes. 

Electronic transitions by time-dependent density 

functional theory (TD-DFT) and the frequency shift 

in the calculated vibrational spectra were explained. 

Finally, to identify the nature of non-covalent 

intermolecular interactions between host and guest 

on the optimized structures with the lowest 

energynin aqueous phase at BP86-D3/6-31G(d,p) 

level of theory, we investigated the natural bond 

orbital (NBO), atoms-in-molecules (AIM) and the 

non-covalent interactions in the complexes using the 

non-covalent interaction-reduced density gradient 

(NCI-RDG) analyses. Geometry optimizations and 

NBO calculations were carried out using the 

Gaussian 09 package [18]. QTAIM and NCI-RDG 

analyses were envisaged using the Multiwfn 

program [19] and visualized by the VMD program 

[20]. EDA analysis was performed using the ADF 

package [21]. 

RESULTS AND DISCUSSION 

Energies, geometries and thermodynamic 

parameters 

The PM3 calculation was used in this study to 

localize global minima through Z-axis for C1 and C2 

complexes by controlling binding energy during the 

inclusion process of 2MMPT into HPβ-CD cavity. 

To evaluate the stability of the obtained 

complexes, we calculated binding, interaction and 

strain energies using the following eqs.: 

∆Ebinding = Ebinding − (EHPβ−CD + E2MMPT) (1) 

where Ebinding, EHPβ-CD and E2MMPT represent the 

total energy of the complex, the free optimized HPβ-

CD and the free optimized 2MMPT energy, 

respectively. The binding energy corresponds to the 

energy change accompanying the inclusion of 

2MMPT in HPβ-CD: 

∆Einteraction = Ecomplex − (EHPβ−CD 
sp

+ E2MMPT
sp

)

      (2) 

where Ecomplex, Esp
HPβ-CDand Esp

2MMPT are the total 

energy and the single point energy of the HPβ-CD 

and 2MMPT molecules in the optimized complexes, 

respectively. 

∆Estrain = (Ecomponent 
SP    −  Ecomponent

free ) (3) 

where ESP
component is the single point energy of the 

component (HPβ-CD or 2MMPT) in the optimized 

complex and Ecomponent is the energy when it is 

optimized in free form. 

The variation of the binding energy for both 

complexes is illustrated in Fig. 3. As it can be seen, 

all values of binding energy are negative, which 

indicates that the inclusion process of the 2MMPT in 

the HPβ-CD is thermodynamically favorable. The 

lowest binding energies were obtained at Z= -3 Å 

and Z = -4 Å for C1 and C2 complexes, respectively. 
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Fig. 3. Variation of the binding energy for both complexes at different positions, PM3 calculations. 

The calculated binding, interaction and strain 

energies for the most stable structures in gas and in 

aqueous phases are mentioned in Table 1. We 

noticed that the binding energy in gas phase is in 

favor of the C1 complex by 1.78 and 4.28 kcal/mol, 

respectively, by the B97-D3/6-31G(d,p) and BP86-

D3/6-31G(d,p) methods. In aqueous phase, the 

results of calculations listed in Table 1 confirm those 

obtained in gas phase and the binding energy 

difference in aqueous phase for B97-D3/6-31G(d, p) 

and BP86-D3/6-31G(d,p) calculations between the 

two complexes is 4.11 and 8.62 kcal/mol, 

respectively, in favor of the C1 complex.These 

energies are higher in gas phase than in aqueous 

phase, because the water molecules can weaken the 

intermolecular interactions between the host and 

guest molecules. 

In addition, interaction energy is an important 

parameter also measuring the stability of inclusion 

complexes; it is found more negative for the two 

complexes in both gas and aqueous phases with 

BP86-D3/6-31G (d, p) calculations. 

Binding and interaction energies in gas and in 

aqueous phases with two functionals follow the 

order B97-D3/6-31G (d,p) > BP86-D3/6-31G(d,p). 

BP86-D3/6-31G (d,p) gave the most negative values 

of binding and interaction energies for studying our 

systems.  

The distortion in the geometry of the 2MMPT 

and HPβ-CD molecules in gas and in aqueous phases 

is reflected in the calculated strain energy (ΔEstrain). 

The ΔEstrain values for the HPβ-CD are larger than 

that of 2MMPT in the two complexes. The great 

deformation of HPβ-CD structure has an important 

role in increasing the intermolecular interaction of 

the complexes. From these results it can be 

concluded that the distortion in the geometry of the 

host seems to be one of the driving factors leading to 

the formation of stable inclusion complexes. In Fig. 

4, we illustrated the geometrical structures of the 

most stable C1 and C2 complexes obtained from 

B97-D3/6-31G (d,p) and BP86-D3/6-31G(d,p) 

calculations in both phases. We noticed that the 

2MMPT molecule is totally embedded in the HPβ-

CD cavity. Hydrogen bonds established between the 

host and guest molecules in the C1 complex are 

stronger than those in the C2 complex (see Fig. 4 and 

Table 1S). In this sense, the hydrogen bonds can be 

considered the driving forces responsible for the 

difference in binding energies between the two 

complexes. The structure of the C1 complex agrees 

well with experimental results, which indicated that 

the aromatic part of 2MMPT was included into the 

cavity of HPβ-CD from its wide side and formed an 

inclusion complex [11]. 

From the vibrational frequency computations and 

statistical thermodynamics, the standard 

thermodynamic parameters, viz., enthalpy (ΔH°) and 

free energy (ΔG°) of the inclusion complexes in gas 

and in aqueous phases were calculated and are 

summarized in Table 1. Negative values for ΔH° and 

ΔG° indicate that the formation of the complexes is 

an exothermic and spontaneous process. This result 

is in good agreement with experimental data [11]. 

However, ΔH° and ΔG° values for the C1 complex 

obtained from B97-D3/6-31G(d,p) and BP86-D3/6-

31G(d,p) functional in gas and in aqueous phases are 

lower than for the C2 complex, indicating that 

formation of this complex is a weak exothermic 

process.  
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Table 1. Energies (kcal/mol) and thermodynamic parameters for both complexes in gas and in aqueous phases. 

Methods  B97-D3/6-31G(d, p) BP86-D3/6-31G(d, p) 

C1 C2 C1 C2 

In gas phase     

ΔE Binding -42.87 -41.09 -47.46 -43.18 

ΔE Interaction -56.22 -53.06 -63.32 -63.47 

ΔEStrain (HPβCD)  10.26    9.87  11.72 16.98 

ΔEStrain (2MMPT)    3.11   2.10    4.14   3.31 

ΔH°(kcal.mol-1) -39.78 -32.14 -45.22 -40.79 

ΔG°(kcal.mol-1) -29.69 -16.02 -28.14 -22.94 

In aqueous phase     

ΔE Binding -38.27 -34.16 -50.87 -42.25 

ΔE Interaction -47.74 -41.46 -58.94 -54.70 

ΔEStrain (HPβCD)    6.37     6.51    4.41    9.72 

ΔEStrain (2MMPT)    3.10     0.79    3.66    2.74 

ΔH°(kcal.mol-1) -35.85  -33.63 -47.99 -39.50 

ΔG°(kcal.mol-1) -19.19  -17.08 -29.49 -22.06 

 

In gas phase 
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In aqueous phase 

Fig.4. Optimized structures of inclusion complexes obtained from B97-D3/6-31G(d,p) (a, b, a’, b’) and BP86-D3/6-

31G(d,p) (c, d, c’, d’) calculations. (a, b, c, d) in gas and in aqueous phases (a’, b’, c’, d’), respectively, for C1 and C2 

complexes. 

Local reactivity descriptors 

The local reactivity was analyzed with the aid of 

the Fukui indices, the condensed Fukui functions 

[22-24] for the reactive sites of electrophilic and 

nucleophilic attack on the molecules, which can be 

expressed as: 

For nucleophilic attack: 

fk
+ = [qk (N + 1) - qk (N)]                               (4) 

For electrophilic attack: 

fk
- = [qk (N) - qk (N –1)]                                  (5) 

For radical attack: 

fk
0 = [qk (N + 1) - qk (N - 1)] /2                       (6) 

where +, -, 0 signs refer to nucleophilic, 

electrophilic and radical attack, respectively. 

The Fukui index for electrophilic attack (fk
−) 

represents the nucleophilic site of the species and the 

Fukui index for nucleophilic attack (fk
+) represents 

the electrophilic site of the species [25]. Condensed 

Fukui functions (fk
+, f k

−) associated with the 

nucleophilic and electrophilic attacks, using natural 

population analysis (NPA) of 2MMPT (Scheme 1S) 

before and after complexation in aqueous phase, are 

reported in Table 2S. To compare between the 

possible sites for nucleophilic and electrophilic 

attacks on any atom, we calculated (Δfk) which 

corresponds to the difference (fk
+ - fk

–). If Δ fk< 0, 

then the site is favorable for an electrophilic attack, 

whereas if Δ fk>0, then the site is favorable for a 

nucleophilic attack. As can be observed, for an 

isolated 2MMPT molecule S1, S2 and N3 are the 

most nucleophilic sites, whereas C13 and C14 are 

the electrophilic sites. After complexation, the 

values of the dual descriptor are also changed 
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comparatively to the free 2MMPT. S1, S2 and N3 

are the most nucleophilic sites with a slight decrease 

in values of f (k)
 -. C7 and C10 become favorable 

electrophilic sites. Condensed Fukui functions in the 

gas phase are illustrated in Table 3S. As can be seen 

from Table 3S, nucleophilic and electrophilic attacks 

in gas phase are the same to those obtained in the 

aqueous phase with difference in values of the Fukui 

indices. The plots of the Fukui indices for isolated 

2MMPT and the two complexes in gas and in 

aqueous phases are presented in Fig. 5. 

Electronic transitions and UV–Vis spectra 

The electronic transitions of the two complexes 

were calculated using the time-dependent density 

functional theory (TD-DFT) at BP86-D3/6-31G (d, 

p) level using ground-state geometries in aqueous 

phase. The calculated excitation energies, oscillator 

strength (f) and wavelength (λ) and configurations of 

excitations are given in Table 4S. For the C1 

complex, TD-DFT calculations predict two 

transitions in the UV–Vis region. A strong transition 

is observed at 2.9414 eV (421.51 nm) with an 

oscillator strength f = 0.0078. This peak is due to 

electronic transition from HOMO-1→LUMO. For 

the C2 complex three transitions are observed, a 

strong one at 410.59 nm with vertical transitions and 

oscillator strength equal to 3.0196 and 0.0046 eV, 

respectively. This band is obtained between 

HOMO→LUMO. A careful inspection of molecular 

plots of encapsulated complexes (Fig. 6) shows that 

in the C1 complex, the HOMO-1 is localized on the 

HPβ-CD molecule and LUMO is localized on 

2MMPT revealing a high charge transfer in the 

complex. In the C2 complex, the HOMO and LUMO 

orbitals are localized on the 2MMPT molecule, 

which shows that this excitation arises from a local 

excited state.  

(a)                  (b)  

Fig. 5. Plots of the Fukui indices for the isolated 2MMPT and the two complexes in gas (a) and in aqueous (b) phase. 

 

Fig. 6. Plots of molecular orbitals for vertical excitation energies (E, eV), oscillator strengths (f) and wavelength (λ) for 

C1 and C2 complexes calculated at BP86-D3/6-31G (d,p) in aqueous phase. 
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NMR spectral studies 

Based on BP86-D3/6-31G (d,p) optimized 

geometries, the gauge-including atomic orbital 

(GIAO) method was applied for 1H NMR 

calculations by employing the density functional 

theory B3LYP at 6-31G (d,p) basis set by using 

corresponding TMS shielding calculated at the same 

theoretical level as the reference. The calculated 

proton chemical shifts of isolated and complexed 

2MMPT (Scheme 1S) are recorded in Table 2. We 

noticed a significant change in chemical shift values 

of 2MMPT in the two complexes. This significant 

chemical shift change confirmed the encapsulation 

of 2MMPT into the hydrophobic cavity of HPβ-CD 

and the formation of an inclusion complex between 

2MMPT and HPβ-CD. On the other hand, the 

computed shielding obtained for the optimized 

structures from the GIAO theory analysis for C1 and 

C2 complexes plotted as a function of the 

experimental chemical shift parameters [11] 

displayed in Fig. 7 turns out to be linear. The linear 

regression equation is expressed by the following 

regression expressions:  

δCalculated = 1.0704 δexperimental -0.5988,  

with correlation coefficient R2 = 0.96 for the C1 

complex and  

δCalculated = 0.8106 δexperimental +0.7669,  

with R2 = 0.90 for the C2 complex. 

The best linear correlation between calculated 

and experimental chemical shift is observed in the 

C1 complex; however, our theoretical 1H NMR 

chemical shift results for the C1 complex are in good 

agreement with the experimental data [11].  

Table 2.1H NMR chemical shift (δ, ppm) in D2O obtained by the GIAO approach for free and complexed 2MMPT as 

calculated at B3LYP-D3/6-31G(d,p) level of theory and chemical shift displacement Δδ after complexation. 

Δδ= δ2MMPT in complex – δ2MMPT free 

 

Fig. 7. Correlation between calculated and experimental chemical shifts.  

 
Experimental 1H chemical shifts (ppm). 

Proton 2MMPT 

calculated 

2MMP

Texp 

C 1  

complex 

C 2 

complex 

2MMPT@ 

HPβ-CDexp 

ΔδC 1 

complex  

ΔδC2 

complex 

Δδ exp 

Ha 5.420 5.798 5.353 5.248 5.802 0.067 0.173 0.004 

Hb 6.031 7.254 6.507 5.822 7.262 0.477 0.208 0.008 

Hc 6.675 7.001 6.949 6.425 7.011 0.274 0.25 0.01 

Hd 6.712 6.894 6.709 6.371 6.904 0.003 0.340 0.01 

He 6.893 6.732 6.811 6.550 6.743 0.082 0.343 0.011 

Hf 6.911 6.542 6.923 6.584 6.542 0.012 0.326 0 

Hg 7.014 6.840 6.912 6.725 6.847 0.102 0.289 0.007 

Hh 6.464 6.462 6.463 5.912 6.481 0.001 0.552 0.019 

Hi 2.402 2.423 1.957 2.681 2.436 0.451 0.279 0.013 

Hj 2.137 / 2.452 1.968 / 0.315 0.169 / 

Hk 2.137 / 2.573 2.335 / 0.436 0.198 / 
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Fig. 8. FT-IR spectra of 2MMPT (in blue), HPβ-CD 

(in red) and 2MMPT@HPβ-CD (in black) inclusion 

complexes. 

Vibrational spectra  

Vibrational frequencies are useful for probing 

interatomic interactions between host and guest in 

the two complexes. The infrared spectra of HPβ-CD, 

2MMPT, C1 and C2 inclusion complexes are shown 

in Fig. 8. BP86-D3/6-31G (d,p) computed spectra of 

the complexes (depicted in black) are compared with 

the individual HPβ-CD (red) and 2MMPT (blue) 

spectra. The theoretical and experimental 

frequencies are presented in Table 5S. As shown in 

Table 5S and in Fig. 8, for HPβ-CD, peaks were 

observed at 3398 cm-1, 2950 cm-1, 921 cm-1 and 1120 

cm-1, respectively, for O-H stretching, C-H 

stretching, C-H bending and C-O stretching 

vibrations. Upon complexation with 2MMPT, these 

vibrational frequencies reveal up-shift tendencies. In 

the case of 2MMPT, the bands resulting from 

inclusion complexes are shifted or their intensities 

are changed. The highly intense band at 3500 cm−1 

assigned to the N-H stretching shows downshift in 

the two complexes. The C-H stretching and C-S 

stretching vibrations show down-shift. The C=C 

stretching, C-C stretching and C-H bending 

vibrations show up-shift in their vibrational 

frequencies. N-H bending shows up-shift for the C1 

complex and down-shift for the C2 complex. In 

addition, C-N stretching and C-S-CH3 stretching 

vibrations reveal a shift in their frequencies. These 

results indicated that the 2MMPT was included into 

the cavity of HPβ-CD and formed an inclusion 

complex. The selected calculated vibrational 

frequencies in the C1 and C2 complexes given in 

Table 5S are generally in consonance with these 

obtained in experimental data [11]. 

Recently, Lane et al. [26] demonstrated that the 

analysis of the kinetic energy density G(r) features at 

the hydrogen bond critical points could be correlated 

to spectroscopic features of the X-H stretching 

involved in hydrogen bond formation. With this 

view the calculated kinetic energy density G(r) was 

plotted as a function of the frequency shift in Fig. 2S. 

The plot reveals an excellent linear correlation. 

Natural bond orbital analysis 

The natural bonding orbital (NBO) analysis 

provides an efficient method for studying intra- and 

intermolecular bonding and for investigating charge 

transfer or conjugative interaction in molecular 

systems [27]. Also it can be used to estimate 

delocalization of the electron density between 

occupied Lewis-type orbitals and unoccupied non-

Lewis NBOs, which corresponds to a stabilizing 

donor–acceptor interaction [28]. In the NBO 

analysis the stabilization or second-order 

perturbation energy E(2) is a value of energy by 

which the whole of the molecular systems is 

stabilized through charge transfer from donor to 

acceptor groups, and the large E(2) value shows the 

intense interaction between electron donors and 

electron acceptors and the greater extent of 

conjugation of the whole system [29]. This second-

order perturbation energy E(2) is defined by: 

E(2) = qi
F(i,j)

ℇj−ℇi
                            (7) 

where qi is the donor occupancy, εi and εj are 

diagonal elements (orbital energies), and F(i,j) are 

off-diagonal elements of NBO Fock matrix. Natural 

bond orbital (NBO) donors and acceptors and their 

second-order perturbation energy values E(2) in both 

gas and aqueous phases for C1 and C2 complexes 

are tabulated in Table 3. The interactions are 

classified in two categories: that the E(2) value is 

larger than 2 kcal/mol for strong hydrogen bond 

interaction and from  0.5 kcal/mol to 2kcal/mol for 

weak hydrogen bond interaction [30]. The 

interactions are detailed as follows: for the C1 

complex, the highest interaction energy was 

observed for the lone pairs interaction LP (S 218) 

2MMPT →σ*(C 65 - H 70) HPβ-CD, LP (S 219) 2MMPT 

→σ*(O 133 - H 134) HPβ-CD, LP (O22)HPβ-CD →σ*(N 

220- H 234)2MMPT and LP (O194)HPβ-CD→σ*(C 232 - 

H 241)2MMPT, with stabilization energy ranged 

between 2.02 to 28.01 kcal /mol.  
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Table 3. NBO electronic transitions of the intermolecular HBs of host-guest inclusion complexes of 2MMPT with 

HPβ-CD for C1 and C2 complexes and the corresponding stabilization energies (E(2)). 

Donor  Acceptor E(2) Bp86-D3/6-31G(d,p) 

In gas phase         In aqueous phase 

C1 complex 

LP (2) S 218                       σ*(C 65 - H 70)           4.62 2.28                       

σ (C 26 - H 92)                                                              σ*(C 228 - H 237)           0.25 0.58 

σ (C 56 - H 97)                                                              σ*(C 229 - H 238)           0.11 0.08 

LP (2) S 219                      σ*(O 133 - H 134)           28.01 20.61                      

σ (C 169 - H 171)                                                              σ*(C 231 - H 240)           0.12 0.19 

σ (C 225 - H 235)                                                              σ*(O 135 - H 136)           0.08 0.17 

σ (C 226 - H 236)                                                              σ*(O 80 - H 81)           0.05 0.05 

σ (C 227 - H 237)                                                              σ*(C 26 - H 92)           0.21 0.91 

σ (C 229 - H 238)                                                              σ*(C 56 - H 97)           0.31 0.13 

LP (1) O 22                       σ*(N 220 - H 234)           2.02 6.23 

LP (2) O 194                      σ*(C 232 - H 241)                                                                     3.10 4.96  

σ (C 231 - H 240)                                                              σ*(C 169 - H 171)           0.10 0.30 

σ (C 232 - H 241)                                                              σ*(O 194 - H 195)           0.20 0.06 

C2 complex 

σ (C 25 - H 30)                                                              σ*(N 220 - H 234)           0.07 0.21 

σ (C 35 - H 40)                                                              σ*(N 220 - H 234)           0.10 0.08 

σ (C 39 - H 121)                                                              σ*(C 228 - H 237)           0.12 0.12 

σ (C 66 - H 71)                                                              σ*(C 230 - H 239)           0.28 0.23 

σ (C 225 - H 235)                                                              σ*(C 35 - H 40)           1.06 0.83 

LP (2) S 218                       σ*(O 125 - H 126)           8.38 7.67 

σ (C 226 - H 236)                                                              σ*(C 6 - H 9)           0.60 0.19 

 LP (1) O 73                       σ*(C 226 - H 236)           2.01 2.09 

σ (C 227 - H 230)                                                              σ*(O 183 - H 184)           0.17 0.10 

LP (2) O 121                           σ*(N 220 - H 234)             6.44 6.15 

σ (C 228 - H 237)                                                              σ*(O 121 - H 122)           0.43 0.35 

σ (C 230 - H 239)                                                              σ*(C 5 - H 8)           0.24 0.06 

σ (C 231 - H 232)                                                              σ*(O 133- H 134)           0.17 0.09 

σ (C 233 - H 243)                                                              σ*(C 163 - H 164)           0.18 0.06 

 

For the C2 complex, donor–acceptor interactions 

are observed between LP (O121) HPβ-CD→σ*(N 220 

- H 234) 2MMPT, LP (S218) 2MMPT → σ*(O 125 - H 

126) HPβ-CD and LP (O 73)HPβ-CD →σ*(C 226 - H 

236)2MMPT with stabilization energy ranged between 

2.09 to 8.38 kcal/mol. Thus, we concluded that the 

higher E(2) energy for the C1 complex indicates a 

greater interaction compared to the C2 complex. 

This result is in agreement with the binding and 

interaction energies of the C1 complex. The 

interactions described above are hydrogen bonds. 

The other types of orbital’s interactions: σ→σ* are 

relatively low, in which their stabilization energies 

vary between 0.05 and 1.06 kcal/mol. These 

interactions are classified as weak hydrogen bonds. 

From this NBO analysis, it can be concluded that 

these complexes are stabilized by strong hydrogen 

bonds and van der Waals interactions. 

Energy decomposition analysis 

The generated structures optimized by the PM3 

method at each step from −6 to +6 Å were analyzed 

by EDA at BP86-D3/6-31G (d,p) functional. The 

computed results are depicted in Fig. 9 and in Table 

6S in supporting information. The total binding 

energies are the summation of four terms, viz., Pauli 

repulsion (ΔEPauli), electrostatic (ΔEelstat), orbital 

(ΔEorb) and dispersion (ΔEdisp) terms. In the EDA 

analysis, the 2MMPT is considered as one fragment 

and the HPβ-CD is considered as the other fragment. 

From Table 6S and Fig. 9 it can be seen that the 

repulsive term, ΔEPauli, is positive in value and is 

responsible for steric repulsion [31, 32]. The term 

ΔEPauli provides the repulsive interaction between the 

occupied orbitals of two interacting fragments. The 

maximum contribution at each step comes from 

ΔEelstat and plays a major role in stabilizing the two 

complexes. The non-covalent term (ΔEelstat + ΔEdisp) 

contributes more largely in the total stabilization 
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than the covalent term (ΔEorb) confirming the non-

covalent nature of the interactions between host and 

guest. From the EDA results, we can conclude that 

in the attractive forces, the electrostatic interaction 

dominates in the intermolecular bonding between 

the HPβ-CD and the 2MMPT. 

QTAIM analysis 

The intermolecular interactions in C1 and C2 

complexes were further discussed through 

topological QTAIM analysis. Bader [33, 34] 

developed QTAIM quantum theory. It is based on 

the study of the topology of the electronic density, 

which characterizes the distribution of electrons in 

space. 

 

Fig. 9. Energy profiles of the generated structures at 

each step for C1 and C2 complexes obtained from the 

EDA analysis at BP86-D3/6-31G (d,p) level of theory. 

It is allowed to determine the different 

characteristics that present the intra- and 

intermolecular interactions, precisely to find 

hydrogen bond strengths from different topological 

properties [35]. The Laplacian, local kinetic energy 

density G(r), local potential energy density V(r), and 

local electron energy density H(r) at the BCP are 

used to summarize the nature of the bond or 

interaction. According to QTAIM theory, a bond is 

characterized by the existence of a critical point of 

binding (BCP) [36]. The molecular graphs obtained 

for the studied inclusion complexes are given in Fig. 

10. The different intermolecular interactions that 

exist in both complexes are shown in dotted lines. 

The computed topological parameters 

corresponding to the intermolecular interactions of 

the two complexes such as electron densities (ρ), 

Laplacian of electron density (∇2(ρ)), local kinetic 

energy density G(r), local potential energy density 

V(r), Hamiltonian kinetic energy H(r), -G(r)/V(r) 

ratio, electron localization function (ELF), localized 

orbital locator (LOL) and bond energies at the 

intermolecular bonding BCPs are listed in Table 4. 

From Table 4 we observe that the obtained 

electron density and the Laplacian at the 

intermolecular BCPs are all positive for both 

complexes, showing the non-covalent nature of 

intermolecular bonding. Based on the Rozas et al. 

[37] criterion, the hydrogen bonds are classified as 

follows: 

− Weak hydrogen bonds: ∇2ρ (r) > 0 and H(rBCP) 

> 0; 

− Moderate hydrogen bonds: ∇2ρ(r) > 0 and 

H(rBCP) < 0;  

− Strong or very strong hydrogen bonds: ∇2ρ(r) < 

0 and H(r) < 0. 

For all BCPs, ∇2ρ(r) > 0, H (r) > 0 and the 

interaction energies EHB do not exceed 10 kcal/mol. 

Based on the above topological and energetic 

results, one may conclude that the intermolecular 

interactions in the C1 and C2 complexes are weak 

and approve the electrostatic behavior of these 

interactions [38]. In addition, the ratio of -G(r)/V(r) 

is > 1, supporting the existence of weak 

intermolecular bonding between host and guest in 

the two complexes [39]. Additionally, a small value 

of ELF and LOL confirms the electrostatic nature of 

the interactions between host and guest molecules, 

which shows that electrons are not greatly localized 

at the BCPs. 

The important advantage of the QTAIM 

application lies with the development of models 

correlating between the electron density ρ(BCP) and 

the interatomic distance. It has been found that the 

BCP is typically an excellent descriptor of the 

strength of the interactions; that is larger for shorter 

interatomic distances [40]. The plots of the electron 

density as a function of interatomic distances for C1 

and C2 complexes are shown in Fig. 11. It can be 

seen that the dependence between the electron 

density and the hydrogen bond distances follows an 

exponential trend. 
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Table 4. Topological parameters obtained from QTAIM analysis for C1 and C2 complexes. The following topological 

parameters are given: the corresponding dH…X distances; the electron density at BCP ρ(r), its Laplacian ∇2 (ρ), the kinetic 

electron energy density G(r) and the potential electron energy density V(r). All ρ(r), ∇2 (ρ), G(r) and V(r) values in atomic 

units; EHB in kcal/mol; bond length in Å. 

 

Fig. 10. Molecular topography analysis obtained from the AIM analysis of C1 and C2 complexes in aqueous phase at 

BP86-D3/6-31G (d,p) level of theory. 
 

The corresponding relationships are given in Fig. 

11. Excellent correlation is seen between ρ(BCP) and 

the hydrogen bond distances. Also, QTAIM 

characteristics are further described through 

hydrogen bond energies (EHB) at the intermolecular 

BCPs estimated by using Espinosa equation [41] 

(see Table 4) and the kinetic electron energy density 

(G(r)). Fig. 12 displays EHB as a function of the 

kinetic electron energy density (G(r)) showing a 

linear dependence.  corresponding linear regression 

equations for C1 and C2 complexes are as follows: 

EHB = 555.28 G(r)-1.8111, 

EHB = 528.37 G(r)-1.4315. 

An excellent linear correlation (R2 = 0.9998 and 

0.9972, respectively.for C1 and C2 complexes) is 

obtained between the hydrogen bond energies and 

the kinetic electron energy density (G(r)). 

 dH…X ρ(r) ∇2 (ρ) G(r) V(r) H(r) -G/V LOL ELF EHB
 

 C1 complex 

N220-

H234∙∙∙O22 

2.10 0.0189 0.0189 0.0218 -0.0206 0.0011 1.0583 0.1498 0.03010 

6.46 

C233-

H244∙∙∙O135 

2.43 0.0089 0.0488 0.0095 -0.0068 0.0027 1.3971 0.1032 0.0130 

2.13 

C225-

H235∙∙∙O135 

2.50 0.0082 0.0433 0.0082 -0.0056 0.0026 1.4643 0.1037 0.0132 

1.76 

 C2 complex 

N220-

H234∙∙∙O121 

2.15 0.0167 1.8 0.0189 -0.0171 0.0018 1.1053 0.1415 0.0264 

5.37 

C233-

H244∙∙∙O96 

2.66 0.0052 
2.9 

0.0058 -0.0036 0.0022 1.6111 0.0726 0.0061 

1.13 

C228-

H237….O121 

2.50 
0.0078 0.0455 0.0086 -0.0058 0.0028 1.4810 

0.0937 0.0105 

1.82 
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C1 complex                                                                        C2 complex 

Fig. 11. Electron densities (in au) as a function of the hydrogen bond distances (in Å) for C1 and C2 complexes. 

 

C1 complex                                                                                      C2 complex 

Fig. 12. EHB (in kcal/mol) as a function of kinetic electron energy density (G(r) (in au) for C1 and C2 complexes. 

Non-covalent interactions-reduced density gradient 

analysis 

NCI-RDG analysis presents a graphical 

visualization of the region where non-covalent 

interactions occur in real-space, and is capable of 

distinguishing hydrogen bonds, van der Waals 

interactions and repulsive steric interactions through 

simple color codes [42]. NCI is expressed in terms 

of the electron density, its Laplacian, and the 

reduced gradient of density. According to NCI 

analysis, the interaction types are determined by 

examination of the sign of the second eigenvalue λ2. 

The strength and nature of interactions can be 

interpreted by the product sign λ2 times ρ as given by 

RDG iso surfaces. (Sign λ2) ρ < 0 for attractive 

interaction, (sign λ2) ρ >0 for a repulsive interaction, 

whereas the weak van der Waals types reveal (sign 

λ2) ρ ≈ 0 which are designed in the RDG isosurface 

with blue, red and green color, respectively [43]. 

Blue, green, and red color codes are used to describe 

stabilizing H-bonding, van der Waals, and 

destabilizing steric interaction, respectively [38]. 

The NCI plots for the two complexes are depicted in 

Fig. 13. The red areas observed indicate a steric 

repulsion and are localized mostly in the middle of 

the benzene rings and near the oxygens of carbonyl 

groups of HPβ-CD. The green areas observed 

between host and guest molecules indicate the 

existence of van der Waals and electrostatic 

interactions. 

CONCLUSION 

We applied a dispersion corrected density 

functional methodology to study non-covalent 

intermoleular interactions leading to the complex 

formation of 2MMPT with HPβ-CD. The calculated 

binding and interaction energies are in favor of the 

C1 complex where the guest molecule is totally 

encapsulated in the HPβ-CD cavity. Our theoretical 
1H NMR chemical shift results are in good 

agreement with the experimental data. The results of 

NBO analysis show that C1 and C2 were stabilized 

by weak and strong hydrogen bonds. Energy 

decomposition analysis indicated that the 

electrostatic interaction dominated among the 

attractive interactions in both complexes.  

From the AIM results, one can conclude that the 

obtained electron density and the Laplacian at the 
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Fig. 13. Plots of RDG(s) versus the electron density multiplied by the sign of the second Hessian eigenvalue (sign λ2) ρ 

and the corresponding H-bond interaction for both complexes 

intermolecular BCPs were all positive for both 

complexes, showing the non-covalent nature of 

intermolecular bonding. Finally, the NCI analysis 

shows that the van der Waals interactions and 

hydrogen bonds are the driving forces in stabilizing 

the complexes.  
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Increasing human populations and activities depending on the industrial and agricultural improvements cause 

worldwide disappearance of usable water resources. The harmful effects from polluted waters reach the human body by 

the food chain. In particular, heavy metals, which are known as some of the most important pollutants to nature, can stay 

in the ecosystem for a long time, lead to harmful effects in food chain by accumulations, and have direct or indirect toxic 

effects on aquatic organisms. These metals can be deposited in the body of the organisms which are an important ring in 

food chain in aquatic environments. In this study, a total of five heavy metals (Cu, Fe, Zn, Cd, and Pb) in water, sediment, 

some macroinvertebrates and fish at the Sea of Marmara (Turkey), which is a bridge between Black Sea and Aegean Sea, 

were investigated. For this aim, water, sediment and organism samplings were done in 2009, the date before the planned 

construction of a channel in the Marmara Sea. Thus, it was aimed to contribute to the researches which have been 

performed in the Marmara Sea. According to the results, while the levels of Cd and Zn were determined to have high 

values in the water samples, the obtained concentration levels in sediment and accumulation rates in the organisms were 

compared in this study. 

Keywords: Marmara Sea, heavy metal, accumulation, essential elements 

INTRODUCTION 

Environmental pollution has negative effects on 

the living things. Especially the pollution of water 

resources leads to uncontrolled problems in both 

aquatic environments and human economy-social 

life. Among the pollutants, heavy metals stay in the 

first order depending on their harmful and destroying 

effects. Although living things need some trace 

elements like Cu, Zn, Fe for their biological systems, 

some of them like Cd, Pb, As, and Hg cause very 

high toxic effects at very low concentrations. 

Furthermore, a lot of studies reported that these 

metals accumulate in the bodies of different 

organisms [1–4]. 

In recent years, a lot of studies have been 

performed on the accumulation of heavy metals in 

aquatic environments. The Marmara Sea is located 

on north-west of Turkey and it is surrounded by 

settlements, agricultural and industrial areas. Also, 

the Marmara Sea, a small inner sea, is a bridge 

between Black Sea and Aegean Sea via Bosphorus 

Strait and Dardanelles Strait, respectively. Thus, the 

Marmara Sea separates two important continents, 

Asia and Europe. Also, the Marmara Sea is an 

important immigration way between Black Sea and 

Mediterranean Sea for fish which are fed on benthic 

invertebrates. Fisheries are very important bazaar for 

the economy of the local people living around the 

Marmara Sea. But the Sea is under the influence of 

anthropogenic effects due to the discharges from 

settlements, industrial and agricultural activities [5]. 

There is a project on opening a channel between the 

Marmara Sea and Black Sea [6]. Therefore, 

environmental studies on water and sediment quality 

of the Marmara Sea gain importance day by day. 

Thus, we can assess environmental effects of the 

channel on the Sea by the before/after researches.  

     There are a lot of studies on heavy metal 

accumulation in the water column or sediment of 

Marmara Sea [7–28]. Also, some heavy metal 

accumulations in mollusc species which are a very 

important group in benthic macroinvertebrates and 

the other groups, were studied in Marmara Sea [5, 7, 

9, 10, 15, 17, 18, 20, 21, 23-25, 28-36]. 

Physicochemical analyses can inform on the current 

water quality at a particular time of an aquatic 

environment. Therefore, to monitor the changes in 

the chemicals like heavy metals in aquatic 

environments, samplings made by seasonal intervals 

at least will be useful. But benthic 

macroinvertebrates and fish are useful organisms to 

follow heavy metal pollution in an aquatic 

ecosystem by the accumulation talents of the heavy 

metals in their bodies. They can tell us past and 

present situation of the ecosystem.  

In this study, it was intended to contribute to the 

researches which have been performed in the 

Marmara Sea. For this aim, the heavy metal 

concentrations in both water/ sediment and some 

tissues of different macroinvertebrates (starfish, crab 

and shrimp) / fish in the Sea of Marmara at the same 

time samplings were determined.  * To whom all correspondence should be sent:  

E-mail: belginelipekcamur@trakya.edu.tr  2021 Bulgarian Academy of Sciences,  Union of Chemists in Bulgaria 
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Thus, different organism groups in the Sea were 

evaluated for their roles on heavy metal 

accumulations in this study. 

EXPERIMENTAL 

The samplings were made in December 2009 in 

Marmara Sea between the coordinates 41.01968N - 

28.36683E and 40.96936N - 28.51225E. The 

organisms belonging to invertebrate (starfish 

Astropecten sp., shrimp Parapenaeus sp., and crab 

Carcinus sp.) and fish (Gobius sp., Trigla sp., 

Hippocampus sp., Spicara sp.) were sampled by a 

beam trawl (3 m mouth width, 60 cm length and 3 m 

bag length, 40 mm pore diameter). The sampling for 

the organisms was started at the bottom four km 

from the shore and the beam trawl was used during 

15 km (Fig. 1).  

 

Fig. 1. The location of Marmara Sea and the sampling 

locality 

The obtained materials belonging to the 

macroinvertebrates and fish were put into sterile 

plastic bags and transported to the laboratory for 

their dissection. Also, the water samples were 

obtained from 40 m depth by a Nansen water 

sampler (1.5 L) and the sediment materials were 

taken from 50 m depth by an Ekman grab (15 × 15 

cm). The water and sediment samples were put into 

polypropylene bottles that were cleaned by 1:1 HCl 

and 1:1 HNO3, separately and transported to the 

laboratory to perform the heavy metal analyses. 

In the laboratory, a total of 10 mL of water 

samples was put into a solution of HNO3/HCl (5:2) 

with 8 mL of pure water and was filtered before 

measuring the concentrations of heavy metals. The 

sediment samples were homogenized and about 1 g 

of sediment samples was taken and dried in a drying 

oven at 85°C for 48 h before putting into a solution 

of HNO3/HCl (5:2) with 3 mL of pure water and the 

residue was filtered. The sampled organisms were 

measured by a calliper and scales. The dissection 

was made in the laboratory and some tissues of them 

(muscle tissue, bowel, liver, and gills) were obtained 

and about 1 g parts of the organs were put into a 

solution of HNO3/HCl (5:2) with 3 mL of pure water. 

All prepared samples were drained by filter paper 

and were preserved at a temperature of -20°C until 

measuring the heavy metal contents.  

The concentrations of Cu, Fe, Zn, Cd, and Pb 

were determined on an Analyst 800 Model Perkin 

Elmer AAS flame atomic absorption spectrometer 

(FAAS) with deuterium lamp and air acetylene 

burner. All values were expressed as the mean of 

three replicate analyses for each sample.   

RESULTS AND DISCUSSION 

In this study, a total of five heavy metal (Cd, Fe, 

Zn, Cu, and Pb) contents were determined in water, 

sediment and some tissues of organisms living in the 

Sea of Marmara (Table 1).  

Table 1. Length and weight sizes of sampled 

organisms 

Material  Length 

(cm) 

Weight 

(g) 

 

 

Astropecten sp. 

Carcinus sp. 

Parapenaeus sp. 

IN
V

E
R

T
E

B
R

A
T

E
S

  

 

 4.5                   13.20 

 2.0                     3.729 

13.0                  12.0 

Gobius sp. 

Trigla sp. 

Hippocampus sp. 

Spicara sp. 

F
IS

H
 11.5                  15.273 

18.0                  59.071 

10.0                    4.84 

12.0                   21.0 

Water samples 

The literature suggests to measure the 

concentration levels of Cd, Pb and Cu in sea water 

for determining the pollution level [28]. In this 

study, the concentrations of Pb and Cu were 

determined as UAL (under analysable limit) in the 

water samples (Table 2 and Fig. 2).  

But the levels of Cd and Zn were found at high 

rations in the sea water samples according to the 

limits in the WPCR of Turkey (Water Pollution 

Control Regulation) and the limits in the literature 

[28, 37] (Fig. 2). It is reported that Cd is more likely 

related to anthropogenic effluents and Zn is widely 

detected in industrial and mining wastewater [38]. 

Also, they can enter the sea from the settlements.  
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Fig. 2. Comparison of the heavy metal levels in sea 

water as permitted and measured rations. 

Sediment samples 

It is reported that many heavy metal 

concentrations in sediment are higher than the those 

in the surrounding water [18]. The heavy metals in 

the sediments of aquatic environments which they 

tend to transport to the water column are the results 

of urban discharge and industrial wastes. Therefore, 

the analysis of heavy metals in the sediment helps in 

the interpretation of water quality [39]. In the 

previous study performed by Balkıs et al. [18] in the 

Marmara Sea, it was reported that Cd is rather high 

in the sediments of Bosphorus and Marmara Sea. 

Also, Otansev et al. [24] reported a widespread 

heavy metal enrichment in sediments of the 

Marmara Sea. 

Table 2. Measured levels of some heavy metals in water, sediment and some organisms in the Sea of Marmara (ppm) 

Sample Cd Cu Zn Pb Fe 

Water  0.092 UAL 0.205 UAL 3.138 

Sediment  0.176 2.043 4.179 2.373 81.770 

Astropecten sp. (muscle)  0.227 0.808 0.643 0.170 5.147 

Carcinus sp. (muscle)  0.122 1.648 1.092 UAL 3.362 

Parapenaeus sp. (gill)  0.134 4.626 1.455 UAL 13.440 

Parapenaeus sp. (bowel)  0.126 0.185 2.255 UAL 1.710 

Parapenaeus sp. (muscle)  0.128 0.809 1.122 UAL 1.549 

Gobius sp. (gill)  0.142 0.294 2.242 UAL 28.830 

Trigla sp. (liver)  0.132 UAL 1.350 UAL 11.28 

Trigla sp. (gill)  0.141 0.121 1.977 UAL 10.63 

Hippocampus sp. (gill)  0.152 UAL 2.782 UAL 5.479 

Spicara sp. (gill)  0.145 UAL 1.464 UAL 9.735 

UAL: Under Analysable Limit 

 

Fig. 3. Comparison of the heavy metal levels in the organisms at measured rations.  
 

  

Cd

Cu

Zn

Pb

Fe
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Turkish Thrace region has highly intensive 

agricultural and industrial activities which lead to 

continuous pollution of water resources. In the 

previous study carried out by Balkıs and Çağatay 

[16], the heavy metal distributions and sources were 

investigated in the sediments of Marmara Sea. The 

results show that the erosion products by two rivers 

from the south are the main sources to the relatively 

high metal concentrations in the studied area [16]. In 

our study, the concentrations of the heavy metals 

were found at 0.176 mg/kg for Cd, 2.043 mg/kg for 

Cu, 4.179 mg/kg for Zn, 2.373 mg/kg for Pb and 

81.770 mg/kg for Fe. These rations were found as 

very low levels compared with the literature [40]. 

But the measured heavy metal concentrations in the 

sediment samples were found higher than in the 

water samples (Table 2).  

Organism samples 

The heavy metal contents of the tissues in some 

marine species were also studied in this study. 

Although, Cd and Zn concentration levels were 

found similar to those in the tissues of the 

macroinvertebrate samples, Cu and Fe 

concentrations in the gills of shrimps (Parapenaeus 

sp.) were found higher than in the muscles and 

bowels. The Pb concentrations in the 

macroinvertebrate samples were found at UAL 

except starfish muscle (Table 2). When the heavy 

metal findings were evaluated according to their 

accumulation in the gills of the fish samples, the 

levels of Cd, Zn, Cu were found at similar rations 

and the Pb concentrations were found at UAL (Table 

2). The concentrations of Fe were found at high 

levels in demersal goby fish (Gobius sp.) (Fig. 3).  

In a study performed on heavy metal 

concentrations in the sea water, sediment and 

starfish of Marmara Sea, it was reported that 

industrial activities lead to heavy metal 

accumulation [32]. In another study performed in 

shrimps (Parapenaeus longirostris) living in the Sea 

of Marmara, some heavy metal concentrations were 

reported at high rations [22]. 

The studies which were performed on heavy 

metal accumulations in the organisms show that the 

different accumulation rations can be observed in 

different tissues depending on the species and age. 

The gills are an important way to enter the heavy 

metal inside the organisms. In this study, the 

concentrations of Cu and Fe in shrimp gills were 

found higher than in the other tissues. Also, the 

measured heavy metal concentrations in sediment 

were found at a higher level than in water samples. 

It was observed that the concentration of Fe was at a 

high level in goby fish which is living and feeding 

depending on sedimental material.  

Heavy metals are among the important 

environmental pollutants and they can enter the 

aquatic surroundings by different ways. Their 

accumulations have increased due to the settlements, 

industrial and agricultural wastes. Although other 

pollutants can be removed from the natural 

environments by biological degradation, the heavy 

metals can accumulate [41]. The studies reported 

that the toxicity and accumulation of heavy metals in 

the aquatic environments lead to serious problems 

for ecosystems. These ecological problems can 

affect human health directly or indirectly because 

heavy metals can enter the biological structures by 

the food chain. It was reported that the heavy metal 

Cd had led to Itai-itai disaster in Japan by feeding on 

contaminated rice. This heavy metal affects the 

kidneys in humans and leads to chronic poisoning. 

The other heavy metals Pb and Zn can be transmitted 

by superficial water flood to sea, and they can 

accumulate in the tissues of aquatic organisms. 

Although Zn is needed for the physiology of living 

things, it can cause toxic effects at high 

concentrations. Pb is toxic for aquatic organisms 

[28].  

As a result, to prevent the accumulation of the 

heavy metals in human body, their transporting to 

the aquatic environments must be prevented. Also, it 

is suggested that similar studies should be repeated 

periodically in the Marmara Sea before opening a 

channel between Marmara Sea and Black Sea. Thus, 

controlled monitoring can be provided for 

sustainable usage and rational management of the 

Marmara Sea. 
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The effects of calcium, nickel and manganese modified zinc-phosphating baths on phosphatizing of electro 

galvanizing low-carbon steel surfaces were studied. The phosphating concentrates were characterized by their density; 

рН; conductivity; total and free acidity. Gravimetric, chemical, electrochemical and physical methods were used to 

determine the thickness, phase and chemical composition, structure, corrosion resistance and protective ability of the 

phosphate coatings. The results indicate that the coatings obtained with the modified solutions are thinner than the ones 

formed in the initial solution at the same experimental conditions: concentrations (5 %-15 %vol.) and temperatures (20оС-

60оС). The phosphate coatings obtained contain mainly hopeite and the partial replacement of Zn by Ca, Ni and Mn did 

not affect new crystal phase formation. The corrosion resistance of the crystalline phosphate coatings was determined in 

model aqueous solutions of 0.01 М NaCl, 0.6 М NaCl and 0.6 M NH4NO3.The protective properties of the phosphate 

coatings were determined electrochemically by measuring the maximum anodic potential during galvanostatic 

polarization in a model electrolyte, as well as through neutral salt spray tests. 

Keywords: zinc coatings, zinc phosphating, surface treatment. 

INTRODUCTION 

The production of electro galvanized steels with 

deposited organic (paint, polymer) coatings has been 

significantly increased in last years. The most 

important indicator of the organic coating quality is 

its adhesion, the main factors of which are the 

roughness and surface tension of the zinc surface. 

Therefore, the best preliminary zinc surface 

treatment when organic coatings are applied is the 

phosphating procedure that increases its roughness 

and surface tension about 3-4 times. The adequate 

phosphating and subsequent surface painting can 

lead to optimal corrosion protection [1].  

The formation of a phosphate coating is a 

complex process involving subsequent dissolution 

of the substrate, nucleation and growth of phosphate 

crystals [1, 2]. The intensification of the phosphating 

process and the improvement of phosphate coatings 

deposited can be achieved by adding activators and 

other substances to the working solutions [3]. 

Commonly, addition of various metal cations such 

as Ca2+, Ni2+, Mn2+, etc. [4-7], as well as post-sealing 

with silicate solution [8], results in improved coating 

characteristics. In this context, applying the calcium-

modified zinc phosphating, the presence of Ca2+ in 

the solution significantly changes the crystal 

structure, grain size and the corrosion resistance of 

the coatings [9, 10]. Otherwise, when manganese 

and nickel containing zinc phosphating solutions are 

used, the coating surface roughening decreases that 

results in raised corrosion resistance [11].  

The phosphating of zinc surface increases its 

resistance several times with respect to the case of 

Cr6+- passivation [2]. Moreover, the phosphate 

coatings are more stable at high temperature in 

comparison with the chromate films.  

The present work reports data on the phosphating 

process of zinc surfaces with calcium, nickel and 

manganese modified zinc phosphating baths. The 

densities, рН, conductivities, as well as the total and 

free acidity of the phosphating concentrates were 

determined. The effects of bath concentration and 

temperature on the coating thicknesses, structures, 

phase and chemical composition were studied. The 

corrosion resistance and the protective properties of 

the phosphate coatings obtained were investigated, 

too.  

EXPERIMENTAL 

Materials and samples 

Disc-shaped specimens (26 mm in diameter, 

thickness of 1 mm and working surface area S=0.1 

dm2) of low-carbon steel (0.17 % С) were coated by 

zinc in a conventional acid ammonium-chloride 

electrolyte Entobrite CLZ 953 and used for the 

gravimetric experiments. The electrochemical 

experiments were carried out with plate-shaped 

specimens with dimensions in accordance with ISO 

17475:2005 and a fixed working surface area of 0.01 

dm2. In addition, square plate samples (10×10 mm) 

were used as specimens in all physical methods 

applied, while the tests of the corrosion resistance 

and the protective properties of the phosphate 

coatings  on  zinc  surfaces  were  carried  
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out with square plate coupons (50×50 mm). The 

thickness of the zinc coatings for all types of 

investigations was about 12 μm.  

The preliminary treatment of the specimens prior 

to the phosphating included subsequent alkaline 

degreasing, rinsing, acid pickling, rinsing and drying 

[11, 14].  

Solutions and working conditions 

Aqueous solutions of Zn,CaPh, Zn,NiPh, and 

Zn,MnPh were used as working media for the 

crystalline phosphating depositions. They were 

prepared on the base of an initial ZnPh zinc 

phosphating concentrate through replacement of 

10% of the present zinc phosphate by nickel, calcium 

and manganese phosphates, respectively. Thus, they 

were in fact concentrated solutions of the 

components containing acid phosphates of the 

corresponding metals, free phosphoric acid, 

inorganic salts, stabilizers, etc. The ratio P2O5:NO3
- 

= 1:3 was used. 

The working conditions were as follows: 

- Concentration values of 5.0 vol. %, 10.0 vol. %

and 15.0 vol. %; 

- Temperature values of 20.0оС, 40.0оС and

60.0оС; 

- Process duration of 5.0 min, 7.5 min, 10.0 min,

12.5 min and 15.0 min. 

The model media used for the electrochemical 

characterization of the coatings were chosen in 

correspondence with the literature data. They were 

as follows: 0.01 M NaCl, 0.6 M NaCl, and 0.6 M 

NH4NO3 [13]. 

The protective properties of the phosphate 

coatings were determined in a model (NaCl + 

Na2SO4; 6 gl-1 + 94 gl-1) electrolyte [15]. 

Methods of investigation 

Gravimetric method. The method was used to 

investigate the influence of various factors on the 

kinetics of phosphate coatings formation. Its 

application requires careful determination of the 

samples mass (in grams) after phosphatizing (m1), as 

well as their mass after the coating removal (m2). 

Using the following equation allows determination 

of the phosphate coating thickness, М [11]:  

𝑀 =
(𝑚1−𝑚2)

𝑆
, 𝑔 𝑚−2 ,

where, S - sample surface area, m2. 

Open circuit potential determination. Metals or 

metal-coated substrates immersed in liquid 

electrolyte media resulted in establishment of non-

equilibrium, i.e. the so-called corrosion potentials. 

The corrosion potentials are not indicative with 

respect to the resistance attained but their values and 

time variations provide enough information about 

the character of the corrosion process, the behavior 

of both the metal and metal coating in different 

media under various conditions. The experiments 

were performed with an automatic device EG&G 

Princeton Applied Research, 

potentiostat/galvanostat, model 263A. 

Potentiodynamic polarization method. The 

polarization curves recorded potentiostatically or 

potentiodynamically allow determination of various 

corrosion characteristics such as Ecorr, icorr, etc. The 

cell employed was a three-electrode one with 

compartments for the test electrode (0.1l), the 

counter Pt-electrode (0.2 cm2) and the saturated 

calomel reference electrode (SCE). The experiments 

were carried out with EG&G Princeton Applied 

Research potentiostat/galvanostat, model 263A, 

provided with the specialized software package 

PоwerCORR®. 

Scanning electron microscopy (SEM). This is the 

most widely used method of surface topography 

investigation. The analyses were put through a 

scanning electron microscope JEOL JSM 6390 

equipped with a scanning system of ultra-high 

resolution (ASID-3D). 

Energy-dispersive spectroscopy (EDS). This 

local X-ray spectral investigation method providing 

qualitative and quantitative analysis of the 

composition of surface microvolumes of the order of 

several μm3 was carried out by the scanning electron 

microscope JEOL JSM 6390 equipped for EDS. 

X-ray photoelectronic spectroscopy (XPS). The

method allows direct investigation of the electrons 

situated in the valence, as well as in the inner 

electron layers. The measurements were carried out 

with the Escalab II system equipped with an X-ray 

source of AlKα (1486.6 eV) and a maximum 

instrumental resolution of 1 eV. 

X-ray phase analysis (XRD). The method allows

quantitative determination of the phases in the 

system (of 1 % – 3 % content), their chemical 

composition, the structure of the phase unit cell, etc. 

Philips APD-15 (1030) X-ray diffractometer 

equipped with Bragg-Brentano focusing system was 

used. 

Atomic force microscopy (AFM). The method 

allows determination of the surface topography 

through a direct contact with a probe fixed at the end 

of the microscopic beam. The measurements were 

carried out with the Nano Scope V system (Veeco 

Instruments Inc.). The data obtained were treated by 

WSxM5.0 Develop 3.0 Software.  

Electrochemical determination of the protective 

properties of the specimens. The method uses 

measurements of the maximum anodic potential, 

EAmax under galvanostatic polarization in a model 
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electrolyte solution (NaCl + Na2SO4; 6 gl-1+94 gl-1) 

with the assumption that higher values of EAmax 

correspond to better corrosion resistances [16]. 

Corrosion tester characterized the anodic behavior of 

the coatings. The time variations of the anodic 

potentials were recorded by EG&G Princeton 

Applied Research potentiostat/galvanostat, model 

263A and treated by the corrosion software Softcorr 

II. 

Neutral salt spray (NSS) corrosion 

investigations. The NSS corrosion tests were carried 

out in accordance with ISO 9227:2012 

recommendations. The test carried out in an NSS 

chamber included 4 cycles lasting 24 hours each, i.e. 

totally 96 hours. The corrosion resistance (the 

coating corrosion in this case) and the corrosion 

protection ability (i.e. the steel substrate corrosion) 

were evaluated after each cycle. Such corrosion 

studies could be extended up to 8 cycles in order to 

evaluate the corrosion behavior of each series of 

coating tests. NSS chamber commercially provided 

by VSN 1000 Heraeus-Vötsch GmbH was used. 

RESULTS AND DISCUSSION 

The data summarized in Table 1 show the most 

important indicators characterizing the phosphating 

concentrates used in the experiments: density, ρ; рН; 

conductivity, σ; total, Kta, and free, Kfa, acidity. The 

data indicate that the densities of all concentrates are 

almost identical. 

Table 1. Phosphating concentrate characteristics 

Solution ρ, 

g cm-3 

pH σ, 

mS cm-1 

KTA KFA 

ZnPh 1.330 0.32 110.7 304 35 

Zn,CaPh 1.320 0.31 110.5 304 40 

Zn,NiPh 1.330 0.41 105.4 302 33 

Zn,MnPh 1.325 0.21 113.2 304 44 

In the case of Zn,NiPh, the phosphating 

concentrate containing Ni has the lowest 

conductivity and the highest pH, while Zn,MnPh 

modified by Mn has the lowest pH. The solution KTA 

values differ insignificantly, while KFA is higher in 

cases of Zn,CaPh and Zn,MnPh. The greater 

difference in some of the characteristics of the 

phosphating concentrates studied can be attributed 

only to the nature and properties of the various 

cations used for modification of the initial zinc-

containing concentrate ZnPh.  

Gravimetric investigations 

The method was used to elucidate the effect of 

the operating conditions (concentration and 

temperature of the phosphating solutions, as well as 

duration of the process) on the coating thickness М. 

The values of the concentration and temperature are 

selected experimentally. Figures 1, 2, 3 and 4 

indicate typical thickness/mass, М vs. time, τ 

relationships of the coatings obtained in solutions of 

different concentrations at different temperature 

values. 

Figure 1. Effect of the phosphating duration, τ, on the thickness/mass of the phosphate coating obtained, М: 

 а – 5 %; b – 10 %; c – 15 % (A: ZnPh) 

Figure 2. Effect of the phosphating duration, τ, on the thickness/mass of the phosphate coating obtained, М: 

а – 5 %; b – 10 %; c – 15 % (B: Zn,CaPh) 
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Figure 3. Effect of the phosphating duration, τ , on the thickness/mass of the phosphate coating  obtained, М: 

а – 5 %; b – 10 %; c – 15 % (C: Zn,NiPh) 

Figure 4. Effect of the phosphating duration, τ, on the thickness/mass of the phosphate coating obtained, М: 

 а – 5 %; b – 10 %; c – 15 % (D: Zn,MnPh) 

The shapes of the curves in Figures 1 and 2 

indicate that the coatings of highest thickness 

correspond to the shortest time runs of 5 min in ZnPh 

and Zn,CaPh irrespective of the concentration and 

the temperature of the working solutions. The 

thickness of the coating decreases or stays relatively 

unchanged at longer duration. These facts suggest 

that the phosphate coatings on the zinc surfaces are 

growing with the highest rate in the initial stage (up 

to 5 min). Then their reorganization proceeds – 

exchange with the solution’s components resulting 

in increase of their density, homogenization and 

mass decrease. An exception was observed in the 

thickness (М) variation when the specimens were 

treated at 20оС in Zn,CaPh solutions irrespective of 

the variations in the concentration (Figure 2). In this 

case, the top values of М were reached in the first 10 

minutes of the phosphating process. This is most 

probably due to the effect of the calcium cations on 

the processes of crystal nuclei formation and the 

consequent growth of the crystals in the course of 

phosphatizing, owing to the variations in their rates 

mainly at low temperatures [17].  

Figures 1 and 2 also show that the thickness of the 

coatings increases with the concentration rise in both 

solutions studied. It is highest at 20оС and 

lowest at 60оС. The presence of calcium cations in 

the phosphating bath Zn,CaPh results in a decrease 

of the coatings thickness under all experimental 

conditions considered when compared to the 

changes observed in the initial zinc phosphating 

solution. The visual observations (× 10) of the 

phosphated zinc surfaces indicate that the 

homogeneity and the density of the coatings 

obtained in both solutions increase with increase in 

the temperature.   

The modification of ZnPh by nickel and 

manganese cations, Zn,NiPh and Zn,MnPh, brings 

about essential variations of the thickness, М vs. 

time, τ dependences (see Figures 3 and 4). In this 

case, the crystalline phosphate coatings of the 

highest thickness were obtained in the first 5 min of 

the process, in both solutions at the highest 

temperature value studied, i.e. at 60оС. The lowest 

thicknesses were obtained at the temperature of 

20оС. The thicknesses of the coatings obtained at 

40оС and 60оС decreased gradually with the increase 

in the phosphatizing duration and the effect could be 

most probably attributed to the coating 

reorganization taking place. At the lowest 

temperature of the solution (20оС), the thickest 

coatings were obtained up to the 10th min of the 

phosphatizing process.  
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Electrode potential measurements 

The electrode potentials of the phosphated steel 

specimens were measured in the course of the 

crystalline coatings formation in the corresponding 

phosphating baths and at their testing in model 

aqueous media. The change in the potential in the 

course of phosphating is related to the nature and the 

homogeneity of the coating obtained, whereas the 

stabilization of the electrode potentials indicates in 

fact the end of the phosphating procedure. The time-

variation of the electrode potentials in the course of 

the phosphate coatings growth is shown in Figure 5. 

Figure 5.  Potential vs. time relationships recorded in 

the course of crystalline phosphate coatings formation: 10 

vol.%, 60оС, 10 min. 

The potential, Е vs. time, τ relationships were 

recorded under identical experimental conditions, 

that is: working solution concentration of 10 vol.%, 

temperature of 60оС and duration of 10 min. The 

shape of the curves indicates that within the initial 

short period (20 – 25 s) constant potentials were 

observed and followed by their shift in a positive 

direction. This is most clearly demonstrated by the 

results obtained with the ZnPh solutions containing 

only zinc phosphate, while in the modified 

phosphating solutions it is more slightly expressive 

and is in the following order: EZn,NiPh< EZn,CaPh< 

EZn,MnPh. The course of the curves allows suggesting 

that the nuclei formation, the consequent growth and 

density of the coatings are stimulated in the modified 

phosphating solutions.  

The corrosion resistance, i.e. the respective 

protective ability of the crystalline phosphate 

coatings was determined in model aqueous solutions 

of 0.01 М NaCl, 0.6 М NaCl and 0.6 M NH4NO3. 

The experiment itself refers to dipping of the 

phosphated specimens in the solutions studied. The 

coatings are determined to be corrosion resistant if 

no changes on the specimens’ surface or model 

solution coloring are observed within one hour after 

the dipping. The tests carried out indicate that there 

are no changes in all phosphate coatings and they are 

determined as highly resistant against corrosion in 

these media. 

The corrosion potentials of the phosphated 

specimens in the model media were determined and 

compared to those corresponding to cold galvanized 

steel surfaces (without phosphate coatings). The 

potentials of the crystalline phosphate coatings in 

both NaCl media are shown in Figure 6 (a) and (b). 

In this case, the potentials shift to more negative 

values and after some period remain almost constant. 

The potentials of the non-phosphated zinc specimens 

attain intermediate values but they are more negative 

than the potentials of the specimens treated in the 

nickel-modified and the initial (non-modified) zinc 

phosphating solutions. The potentials of the 

specimens treated in calcium and manganese 

modified solutions attain more positive values. The 

results allow classifying the phosphate coatings with 

respect to their protective abilities although the 

differences in the potential values are relatively 

small. 

Figure 6. Potential vs. time (Е-) dependence of phosphate coatings recorded at 20оС in: 

а – 0.01 М NaCl; b – 0.6 М NaCl; с – 0.6 М NH4NO3

The electrode potentials variations obtained in 

0.6 М NH4NO3 solution are shown in Figure 6 (c). 

The initial slight shift in a positive direction is 

followed by a certain period where the values of the 
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potentials remain almost constant. The coatings 

formed in ZnPh solutions exhibited the most 

negative potentials, followed by those formed in 

ZnCaPh, Zn,MnPh and Zn,NiPh solutions – the 

potentials gradually shifted in a positive direction. 

The curve demonstrating the time-variation of 

potential of non-phosphated zinc surface within the 

first 200-250 s indicates an average shift of about 

250 mV in a positive direction. This shift, which is 

essentially greater than that in the cases with 

phosphated surfaces, is followed by a period where 

the potential remains almost without alteration.  

Potentiodynamic polarization investigations 

The potentiodynamic polarization studies of the 

crystalline phosphate coatings were carried out at 

20оС in model aqueous solutions of 0.01 M NaCl, 

0.6 М NaCl and 0.6 M NH4NO3.   

The scanning rate of 10 mV s-1 was chosen based 

on preliminary test runs. The target of these 

experiments was to obtain information about the 

corrosion behavior of the crystalline phosphate 

coatings formed in the corresponding model media 

in the course of their cathodic and anodic 

polarization and consequently to compare them.   

The potentiodynamic polarization relationships 

of the phosphate coatings (Figure 7) obtained in the 

model solutions of NaCl and NH4NO3 allow 

estimating both the corrosion potentials and the 

corresponding corrosion currents summarized in 

Table 2. The modifications of the zinc phosphate 

baths by nickel, calcium and manganese result in 

shifts of the coating potentials of about 25 mV-100 

mV in a positive direction in both NaCl solutions 

tested. This effect is not so well demonstrated when 

solutions with higher sodium chloride 

concentrations were used. The more positive 

potentials of the modified phosphate coatings 

indicate higher corrosion resistances and improved 

protective abilities when they are compared to the 

reference zinc surfaces despite the fact that the 

corrosion currents slightly differ.  

The corrosion potentials and the corresponding 

currents related to the crystalline phosphate coatings 

developed in 0.6 M NH4NO3 solutions are also 

summarized in Table 2. These corrosion potentials 

are more positive while the corrosion currents are 

higher with respect to those determined in NaCl 

solutions.  

Figure 7. Potentiodynamic polarization relationships of crystalline phosphate coatings at 20оС in: 

а – 0.01 М NaCl; b – 0.6 М NaCl; с – 0.6 М NH4NO3

Table 2. Corrosion current and potential values 

Model medium 

ZnPh Zn,CaPh Zn,NiPh Zn,MnPh 

Ecorr, 

mV 

icorr, 

A cm-2 

Ecorr, 

mV 

icorr, 

A cm-2 
Ecorr, mV 

icorr, 

A cm-2 
Ecorr, mV 

icorr, 

A cm-2 

0.01 M NaCl -1154 7.1×10-7 -1076 8.2×10-7 -1022 8.6×10-7 -1072 9.1×10-7 

0.6 M NaCl -1175 4.6×10-6 -1168 4.1×10-6 -1159 2.4×10-6 -1143 6.4×10-6 

0.6 M NH4NO3 -1051 6.4×10-5 -1035 3.2×10-5 -986 1.6×10-5 -1022 4.2×10-5 
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SEM analysis 

The microphotographs (SEM) of the phosphate 

coatings obtained on electrogalvanized steel in 

ZnPh, Zn,CaPh, Zn,NiPh and Zn,MnPh, developed 

for 10 min at 60оС in a solution of 10 vol. % 

concentration, reveal that the habitus of the coatings 

is almost the same (Figure 8). Precisely, the crystals 

are formed at a single center with a growing mode 

similar to that of spherulites. The crystal dimensions 

are within the range of 2 μm-200 μm. There are 

relatively well-displayed differences that could be 

attributed to the presence of some better and greater 

leaf-like crystals grown in Zn,NiPh and Zn,MnPh.  

EDX analysis 

The quantities of the main elements found in the 

coatings obtained for 10 min at 60оС in solutions of 

a concentration of 10 vol.% are summarized in Table 

3. The EDX data indicate almost identical amounts

of O, P and Zn in all coatings tested. Presence of Ca,

Ni and Mn was not detected in the composition of

the coating grown in ZnPh solutions but quantities

of these elements were discovered in the coatings

formed in the modified zinc-phosphating baths.

Figure 8. Microphotographs of phosphate coatings grown in: а – ZnPh; b – Zn,CaPh; c – Zn,NiPh; d – Zn,MnPh 

Table 3. Elemental composition of the phosphate coatings obtained by EDX – analysis 

Elements 
ZnPh Zn,CaPh Zn,NiPh Zn,MnPh 

Wt % At % Wt % At % Wt % At % Wt % At % 

O 43.24 70.96 37.90 67.00 37.94 64.26 35.40 65.13 

P 13.99 11.86 12.60 11.51 11.85 0.37 11.43 10.86 

Zn 42.76 17.18 48.38 20.93 46.39 19.23 52.50 23.65 

Ni - - - - 3.82 6.14 - - 

Ca - - 1.12 0.56 - - - - 

Mn - - - - - - 0.67 0.36 

Total 100 100 100 100 100 100 100 100 
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XRD analysis 

The XRD spectra of the crystalline coatings 

grown in the initial and the modified phosphating 

solutions are shown in Figure 9. The XRD analysis 

principally indicates the presence of hopeite – 

Zn3(PO4)2.4H2O in the coatings. There are shifts of 

some of the peaks in the spectra corresponding to 

coatings obtained in the modified solutions, as well 

as changes in their intensities when compared to the 

data obtained with coatings formed in the initial 

zinc-containing solution. These shifts suggest partial 

displacement of Zn in the hopeite by Ca, Ni and Mn 

but this does not lead to appearance of new phases. 

In fact, quasi-hopeites of calcium, nickel and 

manganese, are formed.  

X-ray photoelectron spectroscopy (XPS)

The X-ray photoelectron spectroscopy was 

applied to determine both the nature and the valent 

state of the elements present on the coatings 

surfaces. The peaks observed refer to Zn2p, O1s, 

P2p and Fe2p as it is shown in Figure 10. The 

binding energies of Zn2p and O1s were estimated as 

1021.6 eV and 532.0 eV, respectively and 

corresponded to ZnO. The estimated binding energy 

of P2p was about 134.2 eV. This suggests that the 

element existing in its V-valent state is incorporated 

in a compound of the form of P2O5 /РО4
-3. The Fe2p 

peak was found in the spectra of all crystalline 

phosphate coatings. The presence of small quantities 

of iron (see Table 4) could be attributed to the zinc 

coating of the sample substrate. The peaks 

corresponding to Ca2p, Ni2p and Mn2p peaks are 

shown in Figure 11. Precisely, they were detected in 

the photoelectron spectra of the coatings developed 

in the modified phosphating solutions. The values of 

the binding energies are as follows: 348.2 eV for 

Ca2p, 855.0 eV and 861.2 eV for Ni2p, and 642.4 

eV for Mn2p. These values suggest that the coatings 

are mainly in the form of oxides and the calcium and 

nickel cations are in their second-valent states, while 

the manganese cations are in their fourth-valent 

state. 

The concentration values corresponding to the 

elemental analysis of the different phosphate 

coatings obtained by XPS analysis are summarized 

in Table 4.  

Figure 9. XRD spectra of the crystalline phosphate coatings grown in: а – ZnPh; b – Zn,CaPh; c – Zn,NiPh; 

d – Zn,MnPh 
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Figure 10.  XPS spectra of the crystalline phosphate coatings illustrating the presence of Zn2p, O1s, P2p and Fe2p 

peaks. 

Figure 11. XPS spectra illustrating the presence of Ca2p, Ni2p and Mn2p peaks in the coatings grown in: 

 a – Zn,CaPh; b – Zn,NiPh; c – Zn,MnPh 

Table 4. Elemental composition of the phosphate coatings obtained by XPS – analysis 

Elements 
ZnPh Zn,CaPh Zn,NiPh Zn,MnPh 

At % At % At % At % 

O 64.9 65.0 64.0 64.4 

P 20.1 19.4 19.3 18.9 

Zn 14.6 13.6 14.8 14.6 

Fe 0.4 1.0 0.7 0.9 

Mn – – – 1.2 

Ni – – 1.2 – 

Ca – 1.0 – – 
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Figure 12. AFM three-dimensional images of the surface of the crystalline phosphate coatings grown in: 

а – ZnPh; b – Zn,CaPh; c – Zn,NiPh; d – Zn,MnPh 

Atomic force microscopy (AFM) data 

The three-dimensional contour maps determined 

by AFM (see Figure 12) indicate well-developed 

crystalline structures of the coatings. The latter 

determined the dimensions (50μm × 50μm) of the 

scanned area used for the analysis.  

Electrochemical determination of the phosphate 

coatings protective properties 

The electrochemical determination of the 

protective properties of phosphate coatings consist 

in measuring the maxima of the anodic corrosion 

potential, EAmax during galvanostatic polarization in 

a model electrolyte (NaCl + Na2SO4; 6 gl-1 + 94 gl-

1). Three samples from each series of specimens with 

identical coatings were tested aiming higher 

precision and at least three replicates were measured 

of each sample. Some of the profiles of the 

polarization potentials against time are shown in 

Figure 13.  

The better corrosion protective properties 

correspond to the higher EAmax and to the bigger 

integral area under the maxima. The data presented 

show that close values of EAmax correspond to 

coatings formed in ZnPh and Zn,CaPh.  

Figure 13. Potential vs. time (Е,V – τ,s) dependences 

of the crystalline coatings obtained during galvanostatic 

polarization. 
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Corrosion tests in a neutral salt spray (NSS) 

The NSS corrosion tests were carried out in 

accordance with the procedure described in ISO 

9227:2012. The initial visual observations of the 

specimens indicated acceptable homogeneities of 

the surfaces. The corrosion tests addressed one side 

of the samples, while the opposite ones were used 

for electrochemical experiments. Three specimens 

of each coating series were examined. 

А. Corrosion resistance of the coatings. Essential 

changes in the outer appearances of all specimens 

were observed immediately after the first cycle. 

Precisely, the samples became covered to varying 

extents by white corrosion products (white rust) 

indicating the zinc corrosion in NSS. The most 

aggressive white rust appeared when samples with 

zinc coating only were tested, which is an expected 

result.  

B. Corrosion protection provided by the coatings

investigated. Specimens of all series (including three 

with a zinc coating only) do not corrode until the 

appearance of red rust formation (0% affected area) 

irrespective of the significant corrosive impact of the 

white rust on some of the series. Examination marks 

of 10 were assigned to these samples, evaluating in 

this way their corrosion resistances in comparison 

with the steel substrate until the end of the corrosion 

tests (the end of the 8-th corrosion cycle).  

The experiments with phosphated coatings 

developed in different native and modified solutions 

allowed to outline the main results among them: the 

tests indicated that all samples became covered by 

white rust after the first corrosion cycle. This effect 

was stronger with specimens with no phosphate 

coatings while the samples with phosphate coatings 

(of the 5-th÷8-th series) were almost identically 

affected by white rust on both sides of the plates. The 

latter can be attributed to the fact that the crystalline 

phosphate coatings do not participate alone in the 

corrosion test but as layers attached to sublayers 

better adhere to the substrates. 

The tests with almost all crystalline phosphate 

coatings revealed that corrosion products formed on 

the surfaces after the first run remained practically 

unchanged until the end of the experiments. No red 

rust appeared on the specimens of all series until the 

end of the 8-th cycle. 

The results related to the corrosion behavior in a 

neutral salt spray and the electrochemical 

experiments demonstrate satisfactory correlations 

and interrelations, which allows obtaining reliable 

characteristics of the phosphate coatings 

investigated. 

CONCLUSIONS 

On investigating the phosphatizing of electro 

galvanized low carbon steel surfaces in calcium, 

nickel and manganese modified zinc-phosphating 

baths (ZnPh), it was established that:   

The phosphating in Zn,NiPh and Zn,MnPh, as 

well as in Zn,CaPh leads to the formation of thinner 

coatings under all experimental conditions 

investigated when compared to those grown in the 

zinc phosphating bath – ZnPh.  

The modification of the zinc phosphate bath by 

calcium, nickel and manganese results in shifts of the 

coating potentials of about 25 mV-100 mV in a 

positive direction in all tested media. 

The crystals of the coatings are formed at a single 

center with a growing mode similar to that of 

spherulite. The crystal dimensions are within the 

range of 2 μm-200 μm.  

The EDX data indicate almost identical amounts 

of O, P and Zn in all coatings tested. Presence of Ca, 

Ni and Mn was not detected in the composition of 

the coating grown in ZnPh solutions. 

The X-ray phase analysis showed the presence of 

mainly hopeite – Zn3(PO4)2.4H2O in the phosphate 

coatings. Weak removing to some of the diffraction 

pattern peaks was observed. The latter is probably 

due to partial replacement of the zinc in hopeite by 

calcium, nickel and manganese, but it is not 

sufficient to clearly characterize the differentiation 

of new phases.  

The protective properties of the phosphate 

coatings were determined electrochemically by 

measuring the maximum anodic potential, EA,max 

during galvanostatic polarization in a model (NaCl + 

Na2SO4; 6 gl-1 + 94 gl-1) electrolyte, as well as 

through neutral salt spray tests. 
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This article is a proof of the principle of a new synthetic procedure for sensitized photoisomerization of cis-cyclooct-

4-enol in the corresponding trans isomer. By irradiation of the organic solution containing ethyl benzoate as sensitizer,

which is part of a two-phase cyclohexane/water system, during irradiation a continuous extraction of the resulting

trans-cyclooct-4-enol in the form of a silver complex is carried out. A theoretical model describing the thermodynamic

equilibrium of this two-phase system is also derived. This model was used as a tool to optimize the experimental

conditions of the photolysis. In this model, the stability constants of the silver complexes of the cyclooct-4-enol isomers,

as well as the distribution constant of this compound between the organic and aqueous phases, participate as parameters,

which parameters were experimentally established in the present study as well.

Keywords: Click chemistry, photoisomerization, (E)-cyclooct-4-enol 

INTRODUCTION 

The term “Click Chemistry” [1-4] involves 

interactions between pairs of functional groups that 

rapidly and selectively react (“click”) with each 

other in mild, aqueous conditions. This concept has 

developed into a convenient and reliable two-step 

coupling procedure of two molecules widely used in 

biosciences [5], drug discovery [6, 7] and material 

science [8]. Especially biomolecule labelling 

requires reaction procedures that can be performed 

under physiological conditions (neutral pH, aqueous 

solution, ambient temperature) with low reactant 

concentrations to ensure non-toxic, low background 

labelling at a reasonable time scale while still 

preserving biological function. Among the plethora 

of possible reactions only a few generally fit the 

necessity of fast reactivity, selectivity, catalyst-free 

and biocompatibility criteria [9]. An example of 

such coupling is the inverse electron demand Diels–

Alder (IEDDA) reaction [10] which goes between 

1,2,4,5-tetrazines (s-tetrazines, Tz) and various 

dienophiles ([4+2] cycloaddition). It was observed 

that the use of trans-cyclooctene (TCO) as a 

precursor gave a tremendous rate difference 

compared to cis-cyclooctene and most importantly 

to the other cyclic alkenes with higher ring strain. 

Unfortunately, synthesis of the trans isomer of 

cyclooctene derivatives is not easy and usually 

proceeds with low yields. This fact determines the 

high price of these compounds. The most common 

synthesis of the trans isomers follows the 

photochemical synthetic procedure described by 

Royzen et al. [11]. By this procedure, 

corresponding Z isomer of cyclooctene is dissolved 

in a nonpolar aprotic solvent as cyclohexane and is 

placed in a photochemical reactor where it is 

irradiated with UV light in presence of sensitizer. 

During irradiation, the solution is continuously 

recirculated through a chromatography column 

filled with silica gel the top of which is covered by 

an additional amount of silica gel impregnated with 

AgNO3. In this way, the E isomer, obtained by 

photoisomerization of the Z cyclooctene, is retained 

over the silica gel doped with silver ions due to the 

formation of a silver complex and the Z isomer is 

transmitted through this layer given that its silver 

complex is by two orders of magnitude weaker than 

the former one. After unknown amount of time [11] 

recirculation is suspended and the captured E-

cyclooctene is liberated by dissolving the silica gel 

containing its silver complex in 25% ammonium 

hydroxide and the compound is then re-extracted 

from the aqueous solution with an organic solvent. 

After evaporation of the organic solvent the E isomer 

is collected. 

Some drawbacks of the procedure described [11, 

12] are observed, though it leads to good yields of

isomerization. First, the experimental setup used is

not the simplest. A circulating pump is required and

consumables such as hundreds of grams of silica gel

and liter amounts of organic solvent are used. This

makes the procedure unusable for milligrams of the

substrate because it will spread throughout the

system and this will lead to a significant reduction in

yields. Second, before the start of photolysis,

unknown circulation time might be required to

achieve  a  concentration  equilibrium of

* To whom all correspondence should be sent:

E-mail: sstanimirov@chem.uni-sofia.bg  2021 Bulgarian Academy of Sciences,  Union of Chemists in Bulgaria 
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the substances dissolved in the organic solvent. 

Depending on the nature of the solutes and the 

polarity of the eluent, different rates of passage 

through the silica gel column can be obtained for the 

solvent and for the solutes. This leads to the 

attenuation of concentration fluctuations in the 

solution over time, as they are different for the 

substrate and for the sensitizer. After reaching the 

equilibrium some substrate will be retained on the 

column causing unknown reduction of the 

concentration of the substrate in the irradiated 

solution. 

In this paper, we suggest a simplified method for 

cis to trans isomerization of cyclooctene derivatives 

using (Z)-cyclooct-4-enol (cis-CO-4-OH) (CAS 

number: 4277-34-3) as sample compound (Scheme 

1). 

Scheme 1. 

The advantage of this method is that it uses an 

extremely simple experimental setup, which allows 

the use of mg amounts of substrate and small 

amounts of organic solvent without affecting the 

yields for photoisomerization. In addition, precise 

control of the substrate and sensitizer concentrations 

in the irradiated solution can be performed. This is 

extremely important because it results in 

photoisomerization yields. With this method we 

obtain yields comparable to the more complex 

procedure using silica gel [11, 12] and 3 to 5 times 

higher yields than those of single-phase 

photosensitized isomerization with different 

sensitizers [13-15]. 

The experimental setup of the method is 

presented on 

Scheme 2. We use a two-phase system consisting 

of two layers of liquids – an upper organic layer of 

cyclohexane in which the cyclooctenol and the 

sensitizer (ethyl benzoate) are dissolved and an 

aqueous layer containing silver nitrate on the bottom 

of the flask. Thus, by continuously stirring of the 

solutions during irradiation from the top of the flask, 

a continuous extraction of the resulting trans-CO-4-

OH (CAS number: 85081-69-2) is ensured, and it is 

retained in the aqueous layer in the form of a silver 

complex. The progress of the photoisomerization 

was monitored by titration of the resulting trans-CO-

4-OH in the aqueous layer over a period of time with

3,6-di(pyridin-2-yl)-1,2,4,5-tetrazine (TzPy) (CAS

Number 1671-87-0). In the article we develop and

discuss a theoretical model for the distribution of the

different forms under which CO-4-OH exists in the

two-phase system, taking into account different

thermodynamic parameters of the system, such as

equilibrium and stability constants, constants of 

phase distribution and photostationary state. This 

model helps us to adjust the experimental conditions 

of the method such as to achieve maximum 

efficiency of photoisomerization for the specific 

conditions of the experiment, such as irradiation area 

and intensity of ultraviolet radiation. 

Scheme 2. 

EXPERIMENTAL 

cis-Cyclooct-4-enol (10 g 98% purity Career 

Henan Chemical Co) and 3,6-di(pyridin-2-yl)-

1,2,4,5-tetrazine (54 g 98% purity Career Henan 

Chemical Co) are trade products which were purified 

prior to use by column chromatography. The 

photoisomerization was monitored by the amount of 

the trans-cyclooct-4-enol produced in the aqueous 

phase or that left in the organic phase by titration of 

the ethanol solution of tetrazine with known 

concentration. Quantity of the trans-cyclooct-4-enol 

was calculated by the change of the absorption band 

of the tetrazine at 540 nm in pure ethanol or at 570 

nm in presence of silver ions. Absorbance was 

http://www.molbase.com/supplier/763606.html
http://www.molbase.com/supplier/763606.html
http://www.molbase.com/supplier/763606.html
http://www.molbase.com/supplier/763606.html
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recorded using UV-Vis-NIR Agilent Cary 5000 

spectrophotometer. The same instrument was used 

for determination of the thermodynamic parameters 

of the system such as distribution and stability 

constants. 𝐾𝐷 = 0.92 ± 0.05 constant of cyclooct-4-

enol for the system cyclohexane/water was 

determined by measuring the absorbance shoulder at 

200 nm of the solution of cyclooct-4-enol in 

cyclohexane before and after water extraction. The 

constant 𝐾𝐴𝑔𝑍 was calculated to be 2.5±0.3 M-1 by

UV spectroscopy monitoring of the amount of 

cyclooct-4-enol left in cyclohexane after extraction 

with aqueous solutions of AgNO3 with different 

concentrations. The same approach was used for 

determination of the 𝐾𝐴𝑔𝐸 = 2100 ± 100 M-1

constant. In this case the amount of trans-cyclooct-

4-enol left in cyclohexane was determined by 

titration with tetrazine. 

The photolysis of cis-cyclooct-4-enol to trans-

cyclooct-4-enol was carried out by irradiation from 

the top under continued stirring and constant 

temperature of 20 oC with a 150 W mercury vapor 

lamp of the quartz flask filled with air saturated 

cyclohexane/water mixture containing substrate and 

the sensitizer ethyl benzoate. In all experiments the 

concentration of ethyl benzoate in cyclohexane was 

such as to ensure optical density 1 at a wavelength 

272 nm and optical path 1 cm. 

cis-Cyclooct-4-enol: 1H NMR (500 MHz, 

CDCl3) δ 5.72 – 5.67 (m, 1H), 5.63 – 5.56 (m, 1H), 

3.85 – 3.78 (m, 1H), 2.36 – 2.22 (m, 1H), 2.19 – 2.07 

(m, 3H), 1.98 – 1.81 (m, 2H), 1.76 – 1.46 (m, 5H). 

trans-Cyclooct-4-enol: 1H NMR (500 MHz, 

CDCl3) δ 5.64 – 5.51 (m, 1H), 5.45 – 5.32 (m, 1H), 

3.51 – 3.41 (m, 1H), 2.31 (m, 3H), 2.02 – 1.88 (m, 

4H), 1.72 – 1.53 (m, 3H). 

RESULTS AND DISCUSSION 

Theoretical background 

Assuming that at the ultimate time of irradiation 

the isomerization of cis-CO-4-OH to trans-CO-4-

OH and vice versa leads to reaching a 

photostationary state, the global equilibrium and the 

distribution of the components between the two-

phase system can be expressed by the equations on 

Scheme 3. 

Scheme 3. 

where letters Z and E denote the corresponding 

π-diastereomers of CO-4-OH and subscripts “o” and 

“aq” denote organic and aqueous phase at which the 

compounds exist, respectively. AgZ and AgE are the 

silver complexes of the cis- and trans-CO-4-OH, 

respectively. 𝐾ℎ𝑣 is the equilibrium constant of the

photostationary state in presence of sensitizer, which 

is equal to 𝐾ℎ𝑣 =
𝐸𝑜

𝑍𝑜
⁄ , where 𝑍𝑜 and 𝐸𝑜 are the

moles of cis and trans isomer, respectively. The 

equilibrium constant which presents the distribution 

of the CO-4-OH isomers in the two immiscible 

solvents can be written as follows: 

𝐾𝐷 =
𝑍𝑜𝑉𝑎𝑞

𝑍𝑎𝑞𝑉𝑜
⁄ =

𝐸𝑜𝑉𝑎𝑞
𝐸𝑎𝑞𝑉𝑜
⁄ , 

where 𝑉𝑜 and 𝑉𝑎𝑞 are the volumes of the organic

and aqueous phase, respectively. The stability 

constants 𝐾𝐴𝑔𝑍 and 𝐾𝐴𝑔𝐸 of the corresponding silver

complexes are equal to:  

𝐾𝐴𝑔𝑍 =
𝐴𝑔𝑍𝑎𝑞 . 𝑉𝑎𝑞

𝑍𝑎𝑞 . (𝐶𝐴𝑔 − 𝐴𝑔𝑍𝑎𝑞 − 𝐴𝑔𝐸𝑎𝑞)

and 

𝐾𝐴𝑔𝐸 =
𝐴𝑔𝐸𝑎𝑞 . 𝑉𝑎𝑞

𝐸𝑎𝑞 . (𝐶𝐴𝑔 − 𝐴𝑔𝑍𝑎𝑞 − 𝐴𝑔𝐸𝑎𝑞) 

where 𝐶𝐴𝑔 is the total mole amount of silver ions.

We made two approximations presenting the 

global equilibrium of the system with this model. 

First, we neglected the amount of silver complexes 

in the organic phase, assuming that they are almost 

completely dissolved only in water, and second, that 



S. Stanimirov, B.  Todorov: Simplified synthetic procedure for (Z) to (E)-cyclooct-4-enol photoisomerization

231 

the distribution constant 𝐾𝐷 has the same value for

the E and Z isomers. The thermodynamic model of 

the two-phase system at equilibrium presented on 

Scheme 3 can be expressed by the following 

system of equations: 

{

𝐸𝑜 = 𝐾ℎ𝑣𝑍𝑜

𝑍𝑎𝑞 =
𝑍𝑜𝑉𝑎𝑞

𝑉𝑜
⁄

𝐸𝑎𝑞 =
𝐸𝑜𝑉𝑎𝑞

𝐾𝐷𝑉𝑜
⁄

𝐾𝐴𝑔𝑍 =
𝐴𝑔𝑍𝑎𝑞 . 𝑉𝑎𝑞

𝑍𝑎𝑞 . (𝐶𝐴𝑔 − 𝐴𝑔𝑍𝑎𝑞 − 𝐴𝑔𝐸𝑎𝑞)

𝐾𝐴𝑔𝐸 =
𝐴𝑔𝐸𝑎𝑞 . 𝑉𝑎𝑞

𝐸𝑎𝑞 . (𝐶𝐴𝑔 − 𝐴𝑔𝑍𝑎𝑞 − 𝐴𝑔𝐸𝑎𝑞) 

𝐶𝑎 = 𝑍𝑜 + 𝐸𝑜 + 𝑍𝑎𝑞 + 𝐸𝑎𝑞 + 𝐴𝑔𝑍𝑎𝑞 + 𝐴𝑔𝐸𝑎𝑞}

By solving this system of equations, the mole 

fractions of the components of the two-phase model 

can be represented as a function of the total amount 

of CO-4-OH available in the system – Ca, as 

follows: 

𝐴 = 𝐾𝐴𝑔𝑍 + 𝐾𝐴𝑔𝐸𝐾ℎ𝑣
𝐵 = 𝐾𝐷  𝑉𝑜 + 𝑉𝑎𝑞

𝜒𝑍𝑜
= (𝐾𝐷 𝑉𝑜 (−𝐾𝐷 (1 + 𝐾ℎ𝑣) 𝑉𝑜 𝑉𝑎𝑞  + 𝑉𝑎𝑞  ((𝐶𝑎 − 𝐶𝐴𝑔) 𝐴 − (1

+ 𝐾ℎ𝑣) 𝑉𝑎𝑞)

+ √𝑉𝑎𝑞
2 (4 𝐶𝑎 (1 + 𝐾ℎ𝑣) 𝐴 𝐵 + ( 𝐴 (𝐶𝐴𝑔 − 𝐶𝑎) + (1 + 𝐾ℎ𝑣) 𝐵)

2)))

/(2 𝐶𝑎 (1 + 𝐾ℎ𝑣) 𝐴 𝑉𝑎𝑞𝐵) 

Hence, by replacing the term for 𝑍𝑜 into the

equations above, the mole fractions of the other 

components of the system as functions of Ca can be 

easily deduced. These functions are represented 

graphically in Figure 1 and represent a specific case 

for the corresponding values of the equilibrium 

constants and volumes of the phases specified in the 

figure inset. 

Figure 1. Mole fractions of the components of the 

system at global equilibrium as a function of CO-4-OH 

total mole – Ca, which follow the thermodynamic model 

of the two-phase system at global equilibrium presented 

on   

Scheme 3. 

As can be seen from Figure 1 under these 

conditions and an equimolar ratio between the 

amounts of CO-4-OH and silver ions, about 80% of 

the total amount of cyclooctenol will be in the form 

of a silver complex of the trans form, upon reaching 

global equilibrium. Thus, this theoretical model 

illustrates the advantage of the two-phase system in 

the photoisomerization of cis-CO-4-OH by 

providing a convenient way to synthesize trans-CO-

4-OH, which can be isolated after treatment of the

aqueous phase with 25% ammonium hydroxide and

subsequent re-extraction. Although this procedure

predicts 100% cis to trans conversion at optimal

experimental conditions, as a result of side reactions

between substrates and photoactive species, the

predicted theoretical yield can never be reached.

However, this model helps us to select the

experimental conditions such as to minimize the

rates of side reactions and thus maximize the yield

of sensitized photoisomerization.
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Figure 2. Sensitized photoisomerization of cis-CO-4-

OH to trans-CO-4-OH in cyclohexane at two different 

initial concentrations of the substrate as a function of time. 

RESULTS AND DISCUSSION 

Figure 2 presents the isomerization process of 

cis- in trans-CO-4-OH as a function of time for two 

different initial concentrations of cis-CO-4-OH. 

Photolysis of the cis form of CO-4-OH was 

performed in cyclohexane in the presence of ethyl 

benzoate. The amount of sensitizer was such that the 

optical density of the solution in the cuvette with an 

optical path length of 1 cm is equal to 1 at 272 nm 

wavelength. The amount of the trans isomer 

obtained was monitored by titration with a solution 

of TzPy in ethanol with known concentration. As can 

be seen from the figure, the initial concentration of 

cyclooctenol affects both the percentage of 

maximum transformation of cis- to trans-

cyclooctenol and the shape of the function. This is 

an effect known in the literature [13, 15, 16], which 

is confirmed by our experiments. The reason for the 

concentration dependence of the photostationary 

state is the participation of substrates in side 

reactions, whose rate constants depend on the total 

concentration of cyclooctenol. These are 

polymerization reactions or interactions with 

radicals that are the product of photodestruction. All 

of these processes are bimolecular, but they follow 

pseudo-first-order kinetics because the 

concentration of the starting cyclooctenol that is a 

component of the reaction is orders of magnitude 

higher than that of short-lived radicals or 

photoexcited particles formed during photolysis. 

Thus, at high concentrations of cyclooctenol, the 

rates of side reactions become commensurate or 

even higher than those of cis-trans isomerization, 

since the concentration is a coefficient by which the 

rate constant of the side reaction is multiplied. For 

this reason, due to the continuous losses of 

cyclooctenol, the true photostationary equilibrium in 

the isomerization of cis- and trans-cyclooctenol can 

be reached and determined by absorption 

spectroscopy only at low concentrations of the 

substrate. For this reason, single-phase photolysis of 

cis- to trans-cyclooctenol on a gram scale can only 

be done with large amounts of solvent, which 

requires subsequent concentration of the dilute 

solutions. The use of the two-phase method 

proposed in this article allows maintaining a low 

concentration of the substrate in the organic phase 

where photolysis takes place. By an appropriate ratio 

between the volumes of the two phases, a 

concentration of the substrate in the organic layer, by 

one or two orders of magnitude lower than the 

amount of all cyclooctenol distributed throughout 

the system, can be easily ensured. 

Figure 3. Sensitized photoisomerization of cis-CO-4-

OH to trans-CO-4-OH in a two-phase system as a 

function of time. Volume ratio of cyclohexane/water is 

10. The initial concentration of the substrate is 0.074 M

(0.174 mL cis-CO-4-OH in 20 mL cyclohexane).

To test the advantage of the two-phase 

photoisomerization of cis-CO-4-OH in the trans 

isomer over the single-phase one, we conducted an 

experiment, the results of which are presented in 

Figure 3. The figure shows the progress of 

photoisomerization of cis-CO-4-OH in the trans 

isomer as a function of time in a two-phase 

cyclohexane/water system in the presence of ethyl 

benzoate sensitizer. The experiment was performed 

at a phase volume ratio of 1:10 in favor of the 

organic layer. Under these conditions, about 70% of 

the total amount of cis-CO-4-OH (0.074 M, 0.00147 

mol in 20 mL cyclohexane) is present in the organic 

layer as a free ligand. As can be seen (Figure 3), the 

dependence can be approximated by a straight line, 

which represents the kinetics of a zero-order 

reaction. This is because the substrate concentration 

is kept relatively constant over a wide range due to 

the global equilibrium between the forms distributed 

between the two phases. If we compare the 

experiments performed with approximately the same 
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total concentration of cis-CO-4-OH (about 0.1M) in 

single-phase (Figure 2) and two-phase (Figure 3) 

photoisomerization, we see that in the second case 

we have a 10% increase in the yield of the trans 

form, namely from 25% in the single-phase to 33% 

in the two-phase system. This result is probably due, 

on the one hand, to the decrease in the concentration 

of the substrate in the irradiated solution, which 

reduces the competitiveness of the side reactions 

and, on the other hand, to the continuous removal of 

the trans product from the organic to the aqueous 

phase, where it is retained in the form of a silver 

complex. 

From the analysis of the experimental data in 

combination with the theoretical predictions for the 

distribution of the substrate in the different forms of 

the system, coming from the model described above, 

it is clear that the yield of the trans isomer increases 

at lower concentrations of the irradiated solution, 

which is achieved by increasing the volume of the 

aqueous phase compared to that of the organic. This, 

in turn, slows down the transformation process, as 

the slope of the dependence shown in Figure 3 

depends inversely on the equilibrium concentration 

of cis-CO-4-OH in the irradiated solution. Finding 

the optimal experimental conditions and the 

maximum ratio (yield of the trans isomer in %) vs. 

(time) will be the goal of a future publication. In this 

article we wanted to illustrate the advantage of 

heterophase photoisomerization as a method for the 

synthesis of trans isomers of cyclooctene derivatives 

over other procedures already described in the 

literature. 

CONCLUSIONS 

In conclusion, we point out a 3- to 5-fold increase 

in the yield of trans-CO-4-OH through 

photosensitized isomerization, as a result of the use 

of our proposed two-phase method. Thanks to the 

simplified experimental setup and with knowledge 

of the thermodynamic properties of the particular 

compound, better yields of sensitized 

photoisomerization can be achieved by precise 

control of the substrate concentration in the 

irradiated solution carried out by changing the 

volume ratio of the organic and water phases, using 

the proposed two-phase method for the synthesis of 

trans derivatives of cyclooctene. That increase of the 

photoisomerization yields was achieved by using a 

very simple experimental setup consisting only of 

quartz flask and magnetic stirrer. 
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Experiments with alkaline (Catholyte), acidic (Anolyte) components of electrolyzed water, and control sample were 

carried out using NES and DNES methods. Clusters of different energy of hydrogen bonds were obtained. They were 

modeled with dodecahedral structures consisting of 20 water molecules having a diameter of circumscribed spheres equal 

to 0.822 nm. Lower number of clusters and increased average number of molecules per cluster in Catholyte and Anolyte 

compared to control water points to their better structuring. Higher average energy of hydrogen bonds in Catholyte and 

lower energy in Anolyte than that in control water, points to increased/decreased energy density, respectively, which 

could be related to different physiological effects. Thus, a new point of view to the processes of electrochemically 

activated water and its physiological action is suggested. 

Keywords: Anolyte, Catholyte, NES, DNES, hydrogen bonds, clusters 

INTRODUCTION 

It is well known that energetic influence on a 

water solution causes alterations of its 

physicochemical properties, intermolecular forces 

and formation of configurations of different numbers 

of molecules [1, 2]. Thus, new properties of water 

could be obtained. These changes, together with the 

underlying physicochemical processes, have been 

studied during the last decades. Different hypotheses 

about the water structure have been launched 

assuming the existence of clusters and numbers of 

molecules in specific configuration [3-10]. For 

experimental proof different methods, such as far-

infrared (FIR) [11], vibration-rotation-tunneling 

(VRT)[12], EXAFS- and X-ray spectroscopy [13], 
1Н-NMR [14], neutron diffraction [15] and SCC-

DFTB method [16] have been used. 

However, to the best of our knowledge, there is 

no satisfactory description of the processes taking 

place during the electrolysis of water with a 

semipermeable membrane, leading to different 

properties of the obtained fractions, Catholyte at the 

cathode chamber, and Anolyte at the anode one. 

Their physiological effects as anti-oxidation, 

immune system stimulation, tissue regeneration of 

the Catholyte; anti-bacterial, anti-viral, anti-fungal, 

anti-inflammatory action of the Anolyte, have been 

confirmed by many researchers [17-23]. In this 

respect very interesting is the question about the 

structure of Catholyte and Anolyte, i.e. formation of 

clusters, distribution of molecules according to the 

energy of hydrogen bonds and, as a result, energy 

redistribution between the two fractions. For this the 

methods NES (Non-equilibrium Energy Spectrum) 

and DNES (Differential Non-equilibrium Energy 

Spectrum) developed by Antonov [24] for the 

evaluation of molecule distribution depending on the 

energy of hydrogen bonds seem to be promising 

[25].  

The methods are based on a unique physical 

effect where, during drop evaporation the wetting 

angle θ decreases discreetly to 0, while the diameter 

of the drop base area changes slightly. 

Measurements of this angle at regular time 

intervals allows for determination of the distribution 

function f(θ) of the number of water molecules 

according to the energy of hydrogen bonds. f(θ) is 

called water state spectrum [24, 25]. Subsequently, 

the average energy E(θ) of hydrogen bonds in the 

sample can be derived for every measured value of 

the wetting angle θ. Derivation is based on Luck's 

model [26] according to which water is composed of 

OH...O groups. The greater part of these groups 

contribute to hydrogen bond energy (E), while the 

rest are not bound (E=0). The shape of E(θ) function 

also depends on external influencing factors. Its 

measurement unit is reciprocal electronvolt (еV-1). 
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Some results concerning the measurement of 

hydrogen bonds energy spectrum have already been 

published by the authors [27]. The present work is a 

continuation of the analysis of energy redistribution 

between Catholyte and Anolyte on the basis of data 

from [27]. 

MATERIALS AND METHODS 

Water samples 

Catholyte and Anolyte samples of water were 

produced in an electrolytic cell consisting of cathode 

and anode with a semipermeаble membrаne between 

them (Fig. 1). The membrane separates the wаter 

frаctions: an аlkaline one (Cаtholyte) and an аcidic 

one (Anolyte) [17]. When direct electric current 

pаsses through both wаter-filled chаmbers, electrons 

from the cаthode, as well as those extrаcted from 

wаter at the аnode cаuse a series of redox reactions 

on the surface of both electrodes, and induce changes 

in the water structure, resulting in high pH and 

negative ORP values of the Catholyte, and low pH 

and positive ORP values of the Anolyte. It is worth 

noting that the mechanism of such changes is still not 

clear, but in any case it relates to the redistribution 

of electrical charges, i.e. energy. For comparison a 

control sample of non-processed water is used. 

 

Figure 1. Electrolyzer scheme 

NES and DNES spectral analysis 

This study assumes a model of water molecule 

structuring based on average hydrogen bonds energy 

in the interval (-0.0912 eV to -0.1387 eV). 

Measurements were performed with the optical 

device invented by Antonov for NES and DNES 

spectral analysis [24]. Water drops were evaporated 

in a hermetic camera, on a glass plate covered with 

transparent mylar foil. 

The device characteristics are: 

1. Monochromatic filter: wave length  = 580±7 

nm (yellow color in the visible spectrum); 

2. Wetting angle of water drops: from 72.30 to 00; 

3. Temperature range: (+22 – 24 0С); 

4. Energy range of hydrogen bonds: E=-0.08 –   -

0.1387 eV (corresponding to  = 8.9 – 13.8 µm).  

Characteristics of NES and DNES water state 

spectra 

The energy (EH...O) of hydrogen O...H-bonds 

between H2O molecules in water is measured in eV. 

The f(θ) function is called energy distribution 

spectrum. It is characterized by the non-equilibrium 

process of water droplets evaporation. 

Figure 2 shows the operating principle of the 

method for measurement of wetting angle of liquid 

drops on a hard surface. 

The relation between f(θ) and the energy of 

hydrogen bonds between water molecules f(E) is 

expressed as follows: 

22])1(1[
)(33.14

)(
bE
f

Ef
+−

=


   (1) 

where b depends on the number of water 

molecules at the surface layer of water per unit area, 

on the water surface tension and on the initial 

contact angle of the drop. 

The water state spectrum is obtained from the 

non-equilibrium process of evaporation of water 

drops and, due to this, the term Non-equilibrium 

spectrum of water (NES) is used [24]. The evaluated 

measurement error for E is ±0.0011eV. 

The difference: 

∆E (θ)=E(θ)sample  E(θ)control sample  (2) 

is called Differential Non-equilibrium Energy 

Spectrum (DNES) [2, 24]. 

DNES is a measure of the alteration of water 

structure as a result of a certain influencing factor. 

The combined effect of all other influencing factors 

besides the examined one is the same for the control 

and the sample, that is why it is canceled out. 
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Figure 2. Operating principle of the method for measurement of wetting angle of liquid drops on a hard surface:  

1 – drop, 2 – thin maylar foil, 3 – glass plate, 4 – refraction ring width. The wetting angle θ is a function of a and d1. 

Electrical measurements 

A HANNA Instruments HI221 meter equipped 

with Sensorex sensors was used for measurement of 

oxidation reduction potential (ORP) in mV, and pH. 

Its measurement ranges are: pH: (2.00 – 16.00 

±0.01); ORP: (±699.9±0.01 – ±2000±0.1) mV. 

RESULTS AND DISCUSSION 

Water samples 

Following parameters were measured for the 

three samples of water: pH = 9.5, ORP = -400 mV 

for the Catholyte; pH = 3.5, ORP = +800 mV for the 

Anolyte, and pH = 7.2, ORP = +260 mV for the 

control sample (Table 2).  

Results with NES and DNES methods for Catholyte, 

Anolyte and the control 

The average energy (∆EH...O) of hydrogen Н…O-

bonds between individual H2O molecules was 

calculated for Catholyte, Anolyte and the control by 

NES- and DNES-methods. The result for Catholyte 

in the NES-spectrum is E=-0.1251 eV, for Anolyte it 

is E=-0.1144 eV and for control water E=-0.1191 eV. 

Calculations of ∆EH...O for Catholyte with the DNES 

method lead to (-0.0060 eV), and to (+0.0047 eV) 

for the Anolyte (Table 1). These results point to 

restructuring among individual H2O molecules with 

a significant increase of local extrema in Catholyte 

and Anolyte spectra (Table 2).  

Characteristics of water molecules and hydrogen 

bonds 

Water, as a weak electrolyte, dissociates into the 

hydrogen cations H+ and hydroxide anion OH-. 

Splitting up of the Н–ОН bond is accompanied by 

formation of new disordered bonds between 

“fragments” of the initial molecules, leading to 

formation of areas with density fluctuations different 

from those in aqueous solutions.   

The water molecule has a size of 0.27 nm. 

Hydrogen bond length is 1.5-2.6 Å or 0.24-0.26 nm 

[28]. The covalent bond length is 0.096 nm. 

Hydrogen bond strength between two water 

molecules is 5-6 kcal/mol or 0.22-0.26 eV [29].  

In spectral analysis using NES and DNES 

methods, the working range is from (-0.0912) to    (-

0.1387) eV. The outermost layer of water drops 

evaporates at hydrogen bonds energy of -0.0912 eV. 

The last water molecules evaporate at hydrogen 

bonds energy of -0.1387 eV.  

We adopted Saykally’s [4] model according to 

which the total number of available hydrogen bonds 

is maximum for 100 water molecules (Fig. 3).  

 

Figure 3. Saykally’s model of total available 

hydrogen bond numbers 

Table 1 shows the distribution of numbers of 

water molecules according to the energy of hydrogen 

bonds per each 100 water molecules in the bulk 

volume of Anolyte, Catolyte and control water (data 

for Catholyte and Anolyte are taken from Table 2 
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[27]). These distributions are due to the spatial 

arrangement of Н2О molecules with equal energies 

of hydrogen bonds. This is a feasible mathematical 

model for explaining the behavior of Anolyte and 

Catholyte, by showing how their Н2О molecules are 

grouped in clusters. 

In particular,  at  hydrogen   bonds   energy   Е =  

-0.1387 eV, we estimated that the biggest stable 

clusters can consist of 21 water molecules for 

Catholyte and of 22 water molecules for Anolyte at 

Е=-0.1212 eV. Their hydrogen bonds were 

measured last during evaporation of water according 

to the wetting angle. Such preliminary 

considerations lead to a realistic model of stable 

clusters with 20 water molecules in both cases, 

arranged in dodecahedral structures shown in Fig. 4. 

Their size can be estimated using the diameter of 

circumscribed spheres, provided that nuclei of 

oxygen atoms are located at dodecahedron vertices. 

It should be pointed out that, according to Ignatov 

[30, 31], the local maximum at -0.1212 eV in 

Anolyte is related to anti-inflammatory effects, 

while the local maximum -0.1387 eV in Catholyte is 

related to inhibition of tumor cells development on 

molecular level [2, 23].  
Measured values of pH and ORP, as well as 

derived values of cluster numbers and average 

energy of hydrogen bonds for Catholyte, Anolyte 

and control water are shown in Table 2.  

 

 

 

Table 1. Values of pH, ORP, number of clusters and average energy of hydrogen bonds for Catholyte, 

Anolyte and control water. 

 

Parameter Catholyte Anolyte Control  water 

рН 9.5 3.5 6.7 

ORP - 400 mV + 800  mV  +170 mV 

Number of clusters 11 11 15 

Average number of 

molecules per cluster 

9 9 6.7 

Average energy of hydrogen 

bonds <E> 

-0.1251 (eV) +0.1144 (eV) -0.1191(eV) 

 

Table 2. Distribution of numbers of water molecules according to the energy of hydrogen bonds 

 

-Е(eV)  Catholyte  Anolyte  Control 

water 

-Е(eV)  Catholyte  Anolyte  Control 

water 

0.0912 0 0 0 0.1162 9 7 8 

0.0937 0 15 9 0.1187 0 7 7 

0.0962 0 0 5 0.1212 9 22 0 

0.0987 0 11 0 0.1237 0 7 7 

0.1012 0 0 6 0.1262 9 0 0 

0.1037 9 0 8 0.1287 9 4 5 

0.1062 4 0 0 0.1312 13 4 9 

0.1087 4 15 11 0.1337 0 0 7 

0.1112 4 0 6 0.1362 9 4 3 

0.1137 0 0 7 0.1387 21 4 2 



I. Ignatov et al.: Structuring of water clusters depending on the energy of hydrogen bonds in electrochemically… 

238 

 

 

Figure 4. Dodecahedral cluster structure with 20 water molecules and the diameter of its circumscribed sphere 

Average energy <E> of hydrogen bonds is 

calculated as: 

<E>=-  

where n is the total number of molecules 

according to the adopted model, k is the number of 

clusters, ni is the number of molecules in the i-th 

cluster,  and  Ei  is  the  energy  of  hydrogen  bonds  

corresponding to the i-th cluster. 

    DISCUSSION 

The obtained data show a decreased number of 

clusters and an increased number of molecules per 

cluster in Catholyte and Anolyte solutions compared 

to control water, i.e. Catholyte and Anolyte are better 

structured. However, it is interesting to note that 

despite of this the average energy of the Anolyte is 

lower than the energy of the control sample which 

means that clusters in Anolyte are predominantly 

formed in the lower part of the energy spectrum, 

while the clusters of non-processed water are more 

spread. The increased average energy of Catholyte 

could be related to its stimulating immune system 

effect and inhibition of tumor growth due to energy 

adding, while the decreased energy of Anolyte could 

be connected to its biocidal effect due to energy 

sucking out. Also, many researchers from different 

countries have registered quite interesting and 

inexplicable Catholyte effects in stock-breeding and 

plant-growing, consisting in faster growing of plants 

and animals without additional nutrition, and 

increased production from them. Also, it was noticed 

that drying up flowers started refreshing in 

Catholyte. Possible explanation could be related to 

the higher energy in the Catholyte. 

Increased pH and decreased ORP values of 

Catholyte compared to Anolyte do not affect cluster 

numbers and average number of molecules per 

cluster in both fractions, but relate to the changes in 

average energy of hydrogen bonds. It is interesting 

to investigate this relationship at different values of 

pH and ORP which could be a subject of a future 

work. This may elucidate their inexplicable behavior 

in different periods of time. While in Catholyte they 

change rapidly and reach the values of the non-

processed water in a couple of days, in Anolyte they 

remain quite stable during a few months regardless 

of the preservation conditions (decrease of less than 

10% after half a year).  

Information about the number of clusters and 

molecules could help to better understand the effect 

of nascent hydrogen and oxygen stabilization in 

electrochemically activated water – Catholyte and 

Anolyte, respectively. This process could relate to 

generation of clusters with a specific number of 

molecules in a specific configuration. Promising 

results about the nascent hydrogen in Catholyte have 

already been obtained [32]. However, to be fully  

verified,  such  a  hypothesis  requires  further  

investigations.  

CONCLUSIONS 

The evaluation of hydrogen bonds energy of 

electrochemically activated fractions of water –

Catholyte and Anolyte, and a sample of non-

processed water, was carried out using the methods 

NES and DNES. The obtained spectra of energies 

allowed estimation of the possible number of 

clusters and the number of molecules in them. Also, 

the AVERAGE energy of each of the three samples 

was calculated.  

The energetic position of the clusters with the 

maximal number of molecules corresponds to 

already establish physiological effects of Catholyte 

and Anolyte, respectively. This allows connecting 

these effects to the changed cluster structure and 

a = 0.293nm 

Dc  = 0.822 

nmnmnm0.822
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redistributed energy between both fractions, which 

gives a new point of view on the processes of 

electrochemical activation of water and its useful 

effects.  

An idea of adding/extracting energy to/from 

living things seems to be working, since some 

phenomena could be easily explained on its base.  

The obtained results could be used for further 

investigation of the processes of electrochemical 

activation of water that are still quite unclear, 

including the stability of nascent hydrogen and 

oxygen in it [32]. 
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We present a new software tool, Ambit-HNMR, for automatic calculation of 1H-NMR chemical shifts of organic 

compounds. Ambit-HNMR is an open-source software, written in Java, part of the chemoinformatics platform Ambit. 

Ambit-HNMR software uses a CDK-based molecule presentation as a connection table where H atoms are implicitly 

treated. The chemical shifts for each H atom are calculated by means of so called H-atom environments which describe 

different types of resonance protons. Each H-atom environment consists of: (1) a SMARTS pattern defining a molecular 

substructure; (2) base H shift, Z0; (3) atom positions {a1, a2, …, an} and topological distances within the structure; (4) a 

set of possible substituents {S1, S2, …, Sk} described by SMARTS patterns and (5) associated chemical shifts, {Zi1, Zi2, 

…, Zin}, for each substituent, Si, respectively for all atoms’ positions of the H-atom environment (i=1, 2, …, k). For an 

input target structure, all H-atom environments and all substituents {Sr1, Sr2, … Srn,} attached to the corresponding 

environment positions are identified by means of substructure searching. The chemical shift for a given H atom is 

calculated by means of an additive scheme: Z0 + Zr,1 + Z r,2+ +⋯+Zrn,n. We created a knowledge base with H-atom 

environments for the main classes of organic compounds based on the additive schemes of Pretsch. Additionally, Ambit-

HNMR calculates the H atom multiplicity using the information of molecule classes of equivalent atoms. Ambit-HNMR 

module is available for download as a Java library or as a command line application 

(https://doi.org/10.5281/zenodo.4506289). Software example usage and test results are presented.  

Keywords: Ambit, 1H-NMR, chemical shifts, additive scheme, software, open-source.  

INTRODUCTION 

NMR spectroscopy is a powerful analytical 

technique for structure elucidation and study of 

molecular structure and is the preferred method due 

to its advantages: non-destructive, fast, with minimal 

sample preparation. 1H-NMR interpretation can be 

assisted or automated by computer-based calculation 

of chemical shifts. The chemical shifts for different 

types of H atoms can be estimated with the help of 

additivity rules using the shift values of increments 

for substituents in various positions.  

The spectra interpretation, namely full 

assignment of chemical shifts, is a pivotal task in 

analyzing any molecular structures and one that can 

be achieved by a number of means: (1) a library 

search that matches an unknown spectrum to one 

contained in the particular library; (2) application of 

additive rules for each considered atom and 

comparing the calculated to the experimental 

chemical shifts or (3) using dedicated 1H-NMR 

predictor software. 

A number of such software tools exist, both open-

source and commercial. NMRShiftDB is a NMR 

predictor which can be used free of cost via web 

interface. The site credits the work of Binev and 

Aires-de-Sousa, developers of the FCT-

Universidade NOVA de Lisboa tool [1]. The 

SPINUS (Structure-based Predictions In NUclear 

magnetic resonance Spectroscopy) program, 

http://neural.dq.fct.unl.pt/spinus/, uses a feed-

forward neural network (FFNN) system and a series 

of empirical proton descriptors. The prediction is 

then corrected by Associative Neural Network 

(ASNN) on the basis of observed errors for the k 

nearest neighbors.  

Some of the most widely used commercial 

softwares in general, ChemDraw [2] and Chem3D, 

developed by PerkinElmer and part of the 

ChemOffice package [3], also offer 1H-NMR and 
13C-NMR predictions as a fully integrated tool in 

their versions. Their main advantage is the easy to 

use interface, but the quality of the estimated shifts 

can sometimes be challenged. Both programs use 

GAMESS software for performing general quantum 

chemistry calculations, such as HF, DFT, GVB and 

others, that can then be subject to correlation 

correction [4]. ACD/Labs’ NMR Predictor software 

[5] takes it further by allowing the prediction of 

solvent specific spectra for both 1H-NMR and 13C-

NMR, predicting multiplicity, recognizing 

tautomers prior to predicting and even simulating 

exact experimental conditions (frequency, line 

width). A very useful feature is the user’s access to 

the complete calculation protocol. ACD/Labs’ NMR 

Predictor uses HOSE code and neural net algorithms 

  * To whom all correspondence should be sent:  

E-mail: nick@uni-plovdiv.net 
 2021 Bulgarian Academy of Sciences,  Union of Chemists in Bulgaria 

https://doi.org/10.5281/zenodo.4506289
http://neural.dq.fct.unl.pt/spinus/


N. T. Kochev et al.: Prediction of 1H-NMR shifts with Ambit-HNMR software 

241 

to predict the chemical shifts while taking into 

account stereochemistry. It also provides with the 

ability to train predictions with new experimental 

data [5]. 

Another commercially available software is 

NMRPredict [6] distributed by Modgraph 

Consultants Ltd. It predicts chemical shifts using 

two prediction methods: (1) additivity rules 

developed by Pretsch, as well as several stages of 

approximation and (2) predictions based on 

functional groups parametrized by Abraham and 

then automatically chooses “best” proton prediction. 

In the first case, chemical shifts are predicted for 

each proton with available additivity rules by 

assigning substructures following a hierarchical list. 

Thus the base value of the final shift is given. If there 

are no available data for a given substructure, e.g. 

ring system, it is to be disassembled so that a base 

value can be approximated. For each substructure 

the remaining part of the molecule is treated as 

substituents that contribute to the final shift by 

adding their increments to the base value. In the 

second case each functional group is identified and 

treated separately using CHARGE [7] by first 

generating 3D conformers and then predicting the 

proton spectra for all of them giving a weighted 

average spectrum. 

Mestrelab offers a similar product, Mestrenova 

[8], using HOSE code, that starts at a given 

hydrogen/carbon atom and tries to find the 

environment one bond away in its database. This 

process is repeated for every hydrogen/carbon atom 

until reaching the boundary of the molecule or 

coming across environment not represented in the 

database. Gaussian software [9] has by far the widest 

array of modeling methods including HF, DFT, 

MP2, CCSD, etc. The accuracy of the predicted 

shifts depends on the basis set used and the 

application of adequate solvent correction. An 

alternative free option is ORCA ab initio program 

with its variety of methods ranging from semi-

empirical methods and density functional theory to 

correlated single- and multi-reference wave-function 

based methods [10]. Downloading and running these 

or other similar programs may be viewed as 

necessary, especially when using your own 

confidential data, but with the growing numbers and 

popularity of Web browser applications it may not 

be actually requisite. AMBIT chemoinformatics 

platform is one such open-source platform for 

predictive models [11]. 

We present Ambit-HNMR, a new software tool 

for automatic calculation of 1H-NMR chemical 

shifts of organic compounds. It is an open-source 

tool and is part of the chemoinformatics module 

Ambit-GCM [12] which facilitates interoperability 

with external software packages, thus making 

running predictions and sharing online resources 

much easier without installing any additional 

software. We have implemented a knowledge base 

with H-atom environments for the main classes of 

hydrocarbon compounds based on the additive 

schemes of Pretsch [13] and the knowledge base is 

being updated with new rules. 

Software characteristics and architecture 

Ambit-HNMR is implemented in object-oriented 

programing language Java. It is an open-source, OS 

independent software module distributed under 

LGPL license [14]. Ambit-HNMR is an extension of 

Ambit-GCM [12] (previously developed by us 

software tool) part of the chemoinformatics platform 

Ambit [11] where it is integrated as a separate 

module (ambit2-groupcontribution.nmr). Ambit 

integration allows the usage of plenty of 

chemoinformatics functionalities from other Ambit 

modules [11] developed by our group, as well as 

utilities from external open-source resources. The 

full capability of Ambit-HNMR could be accessed 

when using it as a Java library with APIs. In addition, 

we have developed a console tool, Ambit-HNMR, 

available as a command-line interface (CLI) Java 

application, as well as a GUI application. Detailed 

information about Ambit software platform, as well 

as the source code of the Java library (ambit2-

groupcontribution.nmr) is available at 

http://ambit.sourceforge.net/. Executable *.jar files 

with the latest Ambit-HNMR knowledge base can be 

downloaded from the Zenodo repository: 

https://doi.org/10.5281/zenodo.4506289. Ambit-

HNMR implementation includes the following basic 

components: 

(1) Data input/output utilities. Ambit modules 

are developed on top of the CDK (Chemistry 

Development Kit) [15, 16] library. CDK provides 

input and output for basic structure presentation 

formats thus Ambit-HNMR supports most popular 

chemoinformatics formats: SMILES [17, 18] and 

InChI [19] linear notations, CML chemical format, 

MOL/SDF file formats, CSV and TXT file formats. 

The software configuration can be done from 

command-line interface options. The variety of 

supported file formats allows easy integration of our 

tool with other software applications. 

(2) Structural information management. The 

basic structure management in Ambit-HNMR is 

developed on top of CDK classes. The chemical 

structure representation relies on the CDK Java class 

AtomContainer which implements the molecular 

connection table (CT).  

http://ambit.sourceforge.net/
https://doi.org/10.5281/zenodo.4506289
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Figure 1. Chemical object management in Ambit-HNMR 

 

Figure 2. H Atom Environment and atom equivalence classes management 

Ambit-HNMR processing requires handling of 

the two basic types of chemical objects shown in 

Figure 1: chemical structures (basic CT) and 

chemical fragments or substructures (represented by 

means of specialized CT) plus dedicated data 

structures for H atom environments and classes of 

equivalent atoms. H atom environment management 

includes multiple SMARTS linear notations used for 

definition of the heavy atoms associated to a given 

proton (H atom) and SMARTS definitions for 

corresponding substituents (see Figure 2). Atom 

equivalency within a molecule is determined by 

Ambit-SMARTS [20] module using specially 

designed atomic codes also illustrated in Figure 2. 

(3) Substructure searching. Ambit-SMARTS 

[20] module is also developed by our group and 

implements the key substructure search algorithm 

(see in Figure 1, Isomorphism Tester is applied to 
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match OC=O against the target molecule). It is used 

for finding all matchings (called instances) of a 

given H atom environment and the matchings 

(instances) of substituents. Figure 2 illustrates the H 

atom environment for tertiary sp3 carbon atoms and 

matching of an instance at atom 5 with four 

substituents at three alpha and one beta positions at 

atoms {3, 2}, {6}, {7} and {4} respectively.  

(4) Chemical shift calculation. This is the most 

crucial software component. The calculation of H-

shifts is based on exhaustive searching of all possible 

instances of all H atom environments from the 

Ambit-HNMR knowledge base described in 

following sections. 

HNMR shifts calculation algorithm 

Ambit-HNMR algorithm for H-shift calculation 

includes the following main stages:  

(i) loading of a knowledge base with H-shift rules 

formalized as H atom environments (see example in 

Figure 2 and format syntax example below); 

(ii) target molecule input using one of the popular 

molecular formats (e.g. SMILES linear notation) and 

conversion into the internal CDK representation;  

(iii) calculation of topological distance matrix of 

the target molecule; 

(iv) finding of all groups mappings for all 

SMARTS definitions from the knowledge base;  

(v) determination of all H Atom Environment 

Instances; 

(vi) finding all substituents for each H Atom 

Environment Instance; 

(vii) calculation of H-shifts using additive 

schemes; 

(viii) determination of atom equivalence classes; 

(ix) calculation of multiplicity. 

The basic workflow of Ambit-HNMR is 

summarized in Figure 3 illustrating stages (i), (ii), 

(v), (vi) and (vii).  

 

Figure 3. Flow chart of the Ambit-HNMR H-shift calculation algorithm 
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Ambit-HNMR knowledge base is configurable 

and stored in an external text file. It contains 

additivity rules described as H atom environments 

with the following syntax: 

$$H_ATOM_ENVIRONMENT= 
$$NAME= ALKANES/CH2 
$$SMARTS= [CH2;^3] 
$$BASIC_SHIFT= 1.37 
$$IMPLICIT_H_ATOMS_NUMBER= 2 
$$SHIFT_DESIGNATIONS= alpha beta 
$$SHIFT_ASSOCIATION = 

SUBSTITUENT_POSITION 
$$SUBSTITUENT_POS_ATOM_INDICES= 1 1 
$$POSITION_DISTANCES = 1 2 
$$SUBST= -C [C] 0.00 -0.04 
$$SUBST= -C=C C=[C] 0.63 0.00 
$$SUBST= -C≡C C#[C] 0.70 0.13 
$$SUBST= -phenyl c1ccccc1 1.22 0.29  

H-atom environment consists of: (1) a SMARTS 

pattern defining a molecular substructure or an atom 

used for topological identification of the H atoms 

(e.g. [CH2;^3] defines a secondary carbon); (2) base 

H shift, Z0 (key word BASIC_SHIFT) is the value 

used for unsubstituted substructure/atom; (3) 

possible substituents atom positions {a1, a2, …, an}, 

given as atomic indices within the defined 

substructure and associated topological distances 

from the substituents to the substructure; (4) a set of 

possible substituents, {S1, S2, …, Sk} described by 

SMARTS patterns; and (5) associated chemical shift 

contributions, {Zi1, Zi2, …, Zin}, for each substituent, 

Si, respectively for all atoms’ positions and distances 

of the H-atom environment (i=1, 2, …, k). Points (4) 

and (5) are given by means of a list of substituents 

with additive contributions for the chemical shifts 

described in the form:  

$$SUBST= <name> <smarts> 
<contribution 1> <contribution 2> ... 

For the example given above, row “$$SUBST= -

phenyl c1ccccc1 1.22 0.29” means that benzene ring 

will have additive contribution 1.22 ppm in alpha 

position and 0.29 ppm in beta position added to the 

basic chemical shift, 1.37 ppm of H atoms of CH2 

carbon atom.   

The default knowledge base contains rules based 

on the Pretsch additives schemes. The piece of 

default knowledge base shown above describes an 

additive scheme for secondary sp3 carbon atom, 

CH2, in the form:  

δ[CH2] = 1.37 + ∑ 𝑍𝛼𝑖i + ∑ 𝑍𝛽𝑗j  ,  

where 𝑍𝛼𝑖
 are the contributions to the chemical 

shift of the substituents at alpha position (topological 

distance 1 from the carbon atom) and respectively 

𝑍𝛽𝑗
 are the contributions of substituents at beta 

positions (topological distance 2). The default 

knowledge base includes H atom environments for 

basic atoms of hydrocarbon chains (e.g. carbons with 

different numbers of H atoms and different 

hybridizations) with a rich set of possible 

substituents: alkyl, phenyl, halogens, chemical 

groups and fragments containing oxygen, nitrogen 

and sulfur atoms, etc. The full list of the possible 

substituents can be seen in the knowledge base file 

available at the Zenodo repository (https://doi.org/ 

10.5281/zenodo.4506289). In the current knowledge 

base version, we have also included H atom 

environments for mono substituted benzene rings 

and pyridines. The user can enrich the knowledge 

base with additional rules or, if needed, completely 

replace the default rules. Ambit-HNMR calculates 

multiplicity for all predicted H-shifts using the atom 

equivalence classes. Atom equivalence is 

determined by calculating so called atomic codes 

which include information about a predefined 

number of topological layers of an atom (default 

number of layers is 2). The atomic code is composed 

of pieces of information for each atom in each 

topological environment encoding: atom element, 

bond type, topological degree, charge, isotope and 

topological layer number (i.e. distance from the 

center atom). All atoms having the same atomic code 

are considered as equivalent. For example, in Figure 

2, atoms 6 and 7 (the terminal methyl groups) have 

exactly the same atomic code, “60000000 61300001 

61100002 61300002”, hence they are identified as 

equivalent atoms (class 5). The multiplicity of a 

particular H atom is determined by counting the 

number of H atoms, {n1, n2, …, ns}, for each 

neighbor atom equivalence class. Then multiplicity 

is (n1+1) × (n2+1) ×…× (ns+1).  

RESULTS AND DISCUSSION 

Ambit-HNMR software usage 

Ambit-HNMR software version 1.2 is available 

as a command-line interface application with 

following options: 

HNMR shifts predict 
usage: 

ambit2.groupcontribution.cli.HNMRPred
ictCli 

 -c,--config <config>        HNMR 
database configuration file 

 -e,--explanation <on|off>   Switch 
on/off H shift calculation 

https://doi.org/%2010.5281/zenodo.4506289
https://doi.org/%2010.5281/zenodo.4506289
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explanation. Default explanation is 
on 

 -h,--help                   Shows 
this help info 

 -i,--input <input>          Input 
molecule file 

 -l,--log <on|off>           Switch 
on/off log printing. Default log is 

                             off 
 -p,--multiplicity <on|off>  Switch 

on/off H multiplicity feature. 
                             

Default is on 
 -s,--smiles <smiles>        Input 

molecule smiles 

Example of Ambit-HNMR application for the 

molecule of ethyl acetate inputted as a SMILES 

notation from the command line is given below: 

java -jar ambit-hnmr.jar -s 
CC(=O)OCC 

Using default HNMR database: ./hnmr-
knowledgebase.txt 

Input smiles: CC(=O)OCC 
2.01 H3 atom 1 multiplicity   

ALKANES/CH3 0.86 + 1.15 (alpha, -COO-) 
1.30 H3 atom 6 multiplicity 3 

ALKANES/CH3 0.86 + 0.0 (alpha, -
C_alkyl) + 0.44 (beta, -O(C=O)) 

4.20 H2 atom 5 multiplicity 4 
ALKANES/CH2 1.37 + 2.83 (alpha, -
O(C=O)) + 0.0 (alpha, -C_alkyl) 

Ambit-HNMR can also be applied in a batch 

mode for a set of molecules specified by means of -i 

option. Executable *.jar file, detailed documentation 

and more usage examples are available at: 

https://doi.org/10.5281/zenodo.4506289. 

We present a comparison of Ambit-HNMR 

calculated chemical shifts with the experimental 1H-

NMR spectra of organic compounds from the public 

database SDBS [21] and four different software tools 

for prediction of 1H-NMR chemical shifts.  
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Figure 4. H-NMR spectrum of N,N-diethyl-N'-methylethylenediamine and comparison with the calculated shifts from 

Ambit-HNMR, ChemDraw, nmrdb.org, Mestrenova and Gaussian 

https://doi.org/10.5281/zenodo.4506289
https://www.nmrdb.org/
https://www.nmrdb.org/
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Figure 4 shows the structure and spectrum of N, 

N-diethyl-N'-methylethylenediamine (measurement 

conditions: 89.56 MHz, solution 0.04 ml: 0.5 ml 

CDCl3) and comparison of the experimental and 

predicted chemical shifts. The structure of N,N-

diethyl-N'-methylethylenediamine is non-cyclic 

with secondary and tertiary amino groups in it. There 

are two methyl (A) and two methylene (B) groups 

that are chemically equivalent with each other that 

have the same chemical shifts in the 1H-NMR 

spectrum. According to the positions of the H atoms 

in the structure of the compound and the calculated 

distances it is seen in the spectrum that there is a 

certain number of multiplets. The comparison 

between spectrum and Ambit-HNMR shows that 

chemical shift differences are with deviation less 

than 0.3 ppm. Figure 4 also shows a comparison 

between chemical shifts predicted with Mestrenova 

and Gaussian and their difference in ppm from the 

experimental 1H NMR spectrum. Mestrenova 

simulates full spectra with their chemical shifts and 

multiplicity with the help of the NMRPredict 

Desktop.  
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Figure 5. HNMR spectrum of ethyl acetate and comparison with the calculated shifts from Ambit-HNMR, ChemDraw, 

nmrdb.org, Mestrenova and Gaussian 

The calculations were quick and fairly accurate 

for all protons except for the one in the NH group. 

For the purpose of comparing the capabilities of 

Gaussian 98, Revision A.7, the geometries of all 

molecules (N,N-diethyl-N'-methylethylenediamine 

and ethyl acetate and styrene, presented below) were 

optimized on B3LYP (Becke three-parameter Lee–

Yang–Parr) exchange-correlation functional with 6-

31g basis set with subsequent calculations carried 

out on HF with 6-311+g (2d, p) basis set for the 1H 

NMR spectra prediction.  

The structure, HNMR spectrum and predicted H-

shifts of ethyl acetate are shown in Figure 5. The 

compound has two methyl (A, C) groups that are not 

chemically equivalent with each other and have 

different chemical shifts in the H-NMR spectrum as 

it is shown in Figure 5. According to the positions of 

the H atoms in the structure and the topological 

distances, the spectrum has a triplet and a 

quadruplet, which are correctly calculated by Ambit-

HNMR (see the multiplicity in the console output for 

the molecule of ethyl acetate shown previously in 

this section). Chemical shifts comparison shows that 

the differences are with deviation less than 0.1 ppm. 

Figure 6 shows the GUI (graphical use interface) 

application with the result screen for the molecule of 

styrene. 

https://www.nmrdb.org/
https://www.nmrdb.org/
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Figure 6. Ambit-HNMR-GUI screen with the calculated shifts for the molecule of styrene. 
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Figure 7. HNMR spectrum of styrene and the calculated shifts from Ambit-HNMR, ChemDraw, nmrdb.org, 

Mestrenova and Gaussian. 

Full comparison of the experimental H-NMR 

spectrum shifts and the calculated chemical shifts 

from Ambit-HNMR tool and four other testing 

software tools is given in Figure 7. For the molecule 

of styrene, the average chemical shift difference of 

Ambit-HNMR is 0.1 ppm. The corresponding 

https://www.nmrdb.org/
https://www.nmrdb.org/
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difference averages of the other tools are: 

ChemDraw - 0.1 ppm, nmrdb.org - 0.55, Mestrenova 

- 0.11, and Gaussian – 0.36, showing that the Ambit-

HNMR performance is comparable with the 

considered test software tools. 

A major challenge of the additive scheme 

methods is the problems of missing fragments. i.e. 

the cases of organic compounds containing 

fragments which have no additive contributions in 

the knowledge base (e.g. the missing secondary 

amine in Figure 4). That is why continuous 

improvement of the knowledge base is required. In 

this context, one advantage of the Ambit-HNMR 

software is that the knowledge base rules are not 

hardly encoded but are configurable and externally 

stored so that the user can update, enrich or replace 

the default rules. 

CONCLUSION 

A new software tool, Ambit-HNMR, for 

prediction of 1H-NMR chemical shifts is developed. 

The software uses a configurable knowledge base, 

which can be modified by the user. The command 

line application can be applied for organic 

compounds inputted directly from the console as 

SMILES linear notations or in a batch mode for an 

input molecular file. Software performance is 

demonstrated with examples. Ambit-HNMR source 

code is available at http://ambit.sourceforge.net/ and 

the software can be easily integrated as part of a 

bigger scientific workflow. Executable jar file with 

the latest software version and knowledge base, 

additional usage examples and full documentation is 

present at: https://doi.org/10.5281/zenodo.4506289. 

Our team is continuing the improvement of default 

knowledge base rules and new releases will be 

available at the Zenodo repository. 
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Melt mixing was used to obtain two series of composite materials based on poly(lactic acid) (PLA) and high-density 

polyethylene, reinforced with 1.5% graphene nanoplatelets and multi-walled carbon nanotubes. Analysis methods such as 

infrared spectroscopy, wide-angle X-ray diffraction, and scanning electron microscopy were used to determine the 

materials' structural and chemical properties. Studies showed no intercalation or interaction of the polymer molecules with 

the fillers, approved by the absence of shift of the main diffraction peak of the fillers appearing at 26.3°, and the same 

wavenumbers of pure high-density polyethylene absorption bands compared to these of the composite materials. The 

differential scanning calorimetry showed that the addition of fillers did not affect the glass transition temperature and the 

melting temperature of PLA but had a slight effect on melt crystallization which increased by 7° for the 1.5% GNP/1.5% 

CNT/PLA sample. Thermal stability was improved for the 1.5% GNP/PLA material as the decomposition onset temperature 

increased by 2 oC, determined by thermogravimetric analysis. High-density polyethylene-based composite materials with 

the presence of graphene nanoplatelets are characterized by a 2 °C increase in melting point and an 8 °C increase in the 

onset of decomposition temperature for the bifiller ones. It can be attributed to the high aspect ratio of GNPs that served as 

a barrier and then prevented the emission of gaseous molecules during thermal degradation. 

Keywords: thermal stability, composite, graphene.  

INTRODUCTION 

The increased interest to polymer stability 

research has been discussed in a great number of 

papers [1-3]. High-density polyethylene (HDPE) and 

poly(lactic acid) (PLA) possess a combination of 

favorable physical properties, chemical resistance, 

and economic characteristics that make them 

incredibly versatile and suitable in various 

applications. Poly(lactic acid) is well known as a 

biodegradable polymeric material produced from 

agricultural resources that has recently found 

application in fused deposition modeling [4]. At the 

same time, HDPE has found widespread use in 

products designed for outdoor applications where 

degradation from sunlight and other weathering 

conditions becomes an essential factor. For the 

polymers successfully to withstand degradative 

oxidation accelerated by high processing and service 

temperatures, as well as outdoor weathering 

conditions, a stabilizer or combination of stabilizers 

must be incorporated. Due to the controlled 

combination of the components, new materials with 

distinct properties are obtained from the individual 

components [5]. The typical fillers used in polymeric 

composites are graphene [6, 7] graphene oxide [8-

10], silica [11, 12], and carbon nanotubes (CNTs) 

[13, 14]. Carbon nanotubes and graphene exhibit 

unique and unusual electrical, mechanical and 

thermal properties making them attractive fillers  for 

reinforcing polymers to form functional and 

structural composite materials with high 

performance. The effective enhancement of 

mechanical, electrical and thermal properties by 

adding CNTs and graphene nanoplatelets  (GNPs) in 

the polymer composites has been approved [15-17]. 

The main factor that could control the composite's 

potential properties is the degree of dispersion, 

percolation threshold, and interfacial interactions. 

Better dispersion and stronger interfacial interaction 

of both 2D and 1D fillers in the matrix polymer 

resulted in higher values of thermal conductivity, due 

to stronger suppressing of phonon scattering [18]. 

Unfortunately, carbon nanofillers with large surfaces 

and proportions are usually poorly dispersed in 

organic solvents and polymers. Neat carbon 

nanotubes CNTs and GNPs tend to form bundles or 

agglomerates due to the strong van der Waals 

interaction between them, which leads to weak 

interphase interactions between nanotubes and 

polymer matrix. The dispersion of carbon fillers in 

solvents and polymers can be improved by 

mechanical mixing and chemical functionalization. 

The melt mixing process employs high temperature 

and intense shear forces to disperse nanofillers in the 

molten polymer using rotating screws of an extruder. 

Its simplicity and low cost make it a promising 

technique for producing polymer composites with 

improved properties.  

  
* To whom all correspondence should be sent:  

E-mail: vlado@ic.bas.bg 
 2021 Bulgarian Academy of Sciences,  Union of Chemists in Bulgaria 

mailto:vlado@ic.bas.bg


V. F. Georgiev: Preparation and thermal stability evaluation of GNP/CNT doped poly(lactic acid) and high-density …

250 

In this paper we report the effect of multiwalled 

carbon nanotubes and graphene nanoplatelets 

addition into poly(lactic acid) and high-density 

polyethylene on the resulting nanocomposites' 

thermal stability. Hot melt mixing was applied for 

fabrication of composites with filler content of 

1.5%wt. denoted as 1.5% GNP/PLA, 1.5% 

CNT/PLA, 1.5% GNP/HDPE, 1.5% CNT/HDPE, 

1.5% GNP/1.5% CNT/PLA and 1.5% GNP/1.5% 

CNT/HDPE. 

MATERIALS AND METHODS 

Materials 

The poly(lactic) acid (PLA-3D850) with MFR 7–

9 g/10 min (210 ◦C, 2.16 kg), peak melt temperature 

165-180 ◦C, and glass transition temperature 60–65 

◦C was supplied by Nature Works, USA. Industrial

GNPs and industrial grade OH-functionalized

multiwall carbon nanotubes adopted as nanofillers

were supplied from Times Nano, China. GNPs purity

is 90% and true density is 2.2 g/cm3, whereas CNT

purity is 95%, true density is 2.1 g/cm3 and its OH-

content is 2.48%.

Preparation of Nanocomposites 

Two series of nanocomposite materials based on 

PLA and HDPE with GNPs and CNTs content of 

1%wt. were produced by melt mixing using the twin-

screw extruder, COLLIN Teach-Line ZK25T, with a 

screw speed of 40 rpm for PLA composites and 

Thermo Scientific twin screw extruder at 100 rpm 

and temperatures of 170–180 °C. Before mixing with 

the fillers, the PLA pellets were ground and then used 

as a powder for 9% masterbatch preparation while 

the HDPE mixture was prepared by wrapping 

technique in a ball mill for two hours at a speed of 70 

rpm. Then, the formulations with lower filler 

contents of 1.5 wt. % were prepared by diluting the 

respective masterbatches with neat PLA and HDPE 

through a second extrusion run.  

Experimental Methods 

Wide-angle X-ray diffraction (WAXD) was 

employed for characterization of the samples. The 

measurements were performed on a DX-1000 X-ray 

diffractometer (Dandong Fangyuan Instrument Co., 

Ltd., Dandong, Liaoning Province, China) 

employing copper line focus X-ray tube producing 

Kα radiation by a generator operating at 45 kV and 

25 mA. The diffraction patterns were taken in the 

range from 5◦ to 70◦ at a 1◦/min rate. The specimens 

being analyzed were powders for the fillers, GNPs 

and MWCNTs and pellets for the nanocomposites. 

The data from WAXD were processed using MDI 

Jade software capable of analyzing the crystal 

structure of materials. The KBr technique was 

applied for recording the FT-IR spectra in the 

scanning range from 4000 to 400 cm-1 using a Nicolet 

6700 spectrometer. The morphology and structures 

were visualized using scanning electron microscopy 

(SEM) on a Quanta 250 instrument (FEI Co. Ltd, 

USA). 

DSC Q20 (TA Instruments), was used for the 

DSC measurements. The test sample with a weight 

of ~10 mg was placed in an aluminum pan and 

hermetically sealed in order to prevent gas emissions 

into the instrument or in the environment. Tests were 

performed in two cycles (one heating and one cooling 

scan). During the heating cycle, the temperature was 

raised from room temperature to 200 °C, with a ramp 

of 10 °C/min, and held for 1 min. Afterward, the 

temperature was lowered from 200 °C to 20 °C in 

order to register the DSC curve through the cooling 

cycle. Upon these conditions, the glass transition 

temperature (Tg), melt crystallization temperature 

(Tc) and melting peak temperature (Tm) were 

determined from the heating and cooling DSC 

curves. TGA Q50 (TA Instruments) was used for the 

thermo-gravimetric analysis (TGA) measurements. It 

was done to assess the composite thermal stability 

defined by the characteristic decomposition 

temperatures of the samples. The trials were 

performed in nitrogen atmosphere by heating a 10 mg 

specimen from room temperature to 600 °C in an 

aluminium pan, with a heating step of 10 °C/min. 

RESULTS AND DISCUSSION 

WAXD analysis was used to characterize the 

nanocomposites as it provided accurate information 

on the phase composition and crystallinity of the test 

materials. Fig. 1 shows pure graphene nanoplatelets 

characterized by a main reflection (002) peak at 2θ = 

26.35°, sharper than that of the carbon nanotubes' 

peak at 2θ = 26° from the corresponding diffraction 

plane, indicating a more crystalline structure of 

GNPs. The shifting of the nanotubes diffraction peak 

(002) to lower degrees (2θ = 26°) means a larger

interplanar spacing between the lattice fringes which

could be assigned to higher functionalization of the

CNTs in comparison to GNPs. By applying the

Scherer equation, Lhkl = k λ /(βhkl cos θ), where: β is

the FWHM of the reflection (in radians) located at

2θ, with an appropriate value of the shape factor of k

= 0.9, it was found that the GNPs powders have a

stack thickness of about 18 nm. The addition of

carbonaceous fillers does not increase the PLA's

crystallinity for both series, which is evident from the

comparison of the WAXD spectra of the pure

polymer and those of the composite materials (Fig.

1). It is seen that there is no appearing of a sharp peak
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in the composites' patterns containing 1.5% CNTs or 

GNPs at around 16.8 degrees [19], which would be 

due to crystal areas' formation, but only the wide halo 

characteristic of amorphous PLA with a steepest 

point at 2θ = 15.5° remains unchanged. 

Fig. 1. X-ray diffraction spectra of (a) series of HDPE 

and (b) series of PLA. 

This is attributed to the insufficient fillers 

nucleation effect to cause a significant increase in the 

crystallinity of the PLA. In the spectra of 1.5% 

CNT/PLA and 1.5% CNT/HDPE, no additional 

peaks were found due to filler presence in the mixed 

materials, probably because of its small particle size 

and homogeneous dispersion in the volume of the 

polymer. Characteristic of the composite materials 

spectra containing 1.5% GNP is the appearance of a 

peak at 26.35° which is attributed to pure GNPs. 

Since a shift of this peak was not observed, it can be 

concluded that no intercalation of polymer molecules 

occurred in the stacks of graphene particles.  

SEM micrographs of 1.5% GNP/HDPE and 1.5% 

GNP/PLA are shown in Fig. 2. The images show that 

the filler particles are distributed in the polymer's 

volume with any spatial orientation for 1.5% 

GNP/HDPE. It was reported [20] that GNPs have 

intrinsic properties to orient predominantly in-plane 

that impedes the practical application, which was 

observed for 1.5% GNP/PLA. Such anisotropy 

mostly affects the thermal conductivity (the thermal 

conductivity of in-plane is much higher than that of 

through-plane) in GNP-based thermal composites. 

Fig. 2. SEM micrographs of (a) 1.5% GNP/HDPE and 

(b) 1.5% GNP/PLA samples.

To monitor the functionalization of GNPs and

CNTs, FTIR analysis was conducted. Fig. 3 presents 

the FT-IR spectra in the scanning range from 4000 to 

400 cm-1 for the tested samples of both series.  

It is seen that characteristic bands appearing in the 

spectra of both fillers are at the same wavenumbers, 

which means that they possess the same functional 

groups. In the IR-spectra of GNP and CNT bands 

corresponding to stretching vibrations of the CH 

group at 2850 cm-1 and 2920 cm-1 are observed. The 

bands at 3436 cm-1, 1630 cm-1, 1110 cm-1 and 1052 

cm-1 are due to stretching vibrations of the –OH, C=O

and C–O adsorption groups, respectively. By

comparing the spectra of the pure fillers and those of

the composite materials, it is noticed that the peaks

characteristic for the fillers are not present in the

spectrum of the composite materials, probably due to

their low concentration. Analysis of the IR spectra

also shows no changes in the frequency of the

vibration bands assigned to pure PLA or HDPE

compared to the corresponding ones in the spectra of
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the composite materials containing 1.5% filler. It 

follows that no new bonds are formed between the 

filler and the polymer, such as hydrogen bonding or 

strong van der Waals forces due to a direct 

interaction of a specified group and the adsorption 

site of the liquid matrix. 

Fig. 3. IR spectra of (a) series of HDPE and (b) series 

of PLA. 

Figures 4a and 4b present results from the DSC 

analysis of monofiller (GNP/PLA, CNT/PLA) and 

bifiller (GNP/CNT/PLA) nanocomposites 

containing 1.5 wt% carbon particles. The glass 

transition temperature for all nanocomposites is 

around 64-65°C. The transition region in which an 

amorphous glassy polymer changes from its glassy 

state into a rubber-like state is important because 

dramatic changes in the polymer's physical 

properties are observed during this transition. 

These changes are completely reversible as the 

transition from a glassy into a rubbery state. When 

considering the Tg of reinforced polymers, it should 

be had in mind that it depends mainly on the 

interaction of the polymer with the filler that 

impedes the relaxation [21]. The Tg increases, and 

vice versa if there is a repulsion between the filler 

and the polymer chain. 

Fig. 4. DSC thermograms of (a) PLA, 1.5wt% 

GNP/PLA, 1.5wt% MWCNT/PLA and mixed composites 

during heating cycle and (b) during cooling cycle. 

The similar Tg values of the samples (Table 1) 

imply either that the amount of nanofiller is 

insufficient to influence the composite Tg 

temperature or there is no strong interaction of 

attraction or repulsion between the carbon 

nanoparticles and the polymer.  

Table 1. Thermal properties of samples after melting 

at 200° for pure PLA, monofiller (GNP/PLA, CNT/PLA) 

and bifiller (GNP/CNT/PLA) nanocomposites. 

Samples 
Tg 

[oC] 

Tm 

[oC] 

Tc 

[oC] 

PLA 63.8 178.4 96.2 

1.5% CNT/PLA 65.0 177.1 97.8 

1.5% GNP/PLA 64.5 177.8 99.7 

1.5%GNP/1.5%CNT/PLA 64.9 178.9 103.4 

The melting temperatures for all tested PLA 

composite samples are in the range of 177-179 °C, 

and it can be concluded that the presence of 

nanofillers does not lead to a change compared to that 

of the pure PLA. Since the addition of fillers to the 

polymer does not increase the crystallinity of the 
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resulting materials, which is confirmed by XRD, in 

this case the melting temperature does not change 

significantly, because when considering semi-

crystalline polymers, crystallinity directly affects the 

melting temperature. It can be seen from Fig.  4b that 

the melt crystallization of 1.5% GNP/CNT/PLA is 

higher by around 7°C compared to the pure PLA (Tc 

= 96.2°C). This observation is attributed to the 

synergic effect of GNPs and CNTs promoting the 

crystallization through heterogeneous nucleation 

during the cooling run. 

Fig. 4. DSC thermograms of (a) PLA, 1.5wt% 

GNP/PLA, 1.5wt% MWCNT/PLA and mixed composites 

during heating cycle and (b) during cooling cycle. 

Figures 5a and 5b present DSC analysis results of 

pure HDPE and nanocomposites on its base 

containing 1.5wt% of carbon fillers. The melting 

temperature (Tm) of composite materials is by about 

3 degrees higher than that of the pure polymer.  

Fig. 5. DSC thermograms of (a) HDPE, 1.5wt% 

GNP/HDPE, 1.5wt% MWCNT/HDPE and mixed 

composites during heating cycle and (b) during cooling 

cycle of the same specimens. 

The Tm of the pure HDPE is 132.1 °C, while those 

of the composites 1.5% GNP/HDPE and 1.5% 

GNP/1.5% CNT/HDPE are around 134 °C (Table 2). 

The melt crystallization slightly increases with 

adding fillers as for pure polymer, Tc = 116°C, while 

for the composites, it reaches 119.1°C for 1.5% 

GNP/HDPE. The shift of the crystallization and 

melting peaks to higher temperatures is due to an 

increased crystal size distribution due to nucleation. 

Table 2. DSC thermal properties of samples after 

melting at 200° for monofiller (GNP/HDPE, CNT/HDPE) 

and bifiller (GNP/CNT/HDPE) nanocomposites. 

Samples Tg 

[oC] 

Tm 

[oC] 

Tc 

[oC] 

HDPE n/a 132.1 116.0 

1.5% CNT/HDPE n/a 133.7 118.2 

1.5% GNP/HDPE n/a 134.1 119.1 

1.5%GNP/1.5%CNT/HDPE n/a 133.7 118.2 
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Fig. 6. TGA curves of (a) pure PLA, mono- and bifiller 

GNP/CNT composites and (b) pure HDPE, 1.5wt% 

GNP/HDPE, 1.5wt% MWCNT/HDPE, 1.5% GNP/1.5% 

CNT/HDPE 

Thermogravimetry (TG), was applied to monitor 

mass loss as a function of the temperature at a 

constant heating rate in order to get a quick 

impression of the composite materials' thermal 

stability. The results are presented in Figure 6 and 

Table 3. Variation in weight percentage of the 

samples with respect to the temperature was 

observed. The values summarized in Table 3 

represent the TGA characteristics of monofiller and 

bifiller composites. The thermal degradation process 

of PLA begins at 310.8 °C (onset temperature 

according to ASTM E2550) due to intra-molecular 

trans-esterification [22]. Afterward, a major 

degradation proceeds wherein the polymer chain 

breaks at a high rate in the range from 330 to 395 °C. 

Concerning the composites, the results apparently 

disclose that the composite 1.5% GNP/PLA 

improves the thermal stability of PLA with 2 °C as a 

result whereof Tonset raises to 312.9 °C. A possible 

explanation for this delayed breakdown can be the 

assumption that graphene nanoplatelets impede the 

diffusion of the gaseous low-mass degradation 

products from the bulk to its surface creating a 

labyrinth effect [23]. Another important point 

characterizing the thermal behavior is the pattern of 

the TGA curve depicting the overall mechanism of 

degradation. From Fig. 6a is visible that the samples 

undergo one-step destruction caused by C-C 

cleavage. Maximum improvement of the thermal 

degradation stability regarding the highest 

decomposition rate was observed for bifiller 

composites. Combining both fillers (GNPs and 

CNTs) the peak of polymer degradation Tp shifts to 

the higher temperatures with almost 9°C, due to the 

better spatial structure in the composite volume 

suppressing the heat distribution.  

From the weight loss plots of HDPE's series (Fig. 

6b) is seen that the onset of thermal degradation 

(Tonset) for neat HDPE is 354 °C. Tonset increases by 

about 4 K on the addition of 1.5%GNP and by 8 K 

on 1.5% addition for both fillers. The composite 

material containing 1.5% CNT shows the lowest 

Tonset, which is by about 40 K lower than that of the 

pure polymer. This behavior would suggest that at 

low CNT loadings, the CNTs accelerate the thermal 

degradation of HDPE and may be associated with the 

high thermal conductivity of CNTs and more 

effective dissipation of thermal energy. It has been 

proposed that CNTs create a 'barrier effect' by 

preventing the release of volatiles and decomposed 

products from the composite material, resulting in the 

retardation of the thermal decomposition of the 

composites, but a critical concentration of CNTs is 

required to enhance the thermal stability of HDPE. 

Table 3. Values of Tonset, T50%, Tp, for PLA and HDPE monofiller (GNP, CNT) and bifiller (GNP/CNT) composites. 

Samples Tonset [oC] T50% [oC] 
Peak of polymer 

degradation Тр [oC] 

PLA 310.8 381.0 378.6 

1.5%CNT/PLA 288.2 375.4 383.1 

1.5% GNP/PLA 312.9 373.2 378.2 

1.5%GNP/1.5%CNT/PLA 311.1 379.1 386.9 

HDPE 354.2 482.1 489.4 

1.5%CNT/HDPE 309.5 484.2 479.6 

1.5% GNP/HDPE 357.8 471.6 492.7 

1.5%GNP/1.5%CNT/HDPE 362.6 490.1 495.7 
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The thermal stability of HDPE is better 

demonstrated by examining the derivative weight as 

a function of temperature. Here, the peak maximum 

(Tp) is decreased for 1.5%CNT content, suggesting 

that the onset of thermal degradation of HDPE is 

shifted to lower temperatures. The unpredictability of 

HDPE/CNT composites' thermal stability implies 

that this property is controlled by a combination of 

factors, including CNT dispersion and distribution, 

the properties of the thermal conductivity of CNTs, 

polymer–CNT interactions and polymer crystallinity. 

The thermal stability increased for the GNP-added 

composites, attributed to the high aspect ratio of GNP 

that served as a barrier and then prevented the 

emission of gaseous molecules during the thermal 

degradation. Besides, the radical scavenging function 

of GNP could inhibit the degradation process of the 

polymer. 

CONCLUSION 

The thermal properties of two series of mono- and 

bifiller composite materials based on PLA and HDPE 

with 1.5% carbonaceous fillers content were 

evaluated. Test results showed that fillers addition to 

the base polymer had a small effect on the 

investigated materials' thermal properties. Glass 

transition temperature (Tg) for the PLA series was not 

affected by the presence of fillers, which is explained 

by the absence of interaction between the individual 

components of the composite. The same applies to 

the melting temperature (Tm), which for all samples 

is in the range of 178-179 °C, but melt crystallization 

of 1.5%GNP%CNT/PLA is higher by around 7 °C 

compared to the pure PLA (Tc = 96.2 °C). The 

decomposition's onset temperature (Tonset) obtained 

from the TGA analysis was increased by 2 °C for the 

1.5% GNP/PLA sample. As for the HDPE series, the 

melting temperature of the composite materials is by 

about 3 °C higher than that of pure polymer and Tonset 

increased by about 4 °C on the addition of 1.5%GNP 

and by 8 °C on 1.5% addition of both GNP and CNT 

fillers. 
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